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Abstract

On a complex manifold X, we construct the functors ·
w
⊗OX and Thom( · ,OX) of

formal and moderate cohomology from the category of R-constructible sheaves to that of

DX -modules. It allows us to treat functorially and in a unified manner C∞ functions,

distributions, formal completion and local algebraic cohomology.

The behavior of these functors under the usual operations on D-modules is system-

atically studied, and adjunction formulas for correspondences of complex manifolds are

obtained.

This theory provides a natural tool to treat integral transformations with growth

conditions such as Radon, Poisson and Laplace transforms.

Résumé

Sur une variété complexe X, nous construisons les foncteurs ·
w
⊗OX et Thom( · ,OX)

de cohomologie formelle et modérée de la catégorie des faisceaux R-constructibles à valeurs

dans celle desDX -modules. Cela permet de traiter fonctoriellement et de manière unifiée les

fonctions C∞ , les distributions, la complétion formelle et la cohomologie locale algébrique.

On étudie systématiquement le comportement de ces foncteurs pour les opérations

usuelles sur les D-modules, et on obtient des formules d’adjonction pour les correspon-

dances de variétés complexes.
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Cette théorie fournit les outils naturels pour traiter les transformations intégrales avec

conditions de croissance comme les transformations de Radon, Poisson et Laplace.
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Introduction

“Algebraic analysis”, following Mikio Sato’s terminology, is an attempt to treat classical

analysis with the methods and tools of Algebra, in particular, sheaf theory and homo-

logical algebra. This approach has proved its efficiency, especially when applied to the

theory of linear partial differential equations (see [S-K-K]), which has become, in some

sense, a simple application of the microlocal theory of sheaves (see [K-S]). However, while

this sheaf theoretical approach perfectly works when dealing with holomorphic functions

and the various sheaves associated to it (hyperfunctions, ramified holomorphic functions,

etc.), some important difficulties appear when treating growth conditions, which is quite

natural since such conditions are obviously not of local nature. However, as is commonly

known, classical analysis is better concerned with distributions and C∞-functions than

with hyperfunctions and real analytic functions.

These difficulties have been overcome by the introduction of the functor Thom(·,OX)

of temperate cohomology in [Ka3] and its microlocalization, the functor Tµhom(·,OX) of

Andronikof [An]. The idea of Thom(·,OX) is quite natural: the usual functorRHom(F,OX)

may be calculated by applyingHom(F, ·) to B·X , the Dolbeault complex with hyperfunction

coefficients, which is an injective resolution of OX . If B·X is replaced by Db·X , the Dolbeault

complex with distribution coefficients, one gets a new functor which is well-defined and

behaves perfectly with respect to F when F is R-constructible. If X is a complexification

of a real analytic manifold M and if one chooses for F the orientation sheaf on M (shifted

by the dimension), then the sheaf of distributions on M is recovered (this was already

noticed by Martineau [Mr]). If Y is a closed complex analytic subset of X and if one

chooses F = CY , one recovers RΓ[Y ](OX), the algebraic cohomology of OX with support

in Y . The functor Thom(·,OX) is an inverse to the functor Sol(·) := RHomDX
(·,OX) in

the Riemann-Hilbert correspondence, and this was the motivation for its introduction in

[Ka3]. However, as we shall see below, it has many other applications.

The functor Thom(·,OX) being well understood, and corresponding -roughly speaking-

to Schwartz’s distributions, it was natural to look for its dual. This is one of the aims of

this paper in which we shall introduce the new functor ·
w
⊗OX of formal cohomology. In
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fact, we shall treat in a unified way both functors, Thom(·,OX) and ·
w
⊗OX starting with

an abstract result. We show that a functor ψ defined on the category SX of open rela-

tively compact subanalytic subsets of a real analytic manifold X with values in an abelian

category and satisfying a kind of Mayer-Vietoris property, extends naturally to an exact

functor on the category R-Cons(X) of R-constructible sheaves (see Theorem 1.1 for a

precise statement). The functor U 7→ Thom(CU ,DbX) := DbX/Γ(X\U)DbX as well as

the functor U 7→ CU

w
⊗C∞X := the subsheaf of C∞X consisting of sections vanishing up to

infinite order on X \ U satisfy the required properties, and thus extend as exact functors

on R-Cons(X). When X is a complex manifold, the functors Thom(·,OX) and ·
w
⊗OX are

the Dolbeault complexes of the preceding ones. When X is a complexification of a real

analytic manifold M , CM

w
⊗OX is nothing but C∞M and if Y is a closed complex analytic

subset of X, CY

w
⊗OX is the formal completion of OX along Y . Moreover, if F is an R-

constructible sheaf, then RΓ(X;F
w
⊗OX) and RΓc

(
X; Thom(F,ΩX [dX ])

)
are well-defined

objects of the derived categories of FS-spaces and DFS-spaces respectively, and are dual

to each other (see Proposition 5.2, and its generalization to solution sheaves of D-modules,

Theorem 6.1).

In this paper, we present a detailed study of the usual operations (external product,

inverse and direct images) on these functors. Of course, the results concerning Thom were

already obtained in [Ka3], but our treatment is slightly different and more systematic.

Our main results are the adjunction formulas in Theorems 7.2, 7.3 and 11.8. In order to

prove Theorem 7.3 we have made use of the theory of OX -modules of type FN or DFN

of Ramis-Ruget [R-R] (see also [Ho]) and we thank J-P. Schneiders for communicating his

proof of Theorem 8.1.

Applications of our functors will not be given here. Let us simply mention that the

adjunction formulas appear as extremely useful tools in integral geometry (see [D’A-S1],

[D’A-S2]) and representation theory (in the spirit of [Ka-Sm]) and the specialization of the

functor of formal cohomology leads to a functorial treatment of “asymptotic developments”

(see [Co]). Finally, in a forthcoming paper, we shall apply this theory to the study of

integral transforms with exponential kernels, and particularly to the Laplace transform.
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A preliminary version of this paper appeared as a preprint in RIMS-999, Research

Institute for Mathematical Sciences, Kyoto University (1994).

1. Functors on R-constructible sheaves

We shall mainly follow the notations of [K-S] for derived categories and sheaf theory.

In particular, if A is an additive category, we denote by Cb(A) the additive category of

bounded complexes of A, and by Kb(A) the category obtained by identifying with 0 the

morphisms in Cb(A) homotopic to 0. If A is abelian we denote by Db(A) its derived

category with bounded cohomologies, the localization Kb(A) by exact complexes. We

denote by Q the canonical functor from Kb(A) to Db(A). We define similarly C∗(A)

or K∗(A) (∗ = + or −) by considering complexes bounded from above or below. If R

is a ring or a sheaf of rings, we write for short Cb(R), etc. instead of Cb(Mod(R)), etc..

For example, if X is a topological space, Db(CX) is the derived category with bounded

cohomologies of sheaves of C-vector spaces on X.

Let X be a real analytic manifold and denote by R-Cons(X) the abelian category

of R-constructible sheaves of C-vector spaces (see [K-S] for an exposition). Denote by

R-Consc(X) the thick subcategory consisting of sheaves with compact support.

Let SX be the family of open relatively compact subanalytic subsets of X and let us

denote by the same letter SX the category whose objects are the elements of SX and the

morphisms U → V are the inclusions U ⊂ V , U and V in SX . Then U 7→ CU gives a

faithful functor

SX −→ R-Consc(X) .

Let A be an abelian category over C. This means that HomA(M,N) has a structure

of C-vector space for M, N ∈ A, and the composition of morphisms is C-bilinear. Let

ψ : SX −→ A be a functor, and consider the conditions:

ψ(∅) = 0 .(1.1)
{
for any U , V in SX , the sequence
ψ(U ∩ V )→ ψ(U)⊕ ψ(V )→ ψ(U ∪ V )→ 0
is exact.

(1.2)

for any open inclusion U ⊂ V in SX , ψ(U)→ ψ(V ) is a monomorphism.(1.3)
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Theorem 1.1. (a) Assume (1.1) and (1.2). Then there is a right exact functor, unique

up to an isomorphism,

Ψ : R-Consc(X) −→ A

such that Ψ(CU ) ≃ ψ(U) functorially in U ∈ SX .

(b) Assume (1.1), (1.2) and (1.3). Then Ψ is exact.

(c) Let ψ1 and ψ2 be two functors from SX to A both satisfying (1.1) and (1.2), and let

Ψ1 and Ψ2 be the corresponding functors given in (a). Let θ : ψ1 → ψ2 be a morphism of

functors. Then θ extends uniquely to a morphism of functors

Θ : Ψ1 −→ Ψ2.

(d) In the situation of (a), assume that A is a subcategory of the category Mod(CX) of

sheaves of C-vector spaces on X, and that A is local, that is: an object F of Mod(CX)

belongs to A if for any relatively compact open U there exists F ′ in A such that F |U ≃

F ′|U . Assume further that ψ is local, that is: supp
(
ψ(U)

)
⊂ Ū for any U ∈ SX .

Then ψ extends uniquely to R-Cons(X) as a right exact functor Ψ which is local, that

is, Ψ(F )|U ≃ Ψ(FU )|U for any F ∈ R-Cons(X) and U ∈ SX . Moreover the assertion (b)

remains valid, as well as (c), provided that both ψ1 and ψ2 are local.

Proof. Let Vect denote the category of C-vector spaces and let SX
∨ be the category of

contravariant functors from SX to Vect. Let ξ : R-Cons(X) → SX
∨ denote the canonical

functor. Let P be an object of SX
∨ satisfying the following two conditions similar to

(1.1–2).

(1.4) P (∅) = 0,

(1.5) For any U1, U2 ∈ SX ,

0→ P (U1 ∪ U2)→ P (U1)⊕ P (U2)→ P (U1 ∩ U2)

is an exact sequence.

Lemma 1.2. Assume that P ∈ SX
∨ satisfies (1.4) and (1.5). Then for any V ∈ SX , the

composition

(1.6) HomSX∨(ξ(CV ), P )→ HomVect(ξ(CV )(V ), P (V ))→ HomVect(C, P (V )) ≃ P (V )
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is an isomorphism.

Proof. Let us first remark that P (⊔Uj) ≃ ⊕P (Uj) for a finite disjoint family {Uj} of

objects in SX . Also recall that any relatively compact subanalytic subset has a finite

number of connected components.

Let us prove the injectivity of (1.6). For U ⊂ V let us denote by 1U the canonical ele-

ment of ξ(CV )(U). Then the map (1.6) is given by HomSX∨(ξ(CV ), P ) ∋ α 7→ α(V )(1V ) ∈

P (V ). Let α be an element of HomSX∨(ξ(CV ), P ). Assuming that α(V )(1V ) ∈ P (V ) van-

ishes, we shall prove that α(U) : Γ(U ;CV )→ P (V ) vanishes for any U ∈ SX . By the above

remark, we may assume that U is connected. If U is not contained in V then ξ(CV )(U) = 0

and hence α(U) = 0. If U is contained in V , then ξ(CV )(U) is a one-dimensional vector

space generated by 1U . Then α(U) = 0 follows by the commutative diagram

ξ(CV )(V ) → P (V )
↓ ↓

ξ(CV )(U) → P (U)

in which the left vertical arrow sends 1V to 1U .

Let us prove the surjectivity by tracing backwards the arguments above. Let a be

an element of P (V ). For a connected U ∈ SX , define α(U) as follows. When U is not

contained in V , set α(U) = 0. When U is contained in V , define α(1U ) to be the image of

a by the restriction map P (V ) → P (U). For a general U ∈ SX , letting U = ⊔Uj be the

decomposition of U into connected components, we set α(U) = ⊕α(Uj). Then we can see

easily that α belongs to HomSX∨(ξ(CV ), P ) and the map (1.6) sends α to a. Q.E.D.

Now we are ready to prove Theorem 1.1. First we assume that ψ satisfies the condition

(1.1) and (1.2), and we shall prove (a) in Theorem 1.1.

For an object M ∈ A and U ∈ SX , we set

P (M)(U) = HomA(ψ(U),M) .

Then P (M) is an object of SX
∨ and it satisfies the conditions (1.4) and (1.5). Now we

shall show

7



(1.7) For any F ∈ R-Consc(X), the functor Ψ(F ) : M 7→ HomSX∨(ξ(F ), P (M)) is

representable by an object of A.

If F = CV for V ∈ SX , then Ψ(F ) is represented by ψ(V ) by Lemma 1.2. Hence

if F is a finite direct sum of sheaves of the form CV , then Ψ(F ) is representable. Every

F ∈ R-Consc(X) is the cokernel of a morphism F1 → F2 in R-Consc(X), where F1 and F2

are finite direct sums of sheaves of the form CV . Since Ψ(F1) and Ψ(F2) are representable,

Ψ(F ) is represented by the cokernel of Ψ(F1)→ Ψ(F2). This completes the proof of (1.7).

Thus we obtained the functor Ψ : R-Consc(X)→ A and it is obvious that Ψ satisfies

the desired condition.

We shall show (b). Namely assuming (1.1), (1.2) and (1.3), we shall show that Ψ(F )→

Ψ(F ′) is a monomorphism if F → F ′ is a monomorphism in R-Consc(X). There is a finite

family of {Uj}j=1,···,n of relatively open subanalytic sets and morphisms fj : CUj
→ F ′ such

that F ′ =
∑

j Im fj . Set Fk = F+
∑k

j=1 Im fj . It is enough to show that Ψ(Fk)→ Ψ(Fk+1)

is a monomorphism. Hence replacing F and F ′ with Fk and Fk+1, we may assume from

the beginning that F ′ = F +Im f for some f : CU → F ′. Let us consider the commutative

diagram with exact columns and rows :

0 0 0
↓ ↓ ↓

0 → 0 → F → F → 0
↓ ↓ ↓

0 → K → F ⊕ CU → F ′ → 0
‖ ↓ ↓

0 → K → CU → F ′/F → 0 .
↓ ↓ ↓
0 0 0

Since K is a subobject of CU , it is equal to CV for some subanalytic open subset V ⊂ U .

Applying Ψ to the diagram above, we obtain a commutative diagram :

0 0 0
↓ ↓ ↓

0 → 0 → Ψ(F ) → Ψ(F ) → 0
↓ ↓ ↓

0 → ψ(V ) → Ψ(F )⊕ ψ(U) → Ψ(F ′) → 0
↓ ↓ ↓

0 → ψ(V ) → ψ(U) → Ψ(F ′/F ) → 0 .
↓ ↓ ↓
0 0 0
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The rows are exact by (1.3) and the right exactitude of Ψ, and the columns are exact

except the right one. Hence the right column is also exact.

The property (c) is obvious by the construction above. The assertion (d) follows easily

from supp(Ψ(F )) ⊂ supp(F ). This completes the proof of Theorem 1.1. Q.E.D.

Now we consider a stronger condition than (1.2)
{
for any U , V in SX , the sequence
0→ ψ(U ∩ V )→ ψ(U)⊕ ψ(V )→ ψ(U ∪ V )→ 0
is exact.

(1.8)

Proposition 1.3. Assume (1.1) and (1.8). Then for any U ∈ SX and any exact sequence

in R-Consc(X)

0→ G→ F → CU → 0 ,

the sequence 0→ Ψ(G)→ Ψ(F )→ Ψ(CU )→ 0 is exact.

Proof. We shall prove this in two steps.

(Step 1) Assume that F = ⊕r
j=1CUj

for connected subsets Uj in SX .

We shall prove the proposition by induction on r. We may assume that CUj
→ CU

is given by 1. For r = 2, this is nothing but (1.8). Set U ′ =
⋃r

j=2 Uj . Then we have a

commutative diagram with exact rows and columns

0 0
↓ ↓
G1

u
−→ G2

↓ ↓
0 −→ G −→ F −→ CU −→ 0

↓ ↓ ↓
0 −→ CU ′∩U1

−→ CU ′ ⊕ CU1
−→ CU −→ 0 .

↓ ↓
0 0

We can see easily that u is an isomorphism. By applying the right exact functor Ψ we

obtain a diagram

0
↓

Ψ(G1)
∼
−→ Ψ(G2)

↓ ↓
0 −→ Ψ(G) −→ Ψ(F ) −→ Ψ(CU ) −→ 0

↓ ↓ ↓
0 −→ Ψ(CU ′∩U1

) −→ Ψ(CU ′)⊕Ψ(CU1
) −→ Ψ(CU ) −→ 0 .

↓ ↓
0 0
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In this diagram, the bottom row is exact by (1.8) and the columns are exact by the

induction hypothesis. Hence the middle row is exact.

(Step 2) In the general case, we can find an epimorphism F ′ → F , where F ′ = ⊕CUj
.

Then we have a diagram

0 0
↓ ↓
K

∼
−→ K

↓ ↓
0 −→ G′ −→ F ′ −→ CU −→ 0

↓ ↓ ↓
0 −→ G −→ F −→ CU −→ 0 .

↓ ↓
0 0

By applying Ψ, we obtain

Ψ(K)
∼
−→ Ψ(K)

↓ ↓
0 −→ Ψ(G′) −→ Ψ(F ′) −→ Ψ(CU ) −→ 0

↓ ↓ ↓
0 −→ Ψ(G) −→ Ψ(F ) −→ Ψ(CU ) −→ 0 .

↓ ↓
0 0

Since the columns are exact as well as the middle row by (Step 1), the bottom row is also

exact. Q.E.D.

Proposition 1.4. (i) Assume (1.1) and (1.8). Then the functor Ψ : R-Consc(X) → A,

which is right exact, is left derivable. Let LΨ denote the left derived functor and set

LjΨ = H−j ◦ LΨ. Then LjΨ = 0 for j > 1 and L1Ψ(CU ) = 0 for any U ∈ SX .

(ii) Under the locality condition as in Theorem 1.1 (d), Ψ, as a functor on R-Cons(X) is

left derivable.

Proof. Let us denote by P the subcategory of R-Consc(X) consisting of objects P such

that for any exact sequence 0 → G → F → P → 0 in R-Consc(X), the sequence 0 →

Ψ(G) → Ψ(F ) → Ψ(P ) → 0 remains exact. One checks easily that if 0 → P ′ → P →

P ′′ → 0 is exact and if P ′ and P ′′ belong to P, then so does P .

Now, let K be a subobject of ⊕r
j=1CUj

. Arguing by induction on r, one gets that

K ∈ P. Then the proof follows. Q.E.D.
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Proposition 1.5. LetΨ1 andΨ2 be two functors of triangulated categories fromDb
R−c(CX)

to a triangulated category, and let Θ : Ψ1 → Ψ2 be a morphism of functors of triangulated

categories. We assume the following conditions:

(i) for any F ∈ Db
R−c(CX), Θ(F ) is an isomorphism if Θ(FZ) is an isomorphism for any

compact subanalytic subset Z of X,

(ii) for any closed (resp. open) subanalytic subset Z (resp. U) of X, Θ(CZ) (resp. Θ(CU ))

is an isomorphism.

Then Θ is an isomorphism.

Proof. It is enough to show that Θ(F ) is an isomorphism for any F ∈ R-Cons(X) with

compact support. For such an F , there exists a finite filtrationX = X0 ⊃ X1 ⊃ · · ·XN = ∅

such that F
∣∣
Xj\Xj+1

is a constant sheaf. Since there exist exact sequences 0→ FXj\Xj+1
→

FXj
→ FXj+1

→ 0, it is enough to show that Θ(CZ) is an isomorphism for any locally

closed subanalytic subset Z of X. Since Z may be written as the difference of two closed

(resp. open) subanalytic subsets, the assertion follows. Q.E.D.

2. The functors ·
w
⊗C∞X and Thom( · ,DbX)

In this section and the two subsequent ones, X denotes a real analytic manifold. We

denote by AX , C
∞
X ,DbX ,BX the sheaves on X of complex-valued real analytic functions,

C∞-functions, Schwartz’s distributions and Sato’s hyperfunctions. We denote by orX the

orientation sheaf on X, by ΩX the sheaf of real analytic differential forms of maximal

degree and we define the sheaf of real analytic densities:

A∨X = ΩX ⊗ orX .

If F is an AX -module, we set

F∨ = A∨X ⊗AX
F .

We denote by DX the sheaf of rings on X of finite-order differential operators with coeffi-

cients in AX . Recall that Mod(DX) (resp. Mod(Dopp
X )) denotes the category of left (resp.

right) DX -modules, and Db(DX) (resp. Db(Dopp
X )) its derived category with bounded

cohomologies.
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We denote by ωX(≃ orX [dimX]) the topological dualizing complex on X, and for

F ∈ Db(CX), we set:

D′X(F ) =RHom(F,CX) ,

DX(F ) =RHom(F, ωX) .

Let U be an open subanalytic subset of X and Z = X\U . We shall denote by I∞X,Z

the subsheaf of C∞X consisting of functions which vanish on Z up to infinite order. We set:

CU

w
⊗C∞X = I∞X,Z(2.1)

and we define Thom(CU ,DbX) by the exact sequence:

0→ ΓZDbX → DbX → Thom(CU ,DbX)→ 0 .(2.2)

Let us recall the following result, due to Lojaciewicz (see [Lo], [Ma]), which will be a basic

tool for all our constructions.

Theorem 2.1 (Lojaciewicz). Let U1 and U2 be two subanalytic open subsets of X.

Then the two sequences below are exact:

0→CU1∩U2

w
⊗C∞X → (CU1

w
⊗C∞X ) ⊕ (CU2

w
⊗C∞X )→ CU1∪U2

w
⊗C∞X → 0,

0→Thom(CU1∪U2
,DbX)→ Thom(CU1

,DbX)⊕Thom(CU2
,DbX)

→ Thom(CU1∩U2
,DbX)→ 0.

By this result, the condition (1.2) is satisfied and (1.1) is obvious as well as (1.3).

Applying Theorem 1.1, we obtain two exact local functors :

·
w
⊗C∞X : R-Cons(X)→ Mod(DX) ,(2.3)

Thom( · ,DbX) : (R-Cons(X))opp → Mod(DX).(2.4)

We call the first functor the Whitney functor and the second one the Schwartz functor.

Of course this last functor is nothing but the functor THX( · ) of [Ka2]. Notice that for

F ∈ R-Cons(X), the sheaves F
w
⊗C∞X and Thom(F,DbX) are C∞X -modules, hence are soft

sheaves.
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If L be a locally free AX -module of finite rank, we set:

F
w
⊗(C∞X ⊗AX

L) = (F
w
⊗C∞X )⊗AX

L,

Thom(F,DbX ⊗AX
L) = Thom(F,DbX)⊗AX

L.

For the notions on topological vector spaces that we shall use now, we refer to

Grothendieck [Gr1]. In particular we say that a vector space is of type FN (resp. DFN)

if it is Fréchet nuclear (resp. the dual of a Fréchet nuclear space).

Proposition 2.2. Let F ∈ R-Cons(X). There exist natural topologies of type FN on

Γ(X;F
w
⊗C∞X ) and of type DFN on Γc(X; Thom(F,Db∨X)) and they are dual to each other.

Proof. (a) We first prove the result when F = CU , U an open subanalytic subset of X.

Set Z = X\U and consider the two sequences:

(2.5) 0−→ Γ(X;CU

w
⊗C∞X ) −→ Γ(X; C∞X ) −→ Γ(X;CZ

w
⊗C∞X ) −→0 ,

(2.6) 0 ← Γc(X; Thom(CU ,Db
∨
X)) ← Γc(X;Db∨X) ← Γc(X; Thom(CZ ,Db

∨
X)) ← 0 .

These two sequences are exact since they are obtained by applying the functors Γ(X; · )

or Γc(X; · ) to exact sequences of soft sheaves. Moreover Γ(X;CU

w
⊗C∞X ) = Γ(X; I∞X,Z) is

a closed subspace of the FN -space Γ(X; C∞X ), hence inherits a structure of an FN -space

as well as the third term of (2.5). The space Γc(X;Db∨X) is the topological dual space

of Γ(X; C∞X ). Hence in order to see that Γc(X;Thom(CU ,Db
∨
X)) is the dual space of

Γ(X;CU

w
⊗C∞X ), it is enough to show that

Γc(X; ΓZ(Db
∨
X)) = {f ∈ Γc(X;Db∨X);

∫
uf = 0 for any u ∈ Γ(X;CU

w
⊗C∞X )} .

This is easily obtained by the following result.

Lemma 2.3. For any open subanalytic subset U ofX, Γc(U ; C∞X ) is dense in Γ(X;CU

w
⊗C∞X ).

The proof is given in Chapter I, Lemma 4.3 of [Ma].

(b) We shall say that two complexes V · and W · of topological vector spaces of type FN

and DFN respectively are dual to each other if:

V · : · · · → V i→
vi
V i+1 → · · ·(2.7)

W · : · · · →W−i−1→
wi
W−i → · · ·(2.8)
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W−i is the topological dual of V i and wi is the transpose of vi.

(c) Let us prove the proposition when F ∈ R-Consc(X). In such a case F is quasi-

isomorphic to a bounded complex:

F · : · · · → F−1 → F 0 → 0

where F 0 is in degree 0 and each F j is a finite direct sum of sheaves of type CU , U being

open relatively compact and subanalytic (see [K-S, Chap.VIII]). Applying the functors

Γ(X; ·
w
⊗C∞X ) and Γc(X; Thom( · ,Db∨X)), we obtain two complexes V · and W · of type FN

and DFN , dual to each other. Moreover V i = 0 for i > 0, W i = 0 for i < 0 and these

complexes are exact except in degree 0. Hence all wi have closed range and consequently

their adjoints vi have also closed range. Therefore, H0(V ·) and H0(W ·) are of type FN

and DFN respectively, and dual to each other. It follows from the closed graph theorem

that the topologies we have defined by this procedure do not depend on the choice of the

resolution of F .

(d) Finally consider the general case where F ∈ R-Cons(X). Let us take an increasing

sequence {Zn}n of compact subanalytic subsets such that X is the union of the interiors of

Zn. Then Γ(X;F
w
⊗C∞X ) is the projective limit of Γ(X;FZn

w
⊗C∞X ) with surjective projections

and Γc(X; Thom(F,Db∨X)) is the inductive limit of Γc(X; Thom(FZn
,Db∨X)). Then the

result follows from (c). Q.E.D.

Corollary 2.4. Let u : F → G be a morphism in R-Cons(X). Then the morphisms

Γ(X;F
w
⊗C∞X ) → Γ(X;G

w
⊗C∞X ) and Γc(X; Thom(G,Db∨X)) → Γc(X; Thom(F,Db∨X)) have

closed ranges.

¿From now on, we shall work in Db(R-Cons(X)), the derived category of R-Cons(X).

Recall that Db(R-Cons(X)) is equivalent to the full triangulated subcategory Db
R−c(CX)

of Db(CX) consisting of objects whose cohomology groups belong to R-Cons(X) (see

[Ka3]). The functors ·
w
⊗C∞X and Thom( · ,DbX) being exact, they extend to functors

from Db
R−c(CX) to Db(DX). We keep the same notations for these functors on the derived

categories.
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Proposition 2.5. Let F and G be in Db
R−c(CX). There are natural morphisms in

Db(DX), functorial with respect to F and G:

F ⊗ C∞X → F
w
⊗C∞X ,(2.9)

(F
w
⊗C∞X )

L
⊗AX

(G
w
⊗C∞X )→ (F ⊗G)

w
⊗C∞X ,(2.10)

(F
w
⊗C∞X )

L
⊗AX

Thom(G,DbX)→ Thom(RHom(F,G),DbX).(2.11)

Proof.

(i) First let us construct (2.9). Applying Theorem 1.1, we may assume F = CU , for an

open subanalytic subset U of X. In this case, the construction is clear.

(ii) Let us construct (2.10). For F , G in R-Cons(X), the morphism:

(F
w
⊗C∞X )⊗ (G

w
⊗C∞X )→ (F ⊗G)

w
⊗C∞X ,

is easily constructed, by using Theorem 1.1, and reducing to the case where F = CU

and G = CV , for U and V two open subanalytic subsets of X. Since this morphism is

AX -bilinear, it defines a morphism of DX -modules:

(F
w
⊗C∞X )⊗AX

(G
w
⊗C∞X )→ (F ⊗G)

w
⊗C∞X .

Using the natural morphism M
· L
⊗AX

N
· →M

·⊗AX
N
· for complexes of DX -modules M·,

N
·, we obtain the desired morphism.

(ii) In order to construct (2.11), we need several lemmas.

Lemma 2.6. Let U be an open subanalytic subset of X. Then the composition of mor-

phisms:

(CU

w
⊗C∞X )⊗ Γ(X\U)DbX → C

∞
X ⊗DbX → DbX

is zero.

This follows immediately from Lemma 2.3.
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Lemma 2.7. Let G ∈ R-Cons(X) and let U be an open subanalytic subset of X. There

exists a natural morphism:

(CU

w
⊗C∞X )⊗ Thom(GU ,DbX)→ Thom(G,DbX) .

Proof. Using Theorem 1.1, we may reduce the proof to the case where G = CV for a

subanalytic open subset V of X. Consider the diagram in which we set S = X\(U ∩ V ):

(CU

w
⊗C∞X )⊗ ΓSDbX → (CU

w
⊗C∞X )⊗DbX → (CU

w
⊗C∞X )⊗ Thom(CU∩V ,DbX) → 0

↓ α
0→ Γ(X\V )DbX → DbX → Thom(CV ,DbX)→ 0.

Here α is given by the multiplication. Then it is enough to check that α sends (CU

w
⊗C∞X )⊗

ΓSDbX to Γ(X\V )DbX . This follows from Lemma 2.6. Q.E.D.

End of the proof of Proposition 2.5. Let j : U →֒ X denote the embedding. In Lemma

2.7, we replace G by j∗j
−1G and use the isomorphism (j∗j

−1G)U ≃ GU . Applying the

morphism GU → G, we get:

(CU

w
⊗C∞X )⊗ Thom(G,DbX)→ (CU

w
⊗C∞X )⊗ Thom(GU ,DbX)→ Thom(j∗j

−1G,DbX).

We can write j∗j
−1G as Hom(CU , G). Then, applying Theorem 1.1, we have constructed

a morphism, for F and G in R-Cons(X):

(F
w
⊗C∞X )⊗ Thom(G,DbX)→ Thom(Hom(F,G),DbX).

(Notice that both terms are right exact in F .) This morphism being AX -bilinear, it defines:

(F
w
⊗C∞X )⊗AX

Thom(G,DbX)→ Thom(Hom(F,G),DbX).

This construction extends naturally to a morphism inKb(DX) for F ,G ∈ Kb(R-Cons(X)).

For F and G given in R-Cons(X), there exists a simplicial set S and a homeomorphism

i : S → X, such that F and G are the images of simplicial sheaves (see [Ka3] or [K-S]).

On the category R-Cons(S), the functor Hom(F,G) admits a right derived functor with

respect to F , and it coincides with the usual RHom(F,G). Now recall that Q denotes

the functor from Kb to Db and that “lim
−→

” and “lim
←−

” denote ind-objects and pro-objects
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(see [K-S] Chapter 1, §11). Then we obtain “lim
−→

”
F ′→F

Q(Hom(F ′, G)) ≃ RHom(F,G). where

F ′ → F ranges over the family of quasi-isomorphisms in Kb(R-Cons(X)). Thus we obtain

Q(F
w
⊗C∞X )

L
⊗AX

Q(Thom(G,DbX))→ “lim
←−

”
F ′→F

Q
(
(F ′

w
⊗C∞X )⊗AX

Thom(G,DbX)
)

→ “lim
←−

”
F ′→F

Q(Thom(Hom(F ′, G),DbX))

≃ Thom(RHom(F,G),DbX) .

This completes the proof of Proposition 2.5. Q.E.D.

Proposition 2.8. Let F and G be in Db
R−c(CX). There are natural morphisms in

Db(DX), functorial with respect to F and G:

D′XF ⊗ C
∞
X → D′XF

w
⊗C∞X → Thom(F,DbX)→ RHom(F,DbX),(2.12)

G⊗ (F
w
⊗C∞X )→ (G⊗ F )

w
⊗C∞X ,(2.13)

Thom(G⊗ F,DbX)→ RHom
(
G, Thom(F,DbX)

)
,(2.14)

D′X(F ⊗G)
w
⊗C∞X → RHom(G,D′XF

w
⊗C∞X ),(2.15)

D′XG⊗ Thom(F,DbX)→ Thom(G⊗ F,DbX).(2.16)

Proof. The first morphism in (2.12) is (2.9). The second one is obtained by choosing

G = CX in (2.11). The third morphism is equivalent to F ⊗ Thom(F,DbX)→ DbX . This

last morphism is obtained by:

(F
w
⊗C∞X )

L
⊗AX

Thom(F,DbX)→ Thom(RHom(F, F ),DbX) .

The morphism (2.13) follows from (2.9) and (2.10). The morphism (2.14) follows from

(2.9), (2.11) and F → RHom(G,G ⊗ F ). The morphism (2.15) follows from (2.13) and

G ⊗ D′X(F ⊗ G) → D′XF . Finally, the morphism (2.16) follows from (2.14) and D′XG ⊗

(G⊗ F )→ F . Q.E.D.
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Remark 2.9. Let F ∈ Db
R−c(CX). Then there is a commutative diagram in Db(DX):

D′X(F )⊗AX −−−−−−−−−−−−−−→ RHom(F,AX)
↓ ↓

D′X(F )⊗ C∞X → D′X(F )
w
⊗C∞X → RHom(F, C∞X )

↓ ↓ ↓
D′X(F )⊗DbX → Thom(F,DbX)→ RHom(F,DbX)

↓ ↓
D′X(F )⊗BX −−−−−−−−−−−−−−→ RHom(F,BX).

(2.17)

3. Operations on ·
w
⊗C∞X

We follow the notations of [K-S]. In particular we denote by f−1, f
!
, f
∗
, �× the operations

of inverse image, proper direct image, direct image and external product in D-modules

theory. Let f : Y → X be a morphism of real analytic manifolds. We denote by orY/X

the relative orientation sheaf orY ⊗ f
−1orX . Let DY→X and DX←Y be the the “transfer

bimodules”. Recall that they are defined by

DY→X = AY ⊗f−1AX
f−1DX ,

DX←Y = A∨Y ⊗AY
DY→X ⊗f−1AX

(f−1A∨X)⊗(−1)

and they are a (DY , f
−1DX)-bimodule and an (f−1DX ,DY )-bimodule, respectively. For

a left DX -module M (or more generally, an object of Db(DX)), we define

f−1M = DY→X

L
⊗f−1DX

f−1M

and for a left DY -module N (or more generally, an object of Db(DY )), we define

f
!
N = Rf!(DX←Y

L
⊗DY

N) ,

f
∗
N = Rf∗(DX←Y

L
⊗DY

N) .

We can define the same functors for right D-modules. For example for N ∈ Db(Dopp
Y )

f
!
N = Rf!(N

L
⊗DY

DY→X) ,

f
∗
N = Rf∗(N

L
⊗DY

DY→X) .
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Proposition 3.1. LetX and Y be two real analytic manifolds. Then there exists a natural

morphism in Db(DX×Y ), functorial with respect to F ∈ Db
R−c(CX) and G ∈ Db

R−c(CY ):

(3.1) (F
w
⊗C∞X )�× (G

w
⊗C∞Y )→ (F �×G)

w
⊗C∞X×Y .

Proof. First assume G = CV for an open subanalytic subset V of Y . Denote by ψ1 and

ψ2 the two functors on SX defined by:

ψ1(U) = (CU

w
⊗C∞X )�× (CV

w
⊗C∞Y ),

ψ2(U) = CU×V

w
⊗C∞X×Y .

There is a natural morphism ψ1 → ψ2. Applying Theorem 1.1, we get the result in case

G = CV . Now let F ∈ R-Cons(X). We apply the same argument to the functors:

ψ1(V ) = (F
w
⊗C∞X )�× (CV

w
⊗C∞Y )

ψ2(V ) = (F �×CV )
w
⊗C∞X×Y

and the result follows. Q.E.D.

Remark that morphism (3.1) is not an isomorphism in general. To have an isomorphism,

one has to consider the topological tensor product ·⊗̂· of [Gr1].

Proposition 3.2. Let F ∈ R-Cons(X) and G ∈ R-Cons(Y ). Then:

(3.2) Γ(X × Y ; (F �×G)
w
⊗C∞X×Y ) ≃ Γ(X;F

w
⊗C∞X )⊗̂Γ(Y ;G

w
⊗C∞Y ) .

Proof. The functor ·⊗̂· being exact on the category of vector spaces of type FN , one

may reduce the proof (using Theorem 1.1) to the case F = CZ1
, G = CZ2

, where Z1 and

Z2 are closed subanalytic subsets of X and Y respectively. Then it is enough to prove:

Γ(X × Y ; I∞X×Y,Z1×Z2
) ≃ Γ(X; I∞X,Z1

)⊗̂Γ(Y ; I∞Y,Z2
).

It is well-known that

Γ(X × Y ; C∞X×Y ) ≃ Γ(X; C∞X )⊗̂Γ(Y ; C∞Y ).
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For x ∈ X (resp. y ∈ Y ) let us denote by Ex (resp. Fy) the set of C∞-functions on X

(resp. Y ) that vanish at x (resp. y) to infinite order. Then we can see easily that Ex⊗̂Fy

is the set of C∞-functions on X×Y that vanish at (x, y) to infinite order. Now we remark

that for an FN-space E and a complete space F and a family of closed subspaces Fj of F ,

we have
⋂

j

(E⊗̂Fj) = E⊗̂(
⋂

j

Fj) ,

since E⊗̂F coincides with the space of continuous maps from E∗ to F . Applying this

remark, we obtain

Γ(X ×Y ; I∞X×Y,Z1×Z2
) =

⋂

x∈Z1
y∈Z2

Ex⊗̂Fy = (
⋂

x∈Z1

Ex)⊗̂(
⋂

y∈Z2

Fy) = Γ(X; I∞X,Z1
)⊗̂Γ(Y ; I∞Y,Z2

).

Q.E.D.

Now, let f : Y → X be a morphism of real analytic manifolds.

Theorem 3.3. Let F ∈ Db
R−c(CX).

(i) There exists a natural morphism in Db(DY ), functorial in F :

(3.3) f−1(F
w
⊗C∞X )→ f−1F

w
⊗C∞Y .

(ii) This morphism is equivalent to the morphism in Db(f−1DX) :

(3.4) f−1(F
w
⊗C∞X )→ RHomDY

(DY→X , f
−1F

w
⊗C∞Y ) .

(iii) If f is a closed embedding, (3.3) is an isomorphism.

(iv) If f is smooth, (3.4) is an isomorphism.

Proof

(i) For U ∈ SX , set:

ψ1(U) = DY→X ⊗f−1DX
f−1(CU

w
⊗C∞X ),

ψ2(U) = Cf−1(U)

w
⊗C∞Y .
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These two functors satisfy conditions (1.1) and (1.2). Let Z = X \ U . The natural

morphism

AY ⊗f−1AX
f−1I∞X,Z → I

∞
Y,f−1(Z)

defines the morphism:

θ(U) : ψ1(U)→ ψ2(U) .

Theorem 1.1 gives a morphism

DY→X ⊗f−1DX
f−1(F

w
⊗C∞X )→ (f−1F )

w
⊗C∞Y .

Then to obtain (i), it remains to use

f−1(F
w
⊗C∞X )→ DY→X ⊗f−1DX

f−1(F
w
⊗C∞X ) .

(ii) follows from the adjunction formula:

HomDb(DY )(DY→X

L
⊗f−1DX

M,N) ≃ HomDb(f−1DX)(M, RHomDY
(DY→X ,N))

applied with M = f−1(F
w
⊗C∞X ) and N = f−1F

w
⊗C∞Y .

(iii) We may assume that Y is a closed submanifold of X. Arguing by induction on

codim Y , we may assume that Y is a hypersurface defined by the equation g = 0, with

dg 6= 0. Using Proposition 1.3, we may also assume F = CU for an open subanalytic subset

U of X. Let Z = X \ U . We have to show that the natural morphism:

θ : I∞X,Z

/
gI∞X,Z → I

∞
Y,Z∩Y

is an isomorphism.

Since I∞X,Z ∩ gC
∞
X = gI∞X,Z , θ is injective. On the other hand, any h ∈ I∞Y,Z∩Y may be

extended to h̃ ∈ I∞X,Z∩Y . By Theorem 2.1, we may decompose h̃ as h̃ = h̃1 + h̃2, with

h̃1 ∈ I
∞
X,Z , h̃2 ∈ I

∞
X,Y . Hence θ sends h̃1 to h.

(iv) We may argue locally on Y and make an induction on dimY − dimX. Hence we may

assume that Y = X × R and f is the projection. Moreover, by Proposition 1.3, we may
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assume F = CU for an open subanalytic subset U of X. Let Z = X \ U . Denoting by t

the coordinate of R, it is enough to show that

0→ f−1I∞X,Z → I
∞
Y,f−1(Z)

∂/∂t
−→ I∞Y,f−1(Z) → 0

is exact. This is an easy exercise. Q.E.D.

Remark 3.4. If f is smooth, the isomorphism (3.4) defines a morphism:

(3.5) f
!
(f−1F

w
⊗C∞Y

∨)→ F
w
⊗C∞X

∨.

In fact we may write (3.4) as

DX←Y

L
⊗DY

(f−1F
w
⊗C∞Y ⊗ orY )[−d] ≃ f

−1(F
w
⊗C∞X ⊗ orX),

where d = dimY − dimX, or equivalently:

(f−1F
w
⊗C∞Y

∨)
L
⊗DY

DY→X ≃ f
!(F

w
⊗C∞X

∨).

Then (3.5) follows by adjunction.

The morphism (3.5) is also constructed as in Proposition 4.3 by using the integration

along the fiber f!(C
∞
Y
∨)→ C∞X

∨.

Theorem 3.5. Let G ∈ Db
R−c(CY ) and assume that f is proper on supp(G). Then there

is a natural isomorphism in Db(DX), functorial with respect to G :

(3.6) Rf!G
w
⊗C∞X

∼
→ Rf!(RHomDY

(DY→X , G
w
⊗C∞Y )) .

Proof

(i) Using morphism (3.4) with F = Rf!G, we get the morphism:

Rf!G
w
⊗C∞X → Rf∗RHomDY

(DY→X , f
−1Rf∗G

w
⊗C∞Y ) .

By composing with f−1Rf∗G → G, we get morphism (3.6). Let us prove that this is an

isomorphism. By decomposing f as a product of a smooth map and a closed embedding,

we may argue separately in these cases.

(ii) First assume that f is smooth. We may suppose supp(G) is contained in an arbitrarily

small open subset of Y (if Z = supp(G) and Z = Z1 ∪ Z2, use the distinguished triangle

G → GZ1
⊕ GZ2

→ GZ1∩Z2

+1
−→). Hence we may assume that Y = X × R

p and f is the

projection. Arguing by induction, we may assume p = 1. Moreover, by Proposition 1.3,

we may assume G = CZ , where Z is a closed subanalytic subset of Y .
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Lemma 3.6. There exists a disjoint locally finite family {Zj} of locally closed subanalytic

subsets of Y satisfying the following properties:

(i) Z = ⊔jZj ,

(ii) f(Zj) is locally closed and Zj is closed in f−1f(Zj) for any j,

(iii) for any j and x ∈ f(Zj), f
−1(x) ∩ Zj is connected,

(iv) for any j, Zj\Zj is a union of Zk’s.

Proof. Since f∗(CZ) is a constructible sheaf, there exists a subanalytic stratification

X = ⊔αXα such that f∗(CZ)
∣∣
Xα

is locally constant of rank Nα. Then for any x ∈ Xα,

f−1(x)
⋂
Z has exactly Nα connected components, say {Zj(x)}j=1,···,Nα

. We order them

so that if we take zj ∈ Zj(x) then zj < zj′ for j < j′. Set Zα,j =
⋃

x∈Xα
Zj(x). Hence Z

is a disjoint union of Zα,j .

Let us show that Zα,j is closed in Z
⋂
f−1(Xα). Take x0 ∈ Xα. There exists a disjoint

family {Uj}j=1,···,Nα
of open subsets of Y such that Zj(x0) ⊂ Uj . Then there exists a

neighborhood W of x0 such that Z
⋂
f−1(W ) ⊂

⋃
j Uj . Since f∗(CZ) ≃

⊕
j f∗(CZ∩Uj

)

on W , f∗(CZ∩Uj
)
∣∣
W∩Xα

is a locally constant sheaf of rank 1, by taking W such that

W ∩Xα is connected. Then the fiber of Z
⋂
Uj → X is connected over W

⋂
Xα and hence

Zα,j

⋂
f−1W = Z

⋂
Uj

⋂
f−1(Xα

⋂
W ). This shows that Zα,j is closed in Z

⋂
f−1(Xα).

Therefore Zα,j is subanalytic. The family {Zα,j}α,j satisfies the desired property. Q.E.D.

By this lemma, we may assume G = CZ where Z is a locally closed subanalytic subset

of Y satisfying the following properties:





T = f(Z) is a locally closed subanalytic subset of X,

for any x ∈ T , Z
⋂
f−1(x) is connected,

Z is closed in f−1(T ),

Z̄ → X is proper.

(3.7)

Moreover we may assume that Z is contained in X × {t ∈ R;−1 < t < 1}. Set S =

(T̄\T )×{t ∈ R;−1 ≤ t ≤ 1}. Then Z1 = S
⋃
Z is a closed analytic subset with connected

fibers over X. Then it is enough to prove the theorem for G = CS and G = CZ1
. Hence we
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reduced the theorem to the case G = CZ where Z is a closed subanalytic subset satisfying

the following two properties:
{
for any x ∈ f(Z), Z

⋂
f−1(x) is connected,

Z ⊂ X × {t ∈ R; 0 < t < 1}.
(3.8)

Let p± : Y ×R≥0 → Y be the map
(
(x, t), s

)
7→ (x, t±s). Set Z± = p±(Z×R≥0)

⋂
X×

[0, 1]. Then Z± is a closed subanalytic set and Z = Z+

⋂
Z− and T × [0, 1] = Z+

⋃
Z−.

Therefore we have an exact sequence

0→ CT×[0,1] → CZ+
⊕ CZ−

→ CZ → 0 .

Hence it is enough to check the theorem for G = CZ±
, CT×[0,1].

Thus we have finally reduced the theorem to the case G = CZ , Z being a closed

subanalytic subset of Y satisfying:
{
Z is proper over X,

for any x ∈ f(Z), Z
⋂
f−1(x) is a closed interval containing 0.

(3.9)

Set T = f(Z). Then Rf∗(G) = CT . We have a commutative diagram with exact columns:

0 0 0
↓ ↓ ↓

0 → I∞X,T → f∗(I
∞
Y,Z)

∂/∂t
−→ f∗(I

∞
Y,Z) → 0

↓ ↓ ↓

0 → C∞X → f∗(C
∞
Y )

∂/∂t
−→ f∗(C

∞
Y ) → 0

↓ ↓ ↓

0 → CT

w
⊗C∞X → f∗(CZ

w
⊗C∞Y )

∂/∂t
−→ f∗(CZ

w
⊗C∞Y ) → 0

↓ ↓ ↓
0 0 0

Since ∂/∂t has a right inverse given by u(x, t) 7→
∫ t

0
u(x, t) dt, the top and the middle rows

are exact and hence the bottom row is exact.

(iii) Finally assume that f is a closed embedding. Arguing by induction, we may assume

Y = {xn = 0}, where (x1, . . . , xn) is a local coordinate system. Moreover, by Proposi-

tion 1.3, we may assume G = CZ , Z being a closed subanalytic subset of Y . Then we have

DY→X ≃ ⊕k≥0DY (∂/∂xn)
k/k!. Hence for a DY -module N, we have the isomorphism

HomDY
(DY→X ,N) ≃ N[[xn]] =

∞∏

k=0

N⊗ Cxkn
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given by

HomDY
(DY→X ,N) ∋ f 7→

∞∑

k=0

xknf
(
(∂/∂xn)

k/k!
)
.

Hence taking CZ

w
⊗C∞Y as N, (3.6) reduces to the bijectivity of:

(3.10) CZ

w
⊗C∞X → (CZ

w
⊗C∞Y )[[xn]]

Let us consider the commutative diagram :

0 −→ I∞X,Z −→ C∞X −→ CZ

w
⊗C∞X −→ 0yα

yβ
y(3.10)

0 −→ I∞Y,Z [[xn]] −→ C∞Y [[xn]] −→ (CZ

w
⊗C∞Y )[[xn]] −→ 0

Then Kerα ≃ Kerβ ≃ I∞X,Y and α and β are surjective. Hence (3.10) is an isomorphism.

Q.E.D.

Remark 3.7 Note that Theorem 3.5 does not remain true if we replace
w
⊗ with ⊗.

4. Operations on Thom(·,Db)

The results of this section already appeared in [Ka2], but our construction of the direct

image morphism is slightly different.

Proposition 4.1. Let X and Y be two real analytic manifolds. Then there exists a

natural morphism in Db(DX×Y ), functorial in F ∈ Db
R−c(CX) and G ∈ Db

R−c(CY ):

Thom(F,DbX)�×Thom(G,DbY )→ Thom(F �×G,DbY ).(4.1)

The proof is similar to the one of Proposition 3.1 and we do not repeat it.

Remark that the morphism (4.1) is not an isomorphism in general. Similarly to Proposition

3.2, we have:

Proposition 4.2. For F ∈ R-Cons(X) and G ∈ R-Cons(Y ), we have

(4.2) Γc

(
X × Y ; Thom(F �×G,DbX×Y )

)
≃ Γc

(
X; Thom(F,DbX)

)
⊗̂Γc

(
Y ; Thom(G,DbY )

)
.

Proof. This follows by duality ( Proposition 2.2) from Proposition 3.2. Q.E.D.

Now let f : Y → X be a morphism of real analytic manifolds.
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Proposition 4.3. There is a natural morphism inDb(Dopp
X ), functorial in F ∈ Db

R−c(CX) :

f
!
Thom(f−1F,Db∨Y )→ Thom(F,Db∨X) .(4.3)

Proof. Let Z be a closed subanalytic subset of X. For a DY -module M, we have the

Spencer sequence Sp·(M) and a quasi-isomorphism Sp·(M) → M. Denoting by ΘY the

sheaf of real analytic vector fields on Y , we have Spk(M) = DY ⊗AY

∧k
ΘY ⊗AY

M. Then

Sp·(DY→X) gives a resolution of DY→X as a (DY ,f
−1DX)-bimodule locally free over DY .

Hence Γf−1(Z)Db
∨
Y

L
⊗DY

DY→X is represented by the complex K· = Γf−1(Z)Db
∨
Y ⊗DY

Sp·(DY→X). We have Kk = Γf−1(Z)Db
∨
Y ⊗AY

∧k
ΘY ⊗f−1AX

f−1DX . Hence we have

f!(K0) = ΓZf!(Db
∨
Y ) ⊗AX

DX . The integration of distributions gives a morphism
∫
f
:

f!(Db
∨
Y )→ Db

∨
X . Since Db∨X is a right DX -module, we obtain the morphism u : f!(K0)→

ΓZDb
∨
X . We shall show that the composition

f!(K1)
d1−→ f!(K0)

u
−→ ΓZDb

∨
X

vanishes. The homomorphism

d1 : K1 = Γf−1(Z)Db
∨
Y ⊗AY

ΘY ⊗f−1AX
f−1DX → K0 = Γf−1(Z)Db

∨
Y ⊗f−1AX

f−1DX

is given explicitly as follows. For ϕ ∈ Db∨Y , v ∈ ΘY and P ∈ DX , writing the image of v

by the morphism ΘY → AY ⊗f−1AX
f−1ΘX as

∑
aj ⊗ wj (aj ∈ AY , wj ∈ ΘX), we have

d1(ϕ⊗ v ⊗ P ) = ϕv ⊗ P −
∑

j

ϕaj ⊗ wjP .

Let s be a section of f!(K1). We may assume s = ϕ ⊗ v ⊗ P , where the support of ϕ

is small enough. In order to see that ud1(s) = 0, it is enough to show that (
∫
f
ϕv)P −

∑
j(
∫
f
ϕaj)wjP = 0. For any C∞-function g on X we have

∫

X

((∫

f

ϕv
)
P −

∑

j

(∫

f

ϕaj

)
wjP

)
g

=

∫

X

( ∫

f

ϕv
)
(Pg)−

∑

j

∫

X

( ∫

f

ϕaj
)
wjPg

=

∫

Y

ϕ
(
vf∗(Pg)−

∑

j

ajf
∗(wjPg)

)
= 0 .
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Hence we obtain ud1 = 0. Thus we have constructed a morphism of complexes

f!
(
Γf−1Z(Db

∨
Y )⊗DY

Sp·(DY→X)
)
→ ΓZ(Db

∨
X) .

Since F 7→ f!
(
Thom(f−1F,Db∨Y )⊗DY

Sp·(DY→X)
)
is an exact functor from R-Cons(X) to

the category of complexes of DX -modules, we may apply Theorem 1.1 and define a natural

morphism:

f!
(
Thom(f−1F,Db∨Y )⊗DY

Sp·(DY→X)
)
→ Thom(F,Db∨X)

for F ∈ R-Cons(X) and hence for F ∈ Kb(R-Cons(X)). Thus we get (4.3) since Db
R−c(CX)

is the derived category of R-Cons(X). Q.E.D.

Theorem 4.4. Let G ∈ Db
R−c(CY ) and assume that f is proper on suppG. Then there

is a natural isomorphism in Db(DX), functorial with respect to G:

f
!
Thom(G,DbY )

∼
→Thom(Rf∗G,DbX).(4.4)

Proof. The morphism is constructed applying Proposition 4.3 with F = Rf∗G, and then

using f−1Rf∗G → G. By using the graph embedding, it is enough to prove the theorem

in the case of a closed embedding and the case of a smooth morphism.

When f is a closed embedding, applying Proposition 1.3, we can reduce to the case G = CZ

for a closed subanalytic subset of Y , and then one easily sees that (4.4) is an isomorphism,

using the local structure theorem of distributions supported by a submanifold:

ΓY (DbX) ≃ DX←Y ⊗DY
DbY .

If f is smooth, the proof that (4.4) is an isomorphism goes as in Theorem 3.5, and one

can reduce the theorem to the case where Y = X ×R and f the projection to X, G = CZ

where Z satisfies the condition (3.9). Thus we have to check the exactitude of

0→ f!ΓZDbY
∂/∂t
−→ f!ΓZDbY

∫
· dt
−→ Γf(Z)DbX → 0.

This is an easy verification (cf. [Ka3, Lemma 4.5]). Q.E.D.
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For F ∈ Db
R−c(CX), the morphism (4.3) defines the morphisms

DX←Y

L
⊗DY

Thom(f−1F,DbY )→ f !Thom(F,DbX)(4.5)

Thom(f−1F,DbY )→ RHomf−1DX
(DX←Y , f

!Thom(F,DbX)).(4.6)

Theorem 4.5. Let F ∈ Db
R−c(CX).

(i) Assume that f is smooth. Then (4.5) defines the isomorphism:

RHomDY
(DY→X , Thom(f−1F,DbY ))

∼
→ f−1Thom(F,DbX) .(4.7)

(ii) Assume that f is a closed embedding. Then (4.6) defines the isomorphism:

Thom(f−1F,DbY )
∼
→RHomDX

(DX←Y , Thom(F,DbX)).(4.8)

Proof. (i) Set d = dimY −dimX. Since f is smooth, f !S ≃ f−1S⊗orY/X [d] for any sheaf

S on X, and DX←Y

L
⊗DY

N ≃ RHomDY
(DY→X ,N) ⊗ orY/X [d] for any DY -module N.

This defines the morphism (4.7). To prove that it is an isomorphism, we may reduce the

proof to the case Y = X×R, f is the projection and F = CZ , Z being a closed subanalytic

subset of X. Then one checks that the sequence:

0→ f−1ΓZDbX → Γf−1(Z)DbY
∂/∂t
−→ Γf−1(Z)DbY → 0

is exact. Here t denotes the coordinate of R.

(ii) Let us prove first

RHomDX

(
DX←Y , Thom(FX\Y ,DbX)

)
= 0.(4.9)

The question being local, we can write Y = {x = (x1, . . . , xn);x1 = · · · = xl = 0}.

Set Yi = {x;xi = 0}. Then we have an exact sequence

0← FX\Y ← ⊕iFX\Yi
← ⊕i 6=jFX\(Yi∪Yj) ← · · · .
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Hence by replacing F with FX\Yi
, FX\(Yi∪Yj), etc., we may assume that FX\Y = FX\Yi

for some i. Since we have

RHomDX

(
DX←Y , Thom(FX\Y ,DbX)

)

≃ RHomDX

(
DX←Yi

L
⊗DYi

DYi←Y , Thom(FX\Y ,DbX)
)

≃ RHomDYi

(
DYi←Y , RHomDX

(
DX←Yi

, Thom(FX\Y ,DbX)
))
,

we can reduce to the case when Y is a hypersurface defined by the equation {g = 0} with

dg 6= 0. We may also assume F = CU , U being an open subanalytic subset of X. The

multiplication by g on Thom(CU\Y ,DbX) is surjective (resp. injective) since it is a quotient

of DbX (resp. a subsheaf of j∗DbU\Y where j : U\Y → X is the open embedding). This

shows (4.9).

Using (4.9) and the distinguished triangle FX\Y → F → FY
+1
−→ , it remains to prove

(4.8) when F = f∗G with G ∈ Db
R−c(CY ). Then by Theorem 4.4,

RHomDX

(
DX←Y , Thom(F,DbX)

)
≃ RHomDX

(
DX←Y ,DX←Y

L
⊗DY

Thom(G,DbY )
)

≃ RHomDX
(DX←Y ,DX←Y )

L
⊗DY

Thom(f−1F,DbY )

and the result follows from

RHomDX
(DX←Y ,DX←Y ) ≃ DY .

Q.E.D.
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5. The functors ·
w
⊗OX and Thom( · ,OX)

¿From now on, all manifolds and morphisms of manifolds will be complex analytic. If X

is a complex manifold, one denotes by OX its structural sheaf and by O
(p)
X the sheaf of

holomorphic p-forms. One denotes by dX the complex dimension of X, and we also write

ΩX instead of O
(dX)
X . We denote by XR the underlying real analytic manifold of X and by

X the complex conjugate of X, i.e. the complex manifold with real underlying manifold

XR and structural sheaf OX , the sheaf of anti-holomorphic functions on X. Then, X ×X

is a complexification of XR by the diagonal embedding XR →֒ X ×X. If f : Y → X is a

morphism of complex manifolds, we denote by fR the real analytic underlying morphism.

However, if there is no risk of confusion, we often write X or f instead of XR or fR. For

example, we shall always write C∞X instead of C∞XR
, or Db

R−c(CX) instead of Db
R−c(CXR

).

We denote by DX the sheaf of rings of finite order holomorphic differential operators on

X, and by f−1, f
!
, f
∗
, ⊠ the operations on holomorphic D-modules. We denote by DY→X

and DX←Y the “transfer bimodules”. Notice that DX and DX are two subrings of DXR

and if P ∈ DX , Q ∈ DX , then [P,Q] = 0.

Definition 5.1. Let F ∈ Db
R−c(CX). We set:

F
w
⊗OX = RHomD

X
(OX , F

w
⊗C∞X ) ,

Thom(F,OX) = RHomD
X

(
OX , Thom(F,DbX)

)
.

We call ·
w
⊗OX and Thom( · ,OX) the functors of formal and moderate cohomology,

respectively. The objects F
w
⊗OX and Thom(F,OX) belong to Db(DX). If G is a locally

free OX -module of finite rank, we set:

F
w
⊗G = (F

w
⊗OX)⊗OX

G ,

Thom(F,G) = Thom(F,OX)⊗OX
G .

Notice that:

F
w
⊗OX ≃ ΩX

L
⊗D

X
(F

w
⊗C∞X )[−dX ]

and similarly for Thom(F,OX).
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Let F ∈ Db
R−c(CX). Applying Proposition 2.8, we get a sequence of morphisms:

D′XF ⊗OX → D′XF
w
⊗OX → Thom(F,OX)→ RHom(F,OX) .

Moreover, if G ∈ Db
R−c(CX), there are natural morphisms:

G⊗ (F
w
⊗OX)→ (G⊗ F )

w
⊗OX ,

Thom(G⊗ F,OX)→ RHom
(
G, Thom(F,OX)

)
.

We shall have to work in the derived categories of FN or DFN -spaces. Let us recall

their constructions. Denote by Cb(FN) the additive category of bounded complexes of

topological vector spaces of type FN and linear continuous morphisms and byKb(FN) the

category obtained by identifying to 0 a morphism homotopic to zero. Then Db(FN) is the

localization of Kb(FN) by the complexes which are algebraically exact. The construction

of Db(DFN) is similar. The duality functors between FN and DFN spaces being exact,

they extend to duality functors between the derived categories.

The bifunctor ·⊗̂· on the category of FN-spaces (resp. DFN-spaces) being exact, it

extends to the derived category:

⊗̂ : Db(FN)×Db(FN)→ Db(FN)

⊗̂ : Db(DFN)×Db(DFN)→ Db(DFN) .

Proposition 5.2. Let F ∈ Db
R−c(CX). Then we can define

RΓ(X;F
w
⊗OX) and RΓc(X; Thom(F,ΩX)[dX ])

as objects of Db(FN) and Db(DFN) respectively, and they are dual to each other.

This proposition will be generalized to the case of solutions of D-modules in § 6.

Proof. First assume F ∈ R-Cons(X). Set:

V i = Γ(X;F
w
⊗C
∞(0,i)
X )

W i = Γc(X; Thom(F,Db
(dX ,dX+i)
X )).
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By Proposition 2.2, the space V i (resp. W−i) is naturally endowed with a topology of

type FN (resp. DFN) and these two spaces are dual to each other. The complexes

RΓ(X;F
w
⊗OX) and RΓc(X; Thom(F,ΩX [dX ])) are represented by the complexes:

0 −→ V 0−→
∂
V 1 −→ · · · −→ V dX −→ 0

0 −→W−dX −→
∂
W−dX+1 −→ · · · −→W 0 −→ 0,

respectively. Now let F ∈ Db
R−c(CX). By [Ka3, Theorem 2.8], F is represented by a

bounded complex of R-constructible sheaves, and the proof is similar. Q.E.D.

We shall now study the functorial operations on the functors of formal and moderate

cohomology.

Proposition 5.3. Let X and Y be two complex manifolds. Let F ∈ Db
R−c(CX), G ∈

Db
R−c(CY ). Then there exist natural morphisms in Db(DX×Y ), functorial with respect to

F and G:

(F
w
⊗OX)⊠(G

w
⊗OY ) −→ (F ⊠G)

w
⊗OX×Y ,(5.1)

Thom(F,OX)⊠Thom(G,OY ) −→ Thom(F ⊠G,OX×Y ).(5.2)

Proof. Apply RHomD
X×Y

(OX×Y , · ) to the morphisms (3.1) and (4.1). Q.E.D.

Proposition 5.4. Let F ∈ Db
R−c(CX) and G ∈ Db

R−c(CY ). Then there are natural

isomorphisms:

RΓ(X × Y ; (F ⊠G)
w
⊗OX×Y ) ≃ RΓ(X;F

w
⊗OX)⊗̂RΓ(Y ;G

w
⊗OY ),(5.3)

RΓc(X × Y ; Thom(F ⊠G,OX×Y )) ≃ RΓc(X; Thom(F,OX))⊗̂RΓc(Y ; Thom(G,OY )).(5.4)

Proof. The results follow from the corresponding ones with O replaced by C∞ or Db in

Propositions 3.2 and 4.2. Q.E.D.

Now let f : Y → X be a morphism of complex manifolds. We shall often make use of

the following morphisms.
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Lemma 5.5.

(i) For N ∈ Db(DYR
), we have the canonical isomorphisms:

RHomf−1D
X

(
f−1OX , RHomDY

R
(DYR→XR

,N)
)

(5.5)

≃ RHomDY

(
DY→X , RHomD

Y
(OY , N)

)
,

f
∗
RHomD

Y
(OY , N)[dY ] ≃ RHomD

X
(OX , fR∗N)[dX ] ,(5.6)

f
!
RHomD

Y
(OY , N)[dY ] ≃ RHomD

X
(OX , fR!

N)[dX ] .(5.7)

(ii) For M ∈ Db(DXR
), we have a canonical morphism:

f−1RHomD
X
(OX ,M)→ RHomD

Y
(OY , fR

−1
M) .(5.8)

Proof. Let us prove first (5.6). For a DYR
-module N, we have

DXR←YR

L
⊗DY

R
N ≃ DX←Y

L
⊗D

Y
(DX←Y

L
⊗DY

N) .

Hence we have

ΩX

L
⊗D

X
fR∗N

≃ Rf∗
(
f−1ΩX

L
⊗f−1D

X
DX←Y

L
⊗D

Y
(DX←Y

L
⊗DY

N)
)

≃ Rf∗
(
DX←Y

L
⊗DY

(f−1ΩX

L
⊗f−1D

X
DX←Y

L
⊗D

Y
N)
)
.

Hence (5.6) follows from f−1ΩX

L
⊗f−1D

X
DX←Y ≃ ΩY .

The proof of (5.5) is similar. We have

RHomf−1D
X

(
f−1OX , RHomDY

R
(DYR→XR

,N)
)

≃ RHomDY

(
DY→X , RHomf−1D

X

(
f−1OX , RHomDY

(DY→X ,N)
))

≃ RHomDY

(
DY→X , RHomD

Y
(DY→X

L
⊗f−1D

X
f−1OX ,N) .

)

Then (5.5) follows from DY→X

L
⊗f−1D

X
f−1OX ≃ OY .

The isomorphism (5.7) is obtained by the same method as for (5.6).

Let us prove (5.8). There is a morphism

f−1RHomD
X
(OX ,M) → RHomD

Y
(DY→X

L
⊗f−1D

X
f−1OX ,DY→X

L
⊗f−1D

X
f−1M)

≃ RHomD
Y
(OY ,DY→X

L
⊗f−1D

X
f−1M) .

Applying the functor DY→X

L
⊗f−1DX

· , we obtain the desired morphism. Q.E.D.
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Theorem 5.6. Functorially in F ∈ Db
R−c(CX), there are a natural morphism in Db(DY ):

f−1(F
w
⊗OX) −→ f−1F

w
⊗OY ,(5.9)

and a natural morphism in Db(DX):

f
!
Thom(f−1F,OY [dY ]) −→ Thom(F,OX [dX ]) .(5.10)

Proof. In order to get (5.9), we apply (5.8) with M = F
w
⊗C∞X and apply Theorem 3.3. In

order to get (5.10), we apply (5.7) with N = Thom(f−1F,DbX) and use Proposition 4.3.

Q.E.D.

Theorem 5.7. Let G ∈ Db
R−c(CY ) and assume that f is proper on suppG. Then there

are natural isomorphisms in Db(DX), functorial with respect to G:

Rf∗RHomDY
(DY→X , G

w
⊗OY )

∼
←− Rf!G

w
⊗OX ,(5.11)

f
!
Thom(G,OY [dY ])

∼
−→ Thom(Rf!G,OX [dX ]) .(5.12)

Proof. In order to get (5.11), apply (5.5) with N = G
w
⊗C∞Y and use the isomorphism (3.6).

Similarly, to obtain (5.12), apply (5.7) with N = Thom(G,DbY ) and use the isomorphism

(4.4). Q.E.D.

Theorem 5.8. (i) If f is smooth, there are natural isomorphisms in Db(f−1DX):

f−1(F
w
⊗OX)

∼
−→RHomDY

(DY→X , f
−1F

w
⊗OY ) ,(5.13)

RHomDY
(DY→X , Thom(f−1F,OY ))

∼
−→f−1Thom(F,OX) .(5.14)

(ii) If f is a closed embedding, there are natural isomorphisms in Db(DY ):

f−1(F
w
⊗OX)

∼
−→f−1F

w
⊗OY ,(5.15)

Thom(f−1F,OY )
∼
−→f−1Thom(F,OX) .(5.16)

Proof.

(i) Assume that f is smooth. To obtain the isomorphism (5.13), we apply (5.5) with

N = f−1F
w
⊗C∞Y and then Theorem 3.3 (iv). Similarly to obtain the isomorphism (5.14),

34



we apply (5.5) with N = Thom(f−1F,DbY ) and then Theorem 4.5 (i).

(ii) Assume that f is a closed embedding. First, let us prove

DY→X

L
⊗DX

(FX\Y

w
⊗C∞X ) = 0 ,(5.17)

DY→X

L
⊗DX

Thom(FX\Y ,DbX) = 0 .(5.18)

As in the proof of Theorem 4.5, we can reduce to the case where Y is a hypersurface

defined by a holomorphic equation {g = 0} with dg 6= 0. Using Proposition 1.3, we may

assume that F = CU , U being open subanalytic in X. Let Z = X\U . Then we have to

check that g acting on I∞X,Z∪Y as well as g acting on Thom(CU\Y ,DbX) are isomorphisms,

which is clear. Applying RHomD
X
(OX , · ) to (5.17) and (5.18), we get

f−1(FX\Y

w
⊗OX) = 0 ,

f−1Thom(FX\Y ,OX) = 0 .

Using the distinguished triangle FX\Y → F → FY
+1
−→, we may assume F = f∗G for some

G ∈ Db
R−c(CY ). Then the isomorphisms (5.15) and (5.16) follow from Theorem 5.7 by

applying DY→X

L
⊗DX

· to (5.11) and (5.12), noticing that:

DY→X

L
⊗DX

DX←Y ≃ DY [dX − dY ]

DY→X

L
⊗DX

RHomDY
(DY→X ,N) ≃ N.

Q.E.D.

Proposition 5.9. Functorially in F ∈ Db
R−c(CX), there are a natural morphism in

Db(DX):

f
!
(f−1F

w
⊗OY [dY ])→ F

w
⊗OX [dX ](5.19)

and a natural morphism in Db(DY ):

f−1Thom(F,OX)→ Thom(f−1F,OY ).(5.20)

Proof. By decomposing f as the product of the graph embedding Y → X × Y and the

projection X × Y → X, it is enough to define those morphisms for a closed embedding
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and a smooth morphism.

(i) Closed embedding case. We have by (5.5)

f
!
(f−1F

w
⊗OY [dY ])

∼
←f

!
(f−1(F

w
⊗OX)[dY ])

≃ DX←Y ⊗DY
(DY→X

L
⊗DX

(F
w
⊗OX)[dY ])

≃ DX←Y ⊗DY
RHomDX

(DX←Y , (F
w
⊗OX)[dX ])

→ (F
w
⊗OX)[dX ].

We get (5.19). The morphism (5.20) is nothing but (5.16).

(ii) Smooth case. We have by (5.14)

f−1Thom(F,OX) = DY→X ⊗f−1DX
f−1Thom(F,OX)

∼
←DY→X ⊗f−1DX

RHomDY

(
DY→X , Thom(f−1F,OY )

)

→ Thom(f−1F,OY ) .

Similarly by (5.13)

f
!
(f−1F

w
⊗OY [dY ]) = Rf!

(
DX←Y

L
⊗DY

(f−1F
w
⊗OY [dY ])

)

≃ Rf!RHomDY
(DY→X , f

−1F
w
⊗OY [dY ])[dY − dX ]

∼
←Rf!f

−1(F
w
⊗OX)[2dY − dX ]

≃ Rf!f
!(F

w
⊗OX)[dX ]

→ F
w
⊗OX [dX ] .

Q.E.D.

As a consequence of the stability by external product (Proposition 5.3) and by inverse

image (Theorem 5.8), we get natural morphisms for F and G in Db
R−c(CX)

(F
w
⊗OX)

L
⊗OX

(G
w
⊗OX)→ (F ⊗G)

w
⊗OX ,(5.21)

Thom(F,OX)
L
⊗OX

Thom(G,OX)→ Thom(F ⊗G,OX).(5.22)

Let us give a few applications of the preceding results.

Let M be a real analytic manifold, X a complexification of M , i : M →֒ X the

embedding.
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Theorem 5.10. Let F ∈ Db
R−c(CM ). Then we have

i∗F
w
⊗OX ≃ i∗(F

w
⊗C∞M ) ,(5.23)

Thom(i∗F,ΩX [dX ]) ≃ i∗Thom(F,Db∨M ) .(5.24)

In particular:

CM

w
⊗OX ≃ C

∞
M ,

Thom(D′XCM ,OX) ≃ DbM .

Notice that (5.24) is a result of Andronikof [An], and the last formula is due to

Martineau [Mr].

Proof. Let us identify X and XR for simplicity. Then

i∗F
w
⊗OX = RHomD

X
(OX , i∗F

w
⊗C∞X )

by the definition, and

i∗F
w
⊗C∞X ≃ RHomDX

(DX→X×X , F
w
⊗C∞M )

by Theorem 3.5. Hence we have

i∗F
w
⊗OX ≃ RHomD

X
(OX , RHomDX

(DX→X×X , F
w
⊗C∞M ))

≃ RHomDX
(DX→X×X

L
⊗D

X
OX , F

w
⊗C∞M )

≃ RHomDX
(DX , F

w
⊗C∞M )

≃ i∗(F
w
⊗C∞M ) .

The proof of (5.24) is similar, using Theorem 4.4. Q.E.D.

Next, we consider a closed complex analytic subset Z of X. Let IZ denote the defining

ideal of Z in X. Recall ([Gr2]) that one sets for an OX -module F :

F |̂Z = lim
←−
k

F/IkZF ,

Γ[Z](F) = lim
−→
k

HomOX
(O/IkZ ,F).

One denote by RΓ[Z]( · ) the derived functor of Γ[Z]( · ). One calls F |̂Z the formal comple-

tion of F along Z, and RΓ[Z](F) the algebraic cohomology of F supported by Z.

It is a well-known fact that OX |̂Z is a flat OX -module and F |̂Z ≃ F ⊗OX
(OX |̂Z) for a

coherent OX -module F .
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Lemma 5.11. For a closed submanifold Z of X, we have the isomorphism

OX |̂Z
∼
−→HomDZ

(DZ→X ,OZ) .(5.25)

Proof. We have the homomorphism DZ→X ⊗DX
(OX |̂Z) ≃ OZ ⊗OX

((OX |̂Z) → OZ .

Since it is DZ-linear, we obtain the DX -linear homomorphism

OX |̂Z → HomDZ
(DZ→X ,OZ) .(5.26)

We shall show that it is an isomorphism. The question being local, we may assume

X = {(x, y);x ∈ C
n, y ∈ C

m} and Z is given by x = 0. For α = (α1, · · · , αn) ∈ Z
n
≥0, let us

denote by Dα
x the differential operator (∂/∂x1)

α1 · · · (∂/∂xn)
αn . Then we have

DZ→X ≃ ⊕αDZD
α
x .

This implies

HomDZ
(DZ→X ,OZ) ≃

∏

α

OZ ⊗ (CDα)∗ ,

and the homomorphism (5.26) is given by OX |̂Z ∋ u 7→ (Dα
xu
∣∣
Z
)
α
∈
∏

αOZ ⊗ (CDα)∗. It

is obvious that this is an isomorphism. Q.E.D.

Theorem 5.12. Let Z be a closed complex analytic subset of X. There are natural

isomorphisms:

CZ

w
⊗OX ≃ OX |̂Z ,(5.27)

Thom(CZ ,OX) ≃ RΓ[Z](OX) .(5.28)

In particular, CZ

w
⊗OX is concentrated in degree 0.

Notice that Dufresnoy [Du] already proved that CZ

w
⊗OX is concentrated in degree

zero.

Proof. (i) Let us prove (5.27). The morphism OX ≃ CX

w
⊗OX → CZ

w
⊗OX induces a

morphism

OX −→ H0(CZ

w
⊗OX) .(5.29)
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Set F = H0(CZ

w
⊗OX). Then applying the functor · |̂Z to (5.29), we obtain

OX |̂Z → F |̂Z .(5.30)

Hence in order to see OX |̂Z ≃ F , it is enough to show that this morphism and the

morphism

F → F |̂Z(5.31)

are isomorphisms.

Now the question being local, we can find a closed embedding f : X → X ′ from X into

a smooth manifold X ′ and a closed smooth submanifold Z ′ of X ′ such that Z = f−1(Z ′).

Theorem 5.7 and Lemma 5.11 imply

OX′ |̂Z′ ≃ CZ′

w
⊗OX′ .

Theorem 5.8 implies

CZ

w
⊗OX ≃ f

−1(CZ′

w
⊗OX′) .

On the other hand, f−1(OX′ |̂Z′) = OX

L
⊗OX′ (OX′ |̂Z′) ≃ OX |̂Z . Hence we have

OX |̂Z ≃ CZ

w
⊗OX .

Then to see that (5.30) and (5.31) are isomorphisms, it is enough to remark that

(OX |̂Z) |̂Z ≃ OX |̂Z .

(ii) Let us prove (5.28). It is enough to show a similar result with OX replaced by DbX .

Since the germ of DbX is injective over the germ of OX [Ma :Chapter VII, Theorem 2.4],

RΓ[Z](DbX) ≃ Γ[Z](DbX). Hence it is enough to prove

Thom(CZ ,DbX) ≃ Γ[Z](DbX) ,

that is,

ΓZ(DbX) ≃ Γ[Z](DbX) .

This is equivalent to saying that a distribution with support in Z is locally annihilated by

IkZ for k>>0. We can reduce this to the case where Z is a hypersurface and it is well-known

in this case. Q.E.D.
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6. Duality theorem

Let X be a complex manifold of complex dimension dX . As usual, one denotes by

Db
q−coh(DX) (resp. Db

coh(DX)) the full triangulated subcategory of Db(DX) consisting

of objects having quasi-coherent (resp. coherent) cohomologies.

The following theorem generalizes Proposition 5.2.

Theorem 6.1. Let M ∈ Db
coh(DX) and let F,G ∈ Db

R−c(CX). Then we can define

RΓ
(
X;RHomDX

(M ⊗ G,F
w
⊗OX)

)
and RΓc

(
X; Thom(F,ΩX)[dX ]

L
⊗DX

(M ⊗ G)
)
as

objects of Db(FN) and Db(DFN), functorially with respect to M, F and G. Moreover,

these two objects are dual to each other.

Proof. We shall use the results of the appendix. Following the notations there,D−coh(P(DX))

is equivalent to D−coh(DX). Here we take as S in A.2 the set of relatively compact open

subsets. Also D−(P(X)) is equivalent to D−
R−c(CX). Here we take as S in A.3 the set

of relatively compact open subanalytic subsets. As in the appendix, for a locally finite

family U = {Ui}i∈I of relatively compact open subsets, set LD(U) = ⊕i∈I(DX)Ui
. For

a locally finite family V = {Vj}j∈J of relatively compact open subanalytic subsets, set

LC(V) = ⊕j∈JCVj
. Then for F ∈ R-Cons(X), we have

Γ
(
X;HomDX

(
LD(U)⊗ LC(V), F

w
⊗C

(0,k)
X

))
≃
∏

i,j

Γ
(
Ui ∩ Vj ;F

w
⊗C

(0,k)
X

)

and

Γc

(
X; Thom(F,Db

(dX ,dX−k)
X )⊗DX

(
LD(U)⊗ LC(V)

))

≃
⊕

i.j

Γc

(
Ui ∩ Vj ; Thom(F,Db

(dX ,dX−k)
X )

)
.

They are an FN-space and a DFN-space respectively and are dual to each other.

For a complex U
· ∈ C−(P(DX)), a complex V

· ∈ C−(P(X)) and a bounded complex

F · of R-constructible sheaves,

A(U·,V·, F ·) = Γ
(
X ; HomDX

(
LD(U·)⊗ LC(V

·) , F ·
w
⊗C

(0,· )
X

))
and

B(U·,V·, F ·) = Γc

(
X ; Thom(F ·,Db

(dX ,dX+· )
X )⊗DX

(
LD(U·)⊗ LC(V

·)
))
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are a complex of FN-spaces and a complex of DFN-spaces respectively, and they are dual

to each other. Hence they give an object of D+(FN) and an object of D−(DFN) dual to

each other. Forgetting the topology, they become

RΓ
(
X;RHomDX

(
LD(U·)⊗ LC(V

·), F ·
w
⊗OX

))

and

RΓc

(
X; Thom(F ·,ΩX)[dX ]

L
⊗DX

(
LD(U·)⊗ LC(V

·)
))
.

Hence the functors A and B send quasi-isomorphisms to quasi-isomorphisms, and they

induce the functors

D−coh(P(DX))opp ×D−(P(X))opp ×Db(R-Cons(X))→ D+(FN)

and

D−coh(P(DX))×D−(P(X))×Db(R-Cons(X))opp → D−(DFN) .

To obtain the theorem, it is enough to recall that

D−coh(P(DX)) ≃ D−coh(DX) and D−(P(X)) ≃ D−
R−c(CX) .

Q.E.D.

Let us derive an easy corollary. Let M be a regular holonomic DX -module, and let F

be an object of Db
R−c(CX). It is proved in [Ka3] that the natural morphism:

Thom(F,ΩX)
L
⊗DX

M→ RHom(F,ΩX)
L
⊗DX

M(6.1)

is an isomorphism.

Corollary 6.2. Let M be a regular holonomic DX -module, and let F be an object of

Db
R−c(CX). Then, the natural morphism:

RHomDX
(M, F ⊗OX)→ RHomDX

(M, F
w
⊗OX)(6.2)
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is an isomorphism.

Proof. We shall deduce (6.2) from (6.1) by duality. Let U be an open relatively compact

subanalytic subset of X. Set

A1 = RΓ
(
U ;RHomDX

(M, F ⊗OX)
)

A2 = RΓ
(
U ;RHomDX

(M, F
w
⊗OX)

)

B2 = RΓc

(
U ; Thom(F,ΩX [dX ])

L
⊗DX

M
)

B1 = RΓc

(
U ;RHom(F,ΩX [dX ])

L
⊗DX

M
)

Then we have morphisms A1 → A2 and B2 → B1 in Db(Vect). By (6.1), B2 → B1 is an

isomorphism. In order to prove the assertion, it is enough to show that A1 → A2 is an

isomorphism. There are pairings A1 ⊗ B1 → C and A2 ⊗ B2 → C, which are compatible,

namely, the following diagram commutes.

A1 ⊗B2 → A2 ⊗B2

↓ ↓
A1 ⊗B1 → C .

By [Ka1], the cohomology groups of A1 and B1 are finite-dimensional and they are dual to

each other in Db(Vect). Since B2 → B1 is an isomorphism in Db(Vect), the cohomology

groups of B2 are finite-dimensional. By Theorem 6.1, A2 is the dual of B2 in Db(FN)

and hence the cohomology groups of A2 are finite-dimensional and A2 is isomorphic to the

dual of B1 in Db(Vect). Therefore A1 → A2 is an isomorphism. Q.E.D.
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7. Adjunction formulas

The purpose of this section is to give adjunction formulas for the functors ·
w
⊗OX and

Thom(·,OX), using D-modules theory. Some of the proofs will be given in §9.

We say that a quasi-coherent DX -modules M is good (resp. quasi-good) if, on ev-

ery relatively compact open subset of X, it admits a filtration {Mk} by coherent DX -

submodules such that each quotient Mk/Mk−1 admits a good filtration and Mk = 0 for

|k|>>0 (resp. k<<0). One defines the full triangulated subcategory Db
good(DX) (resp.

Db
q−good(DX)) of Db(DX) consisting of objects with good (resp. quasi-good) cohomolo-

gies. One defines similarly Db
coh(D

opp
X ), Db

q−coh(D
opp
X ), Db

good(D
opp
X ) and Db

q−good(D
opp
X )

for right D-modules.

Let M be an object of Db
coh(DX). We defines its dual by the formula:

DXM = RHomDX
(M,DX [dX ]).(7.1)

This is an object of Db
coh(D

opp
X ).

Let f : Y → X be a morphism of complex manifolds. We set:

dY/X = dY − dX = dimY − dimX.

Let us recall the following well-known results.

Theorem 7.1. (i) Let M ∈ Db(DX) and N ∈ Db(Dopp
X ). Then there is a natural isomor-

phism in Db(CX):

Rf!(N
L
⊗DY

f−1M) ≃ f
!
N

L
⊗DX

M .(7.2)

(ii) Assume M ∈ Db
coh(DX) (resp. Db

good(DX)) and f is non characteristic for M.

(a) We have f−1M ∈ Db
coh(DY ) (resp. D

b
good(DY )) and

f−1DXM ≃ DY f
−1

M.

(b) Moreover, for L ∈ Db(DX), we have the isomorphism:

Rf!RHomDY
(f−1M,L [dY/X ]) ≃ RHomDX

(M, f
!
L) .
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(iii) Let N ∈ Db
good(DY ) and assume that f is proper of supp(N) . Then f

∗
N ∈ Db

good(DX)

and:

f
∗
DY N ≃ DXf∗N .

(iv) For N ∈ Db
q−good(DY ) and L ∈ Db(DY ), there is a natural isomorphism:

Rf∗RHomDY
(N, f−1L [dY/X ])

∼
→RHomDX

(f
∗
N,L)

Proof. (i) is obvious, (ii.a) is proved in [S-K-K] and (ii.b) follows immediately, (iii) is

proved in [Ka2], [Sc] (see also [S-Sc]). The morphism f
!
f−1OX [dY/X ] → OX defines the

morphism f
!
f−1L[dY/X ] → L which defines the morphism in (iv). To prove that it is an

isomorphism, we first reduce this to the case where N is quasi-good, then to the case where

it is good. Then it remains to apply (iii). Q.E.D.

We can now state our adjunction formulas.

Theorem 7.2. Let M ∈ Db(DX) and let G ∈ Db
R−c(CY ). Assume that f is proper on

supp(G) . Then there are natural isomorphisms:

Rf!RHomDY
(f−1M, G

w
⊗OY )

∼
←− RHomDX

(M, Rf!G
w
⊗OX) ,(7.3)

Rf!
(
Thom(G,ΩY [dY ])

L
⊗DY

f−1M
) ∼
−→ Thom(Rf!G,ΩX [dX ])

L
⊗DX

M .(7.4)

Notice that if M ∈ Db
coh(DX) and f is non characteristic for M, (7.4) is equivalent to

the isomorphism:

Rf!RHomDY

(
f−1M, Thom(G,OY )

)
[2dY/X ](7.5)

∼
−→ RHomDX

(
M, Thom(Rf!G,OX)

)
.

Proof. By Theorem 5.7, we have the isomorphism:

RHomDX
(M, Rf!G

w
⊗OX)

∼
−→ RHomDX

(
M, Rf∗RHomDY

(DY→X , G
w
⊗OY )

)
.

Then (7.3) follows by adjunction.

The isomorphism (7.4) follows from Theorem 5.7 and the formula (7.2). Q.E.D.
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Theorem 7.3. Let N ∈ Db
q−good(DY ) and assume that f is proper on supp(N). Let

F ∈ Db
R−c(CX). Then there are natural isomorphisms:

Rf∗RHomDY
(N, f−1F

w
⊗OY )[dY ]

∼
← RHomDX

(f
∗
N, F

w
⊗OX) [dX ],(7.6)

Rf!
(
Thom(f−1F,ΩY )

L
⊗DY

N
) ∼
→ Thom(F,ΩX)

L
⊗DX

f
!
N .(7.7)

The proof will be given in §9.

8. OX-modules of type FN or DFN

We shall recall here some constructions and results of Ramis-Ruget [R-R] and Houzel

[Ho].

A sheaf F on a real manifold X is said of type FN (resp. DFN) if for each open

(resp. compact) subset U (resp. K) of X, the space Γ(U ;F) (resp. Γ(K;F)) is endowed

with a topology of type FN (resp. DFN), and the restriction mappings are continuous.

For example, if X is real analytic and F ∈ R-Cons(X), then F
w
⊗C∞X is a sheaf of type FN .

However, one shall take care that Thom(F,DbX) is not of type DFN in general.

Let X be a complex manifold. Following [Ho], we consider OX as a sheaf of complete

bornological algebras and deal with Born(OX), the category of complete bornological OX -

modules. Houzel (loc. cit.) has defined a tensor product bifunctor ·⊗̂OX
· on this category.

This category contains the category of OX -modules of type FN and that of type DFN as

its full subcategories.

On the other-hand, [R-R] defined the notion of an FN -free (resp. DFN -free) OX -

module as an OX -module of type FN (resp. DFN) isomorphic to E⊗̂OX for some FN

(resp. DFN) vector space E. This is an object of Born(OX).

Let E⊗̂OX be an FN -free (resp. DFN -free) OX -module and let G be an OX -module

of type FN (resp. DFN). Then one has the isomorphism.

(E⊗̂OX)⊗̂OX
G ≃ E⊗̂G.(8.1)

Notice that E⊗̂G, as defined by [Ho] is the same as that defined by [R-R]. For example, in

the FN -case, E⊗̂G is the sheaf U 7→ E⊗̂Γ(U ;G).
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In particular, for a continuous OX -linear homomorphism E1⊗̂OX → E2⊗̂OX of FN -free

(resp. DFN -free) OX -modules and an OX -module G of type FN (resp. DFN), we can

define a continuous OX -linear homomorphism E1⊗̂G → E2⊗̂G.

Let E = E⊗̂OX be an FN -free or DFN -free OX -module, and let G be a coherent

OX -module. Then we have the natural isomorphism: E ⊗OX
G ≃ E⊗̂G. This implies that

the functor E ⊗OX
· is exact on the category of coherent OX -modules. Hence E is OX -flat.

In other words, FN -free and DFN -free OX -modules are flat over OX .

Let U (resp. K) be an open (resp. compact) subset of X, and let E⊗̂OX be an

FN -free (resp. a DFN -free) OX -module. Then RΓ(U ;E⊗̂OX) ≃ E⊗̂RΓ(U ;OX) (resp.

RΓ(K;E⊗̂OX) ≃ E⊗̂RΓ(K;OX)).

Examples of FN or DFN -free OX -modules may be obtained as follows. Let Z be

a Stein complex manifold, K a Stein compact subset of Z, fZ (resp. fK) the projection

Z ×X → X (resp. K ×X → X). Then RfZ∗(OZ×X) ≃ Γ(Z;OZ)⊗̂OX is FN -free, and

RfK∗(OZ×X

∣∣
K×X

) ≃ Γ(K;OZ)⊗̂OX is DFN -free.

The following theorem is an essential tool in the proof of Theorem 7.3. Although it

has already been used in [S-Sc], its proof, due to J-P. Schneiders, was not written down in

this paper and for the reader convenience we include it here. This proof is an adaption of

the techniques developed by Ramis-Ruget [R-R].

Theorem 8.1. Let R· be a complex of FN -free (resp. DFN -free) OX -modules and let G

be an OX -module of type FN (resp. DFN). Assume that R· has bounded OX -coherent

cohomology groups. Then the natural homomorphism

R· ⊗OX
G → R·⊗̂OX

G

is a quasi-isomorphism.

We shall only treat the case of sheaves of type FN , the other case being similar. Let

F be an OX -module of type FN . Define the OX -module:

Sn(F) = OX⊗̂OX(X)⊗̂ · · · ⊗̂OX(X)⊗̂F(X)
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where F(X) = Γ(X;F), OX(X) = Γ(X;OX) and OX(X) appears n-times, The OX -

module structure of Sn(F) is defined by the first factor. Define for n ≥ 1:

δn : Sn(F)→ Sn−1(F)

by:

f0 ⊗ · · · ⊗ fn+1 7→
n∑

j=0

(−1)jf0 ⊗ · · · ⊗ fjfj+1 ⊗ · · · ⊗ fn+1

and define:

ε : S0(F)→ F

by:

h⊗ f 7→ hf.

One checks that δn−1 ◦ δn = 0. Hence we get a complex S·(F) ∈ C
−(OX).

Lemma 8.2. Assume F is FN -free. Then ε induces an isomorphism:

ε : S·(F)
∼
→ F in K−(OX).

Proof. First assume F = OX . We construct the homotopy operators:

hn : Sn(OX)→ Sn+1(OX)

by:

f0 ⊗ · · · ⊗ fn+1 7→ (−1)n+1f0 ⊗ · · · ⊗ fn+1 ⊗ 1

and

η : OX → S0(OX)

by:

f 7→ f ⊗ 1.

One checks that:

(i) for n > 0, δn+1 ◦ hn + hn−1 ◦ δn = id,

(ii) for n = 0, δ1 ◦ h0 + η ◦ ε = id,
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(iii) ε ◦ η = id.

This proves the lemma in case F = OX . The case F = E⊗̂OX follows by applying

the exact functor E⊗̂· to the preceding complexes.

Q.E.D.

Lemma 8.3. Let F · be a complex of FN -free OX -modules, and let G be an OX -module

of type FN . Assume F ·is exact. Then F ·⊗̂OX
G is exact.

Proof. Since the problem is local, we may assume X is Stein. For a double complex H ··,

we denote by s(H ··) the associated simple complex : s(H ··)n = ⊕n=p+qH
p,q. Remark the

following well-known property:

(8.2) If Hp,· is exact for every p, then s(H ··) is exact.

By Lemma 8.2 we have S·(F
k) ≃ Fk in K(OX) for any k. Hence tensoring G, we have

S·(F
k)⊗̂OX

G ≃ Fk⊗̂OX
G in K(OX). Hence, by applying (8.2) to the double complex

S·(F
·)⊗̂OX

G → F ·⊗̂OX
G,

s(S·(F
·)⊗̂OX

G)→ F ·⊗̂OX
G is a quasi-isomorphism.(8.3)

We set F ·(X) = Γ(X;F ·). Since the F j ’s are FN -free andX is Stein, one hasHk(X;F j) =

0 for k 6= 0. This shows that RΓ(X;F ·) ≃ F ·(X), that is, F ·(X) is exact. This implies:

OX⊗̂OX
OX(X)⊗̂ · · · ⊗̂OX(X)⊗̂F ·(X)⊗̂OX

G is exact.

Hence by applying again (8.2)

s(S(F ·)⊗̂OX
G) is exact.(8.4)

Then the lemma follows from (8.3) and (8.4). Q.E.D.

Lemma 8.4. Let u : F ·1 → F
·
2 be a morphism of complexes of FN -free OX -modules,

and assume that u is a quasi-isomorphism. Let G be an OX -module of type FN . Then

u⊗̂G : F ·1⊗̂OX
G → F ·2⊗̂OX

G is a quasi-isomorphism.

Proof. Let M(u) denote the mapping cone of u. This is a bounded from above complex of

FN -free OX -modules quasi-isomorphic to 0. Then M(u)⊗̂G is quasi-isomorphic to 0 by

Lemma 8.3, and it remains to notice that M(u)⊗̂OX
G is the mapping cone of u⊗̂G.
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Q.E.D.

Proof of Theorem 8.1.

Since R· has bounded and coherent cohomology, locally on X, there exist a bounded

complex L· of free OX -modules of finite type and a quasi-isomorphism

u : L· ≃
qis
R·.

Since any FN -free OX -module is flat, we have:

L· ⊗OX
G ≃

qis
R· ⊗OX

G.

On the other hand we have by Lemma 8.4:

L·⊗̂OX
G ≃

qis
R·⊗̂OX

G.

Since L· ⊗OX
G ≃ L·⊗̂OX

G, the proof is complete.

Q.E.D.
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9. Proof of Theorem 7.3

We begin by the proof of (7.6) and we shall deduce later (7.7) by duality. Notice

that since Thom(F,DbX) is not a sheaf of type DFN in general, it would not have been

possible to copy the argument of the proof of (7.6) (in particular, when using Theorem 8.1

as we shall do), to obtain (7.7).

In view of Theorem 7.1 (iv), we have to prove that the morphism defined by (5.9)

Rf!RHomDY

(
N, f−1(F

w
⊗OX)

)
→ Rf!RHomDY

(
N, f−1F

w
⊗OY )(9.1)

is an isomorphism. By Theorem 5.8, this morphism is an isomorphism if f is a closed

embedding. Hence, using the graph decomposition of f , we may assume from the beginning

that Y = Z×X and f is the second projection. Moreover we may assume F ∈ R-Cons(X)

and N admits a good filtration. Then we can reduce to the case where N = DY ⊗OY
F

for a coherent OY -module F with proper support over X. Now the left hand side of (9.1)

is isomorphic to

Rf!RHomOY

(
F ,OY

L
⊗f−1OX

f−1(F
w
⊗OX)

)
≃ Rf!RHomOY

(
F ,OY )

L
⊗OX

(F
w
⊗OX) .

Hence it is enough to show that

Rf!RHomOY
(F ,OY )

L
⊗OX

(F
w
⊗OX)→ Rf!RHomOY

(
F , f−1F

w
⊗OY )(9.2)

is an isomorphism. Let us introduce the sheaf:

f−1F
w
⊗OC∞Y/X = RHomDZ̄

(OZ̄ , f
−1F

w
⊗C∞Y ).

Instead of proving (9.2), it is enough to prove that

Rf∗RHomOY
(F ,OY )

L
⊗OX

(F
w
⊗C∞X )→ Rf∗RHomOY

(
F , f−1F

w
⊗OC∞Y/X)(9.3)

is an isomorphism. The morphism (9.2) is obtained by applying RHomDX̄
(OX̄ , ·) to (9.3).

For x0 ∈ X, we shall prove that (9.3) is an isomorphism on a neighborhood of x0.

Let us take an open neighborhood W of x0 and a subanalytic Stein compact subset K

such that W ⊂ K. Let p : Z × K → Z be the projection. Then A = p∗(OY

∣∣
Z×K

) is
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a coherent ring on Z. The category of coherent OY

∣∣
Z×K

-modules is equivalent to the

category of coherent A-modules by the functor G → p∗(G). Hence F̃ = p∗(F
∣∣
Z×K

) is a

coherent A-module. Now let us apply the results in §A.2 in the appendix. Let us take

as S in §A.2 the set of relatively compact Stein open subsets in Z. Then S satisfies the

conditions (A.7) and (A.8). Hence there exists U
· ∈ C−(P(A)) and a quasi-isomorphism

LA(U
·) → F̃ . Writing U

k = {Uk,i}i∈I(k), we set Ũ
k
= {Uk,i ×W}i∈I(k). Then there is a

quasi-isomorphism

LOY
(Ũ
·
)
∣∣
Z×W

→ F
∣∣
Z×W

.

For any relatively compact Stein open subset V of Z we have

Rf∗RHomOY

(
(OY )V×X ,OY

)
≃ Γ(V ;OZ)⊗̂OX(9.4)

and

Rf∗RHomOY

(
(OY )V×X , f

−1F
w
⊗OC∞Y/X) ≃ Γ(V ;OZ)⊗̂(F

w
⊗C∞X )(9.5)

≃ (Γ(V ;OZ)⊗̂OX)⊗̂OX
(F

w
⊗C∞X ) .

We set R· = f∗HomOY
(LOY

(Ũ
·
),OY )

∣∣
W
. By (9.4), each Rk is an FN-free OW -module.

In the derived category, R· is isomorphic to Rf∗RHomOY
(F ,OY )

∣∣
W
. Hence R· has

bounded coherent cohomology groups. The object Rf∗RHomOY
(F ,OY )

L
⊗OX

(F
w
⊗C∞X )

is represented by R· ⊗OX
(F

w
⊗C∞X ), and by (9.5) Rf∗RHomOY

(
F , f−1F

w
⊗OC∞Y/X

)
is

represented by R·⊗̂OX
(F

w
⊗C∞X ) on W . Hence to prove that (9.3) is an isomorphism, it is

sufficient to apply Theorem 8.1.

Finally, let us prove (7.7). Set:

H1 = Rf∗RHomDY
(N, f−1F

w
⊗OY )[dY ]

H2 = RHomDX
(f
∗
N, F

w
⊗OX)[dX ]

K1 = Rf!
(
Thom(f−1F,ΩY )

L
⊗DY

N
)
,

K2 = Thom(F,ΩX)
L
⊗DX

f
!
N .
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The morphism

K1 → K2(9.6)

is equivalent to the morphism:

Rf!RHomDY

(
DY N , Thom(f−1F,ΩY [dY ])

)

→ RHomDX
(f

!
DY N, Thom(F,ΩX [dX ])

)
,

which follows from Proposition 5.6. Hence, to prove that (9.6) is an isomorphism, it is

enough to prove that for each open subset U of X, the morphism:

RΓc(U ;K1)→ RΓc(U ;K2)(9.7)

is an isomorphism. Consider the morphism deduced from (7.6):

RΓ(U ;H2)→ RΓ(U ;H1) .(9.8)

By its construction, this last morphism is well-defined in the category Db(FN), and is dual

to (9.7) by Theorem 6.1. By (7.6) and the closed graph theorem, (9.8) is an isomorphism

in Db(FN). Hence (9.7) is an isomorphism and the proof is complete. Q.E.D
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10. Integral transformations

10.1. Tempered C∞ functions In this section, in order to study a multiplicative struc-

ture of ·
w
⊗OX and Thom( · ,OX), we shall construct an auxiliary functor Thom(F, C∞X ). It

is not exact in F but left exact. We show that, for a complex manifold X, Thom(F,OX)

can be also calculated by the Dolbeault complex of Thom(F, C∞X ).

Let X be a real analytic manifold. Let U be an open subanalytic set. A function

f ∈ C∞(U) is called with polynomial growth at p ∈ X if it satisfies the following condition.

For a local coordinate system (x1, · · · , xn) around p, there exist a sufficiently small compact

neighborhood K of p and a positive integer N such that

sup
x∈K∩U

(
dist(x,K\U)

)N
|f(x)| <∞ .(10.1)

Here, dist(x,K\U) is the distance from x to K\U . It is obvious that f has polynomial

growth at any point of U . We say that f is tempered at p if all its derivatives are with

polynomial growth at p. We say that f is tempered on an open set Ω if it is tempered at

any point of Ω. Remark that in this case f can be extended to a distribution defined on

Ω.

Proposition 10.1. Let X = R
n and ∆ =

∑n
i=1 ∂

2/∂x2i . Let u be a distribution on X.

Assume that ∆u is C∞ on an open subanalytic subset U and that ∆u|U is tempered at

p ∈ X. Then u|U is also tempered at p.

Proof. By the ellipticity of ∆, u is C∞ on U . Let us take a distribution K(x) and a C∞

function R(x) such that

δ(x) = ∆K(x) +R(x)

and the support of K(x) and the support of R(x) are contained in {x ∈ X; |x| ≤ 1}. Then

K(x) is integrable. For c > 0, set

Kc(x) = c2−nK(c−1x) and Rc(x) = c−nR(c−1x).

Then we have again

δ(x) = ∆Kc(x) +Rc(x) .
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Hence we have

u(x) =

∫
Kc(x− y)(∆u)(y)dy +

∫
Rc(x− y)u(y)dy .

Now we take x ∈ U and set c = dist(x,X\U)/2. Then we have

|

∫
Kc(x− y)(∆u)(y)dy| ≤

(
sup
|x−y|≤c

|(∆u)(y)|
)∫
|Kc(x− y)|dy ≤ const. c−N1

for some N1. On the other hand, we have

|

∫
Rc(x− y)u(y)dy| ≤ const.

∑

|α|≤N

sup
y∈X
|Dα

yRc(x− y)| ≤ const. c−N

for some N . Thus u|U has polynomial growth at p.

Since ∆Dα
xu(x) = Dα

x∆u(x), any derivative of u|U has polynomial growth at p and

hence u|U is tempered at p. Q.E.D.

10.2. The functor Thom( · , C∞X ) Let X be a real analytic manifold. For a subanalytic

open subset U , we shall define the DX -module Thom(CU , C
∞
X ) as follows. For an open

subset Ω, Γ(Ω; Thom(CU , C
∞
X )) is the set of C∞ functions on Ω ∩ U which are tempered

on Ω. Then U 7→ Thom(CU , C
∞
X ) is a contravariant functor from SX to the category of

DX -modules.

Proposition 10.2. For any subanalytic open subsets U and V ,

0→ Thom(CU∪V , C
∞
X )→ Thom(CU , C

∞
X )⊕ Thom(CV , C

∞
X )→ Thom(CU∩V , C

∞
X )→ 0

is exact.

Proof. It is enough to show the exactitude of the following sequence, assuming that

X = R
n and that U and V are relatively compact.

0→ Γ
(
X; Thom(CU∪V , C

∞
X )
)
−→Γ

(
X; Thom(CU , C

∞
X )
)
⊕Γ
(
X; Thom(CV , C

∞
X )
)

α
−→Γ

(
X; Thom(CU∩V , C

∞
X )
)
→ 0 .
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The property Ker(α) = Γ
(
X; Thom(CU∪V , C

∞
X )
)
easily follows from the existence of a

positive integer N and C > 0 such that

dist
(
x,X\(U ∪ V )

)N
≤ C

(
dist(x,X\U) + dist(x,X\V )

)
for any x ∈ U ∪ V .

Let us prove the surjectivity of α. Set F0 = {x ∈ Ū ; dist(x,X\V ) ≤ dist(x,X\U)/2 } ⊂

U\V and F1 = {x ∈ V̄ ; dist(x,X\U) ≤ dist(x,X\V )/2 } ⊂ V \U . Then U ∩ V ⊂ X\(F0 ∩

F1).

Now recall the following lemma on cut-off functions.

Lemma 10.3. ([Hö : Corollary 1.4.11]) Let F0 and F1 be closed subanalytic subsets.

Then there exists ψ ∈ C∞
(
X\(F0

⋂
F1)
)
such that

ψ = 0 on a neighborhood of F0\F1,(10.2)

ψ = 1 on a neighborhood of F1\F0,(10.3)

ψ is tempered at any points of X\(F0

⋂
F1).(10.4)

Take ψ ∈ Γ(X; Thom(CX\(F0∩F1), C
∞
X )) as in the lemma above.

For f ∈ Γ
(
X; Thom(CU∩V , C

∞
X )
)
, define f0 ∈ C

∞(U) by

f0(x) =

{
ψ(x)f(x), if x ∈ U ∩ V ;
0, if x ∈ U\V .

For x ∈ U ∩ V ∩ supp(ψ) ⊂ (U ∩ V )\F0, we have

dist(x,X\U) ≤ 2min
(
dist(x,X\U), dist(x,X\V )

)
≤ dist

(
x,X\(U ∩ V )

)
.

Therefore f0 belongs to Γ
(
X; Thom(CU , C

∞
X )
)
. Similarly define f1 ∈ C

∞(V ) by

f1(x) =

{
(1− ψ(x))f(x), if x ∈ U ∩ V ;
0, if x ∈ V \U .

Then f1 belongs to Γ
(
X; Thom(CV , C

∞
X )
)
and f = α(f0 ⊕ f1). Q.E.D.

By the proposition above and Proposition 1.4, we can extend the functor Thom(CU , C
∞
X )

to

Thom( · , C∞X ) : Db
R−c(CX) ≃ Db(R-Cons(X)) −→ Db(DX) .(10.5)
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Namely, the functor ψ(U) = Thom(CU , C
∞
X ) can be extended to a contravariant functor

Ψ;R-Cons(X)→ Mod(DX) and Thom( · , C∞X ) is its right derived functor. By Proposition

1.4, we have:

Hj(Thom(F, C∞X )) = 0 for any F ∈ R-Cons(X) and j 6= 0,1,(10.6)

Hj(Thom(CU , C
∞
X )) = 0 for any open subanalytic set U and j 6= 0.(10.7)

We can see easily that there is a sequence of morphisms

CŪ

w
⊗C∞X → Thom(CU , C

∞
X )→ Thom(CU ,DbX).

This induces functorial morphisms in Db(DX)

D′X(F )
w
⊗C∞X → Thom(F, C∞X )→ Thom(F,DbX) .(10.8)

Proposition 10.4. We have a functorial morphism in F,G ∈ Db
R−c(CX)

Thom(F, C∞X )
L
⊗AX

(
(F ⊗G)

w
⊗C∞X

)
→ G

w
⊗C∞X .(10.9)

Proof. We can easily reduce this to the case where F = CU and G = CV for open

subanalytic subsets U and V . Then we have

Thom(F, C∞X )⊗AX

(
(F ⊗G)

w
⊗C∞X

)
=Thom(CU , C

∞
X )⊗AX

(CU∩V

w
⊗C∞X )(10.10)

→ Thom(CU∩V , C
∞
X )⊗AX

(CU∩V

w
⊗C∞X ) .

For f ∈ Thom(CU∩V , C
∞
X ) and g ∈ CU∩V

w
⊗C∞X , the product fg belongs to CU∩V

w
⊗C∞X .

Hence it defines

Thom(CU∩V , C
∞
X )⊗AX

(CU∩V

w
⊗C∞X )→ CU∩V

w
⊗C∞X → CV

w
⊗C∞X = G

w
⊗C∞X .(10.11)

Composing (10.10), (10.11) and

Thom(F, C∞X )
L
⊗AX

(
(F ⊗G)

w
⊗C∞X

)
→ Thom(F, C∞X )⊗AX

(
(F ⊗G)

w
⊗C∞X

)
,

we obtain the desired morphism. Q.E.D.

10.3. Complex case Now we assume that X is a complex manifold.
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Theorem10.5. For any F ∈ Db
R−c(CX), the morphism RHomDX̄

(
OX̄ , Thom(F, C∞X )

)
→

RHomDX̄

(
OX̄ , Thom(F,DbX)

)
is an isomorphism in Db(DX).

Proof. The morphism is constructed in (10.8). As the question is then local, we may

assume that X = C
n and F = CU for a subanalytic open subset U . Let ∆ be the

differential operator
∑n

i=1 ∂
2/∂xi∂x̄i. There exists an exact sequence of DXR

-modules:

0←− DXR
⊗DX̄

OX̄ ←− (DXR
/DXR

∆)⊕N0 ←− (DXR
/DXR

∆)⊕N1 ←− · · · .

This sequence is constructed from a free resolution of C[∂1, · · · , ∂n, ∂̄1, · · · , ∂̄n]/(∂̄1, · · · , ∂̄n)

as a module over C[∂1, · · · , ∂n, ∂̄1, · · · , ∂̄n]/(∆).

Hence it is enough to show that the vertical arrows in the following diagram give a quasi-

isomorphism from the complex of the top row to the one of the bottom row.

0 −→ Thom(CU , C
∞
X )

∆
−→ Thom(CU , C

∞
X ) −→ 0

↓ ↓ ↓ ↓

0 −→ Thom(CU ,DbX)
∆
−→ Thom(CU ,DbX) −→ 0 .

It is well-known that Thom(CU ,DbX)
∆
−→Thom(CU ,DbX) is an epimorphism. Let us prove

the surjectivity of ∆ : Thom(CU , C
∞
X ) → Thom(CU , C

∞
X ). For g ∈ Thom(CU , C

∞
X ) let us

take f ∈ DbX such that g = ∆f . Then by Proposition 10.1, f belongs to Thom(CU , C
∞
X ).

Hence it is enough to show that if f ∈ Thom(CU ,DbX) satisfies ∆f = 0 then f belongs to

Thom(CU , C
∞
X ). This also follows from the same proposition. Q.E.D.

This proposition says that to define Thom(F,OX), we can use the Dolbeault complex

of Thom(F, C∞X ) instead of Thom(F,DbX).

Proposition 10.6. There exist functorial morphisms in F,G ∈ Db
R−c(CX):

Thom(F,OX)
L
⊗OX

(
(F ⊗G)

w
⊗C∞X

)
→ G

w
⊗C∞X

Thom(F,OX)
L
⊗OX

(
(F ⊗G)

w
⊗OX

)
→ G

w
⊗OX .

Proof. It is enough to apply the functorRHomDX̄
(OX̄ , · ) to the morphism in Proposition

10.4. Q.E.D.

In the following theorem, (10.14) and (10.15) are due to J.E.Björk [Bj:Theorem 7.9.11].

We denote by Db
rh(DX) the full subcategory of Db(DX) consisting of objects with regular

holonomic DX -modules as cohomologies. We set Sol(M) = RHomDX
(M,OX). Then Sol

is a contravariant functor from Db
rh(DX) to Db

C−c(CX).
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Theorem 10.7. LetM ∈ Db
rh(DX) and F ∈ Db

R−c(CX). We have canonical isomorphisms

in Db(DX)

RHomOX
(M, F

w
⊗C∞X ) ≃

(
Sol(M)⊗ F

)w
⊗C∞X(10.12)

RHomOX
(M, F

w
⊗OX) ≃

(
Sol(M)⊗ F

)w
⊗OX(10.13)

and

M
L
⊗OX

Thom(F,DbX) ≃ Thom(Sol(M)⊗ F,DbX)(10.14)

M
L
⊗OX

Thom(F,OX) ≃ Thom(Sol(M)⊗ F,OX) .(10.15)

Proof. The isomorphisms (10.14) and (10.15) are proved in [Bj]. Let us prove the others

by duality. Set G = Sol(M). Then M = Thom(G,OX) by [Ka3]. By Proposition 10.6,

there exists a morphism M
L
⊗OX

(
(G⊗ F )

w
⊗C∞X

)
→ F

w
⊗C∞X . This gives

(G⊗ F )
w
⊗C∞X → RHomOX

(M, F
w
⊗C∞X ) .(10.16)

Let us prove that this is an isomorphism.

For any open subset U , RΓ(U ; (G⊗F )
w
⊗C∞X ) is the dual of RΓc(U ; Thom(G⊗F,Db∨X)).

If U is sufficiently small, there exists a bounded exact complex of OX -modules on U

0←−M←− O⊕I0X ←− O⊕I1X ←− · · · ,

where I0, I1, · · · are countable sets. Hence RΓ
(
U ;RHomOX

(M, F
w
⊗C∞X )

)
is the dual of

RΓc(U ;M
L
⊗OX

Thom(F,Db∨X)). Since (10.14) implies that

RΓc(U ; Thom(G⊗ F,Db∨X))← RΓc(U ;M
L
⊗OX

Thom(F,Db∨X))

is an isomorphism, we conclude by duality that

RΓ(U ; (G⊗ F )
w
⊗C∞X )→ RΓ

(
U ;RHomOX

(M, F
w
⊗C∞X )

)

is an isomorphism. This shows that (10.16) is an isomorphism. Thus we obtained (10.12).

To obtain (10.13), it is enough to apply the functor RHomDX̄
(OX̄ , · ) to (10.12). Q.E.D.
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10.4. Integral transformations Let us consider the following situation. Let X, Y and

S be complex manifolds, and let dX , dY and dS be their dimension. Let us consider a

diagram of morphisms of complex manifolds.

S
fւ ց

g

X Y .

Let M ∈ Db
q−good(DX), G ∈ Db

R−c(CY ) and L ∈ Db
rh(DS). Set L = Sol(L). We assume

that
{
f−1 supp(M) ∩ supp(L) is proper over Y ,

g−1 supp(G) ∩ supp(L) is proper over X.
(10.17)

We define

M ◦ L =g
!

(
f−1M

L
⊗OS

L
)

(10.18)

and

L ◦G =Rf!(L⊗ g
−1G) .(10.19)

Theorem 10.8. We have isomorphisms:

RΓ
(
X;RHomDX

(
M, (L ◦G)

w
⊗OX

))
[dS ](10.18)

≃ RΓ
(
Y ;RHomDY

(
M ◦ L, G

w
⊗OY

))
[dY ] ,

RΓc

(
X; Thom

(
L ◦G,ΩX

) L
⊗DX

M

)
[dX ](10.19)

≃ RΓc

(
Y ; Thom(G,ΩY )

L
⊗DY

(M ◦ L)
)
[dS ] .

and there are similar formulas by exchanging Γ and Γc.

Proof. Theorem 7.3 implies

RΓ
(
Y ;RHomDY

(
g
!
(f−1M⊗OS

L), G
w
⊗OY

))
[dY ]

≃ RΓ
(
S;RHomDS

(
f−1M⊗OS

L , g−1G
w
⊗OS

))
[dS ] .

We have

RHomDS
(f−1M

L
⊗OS

L , g−1G
w
⊗OS) ≃ RHomDS

(
f−1M , RHomOS

(L, g−1G
w
⊗OS)

)
.
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Theorem 10.7 implies

RHomOS
(L , g−1G

w
⊗OS) ≃ (L⊗ g−1G)

w
⊗OS .

Hence we obtain

RΓ
(
Y ;RHomDY

(
M ◦ L, G

w
⊗OY

))
[dY ]

≃ RΓ
(
S;RHomDS

(
f−1M , (L⊗ g−1G)

w
⊗OS

))
[dS ] .

We have by Theorem 7.2

RΓ
(
S;RHomDS

(
f−1M , (L⊗ g−1G)

w
⊗OS

))

≃ RΓ
(
X; RHomDX

(
M, Rf∗(L⊗ g

−1G)
w
⊗OX

))
.

Thus we obtain (10.18). The other isomorphism is similarly proved. Q.E,D.

Remark 10.9 By replacing ·
w
⊗OX and Thom( · ,OX) with · ⊗OX and RHom( · ,OX), the

similar formulas to those in Theorem 10.8 hold under conditions different from (10.17).

Instead of (10.17), assume that M ∈ Db
good(DX) and





f−1 supp(M) ∩ supp(L) is proper over Y ,

M is non characteristic with respect to f ,

Char (f−1M) ∩ Char(L) ⊂ T ∗SS.

(10.20)

Then we have

RΓc

(
X;RHomDX

(
M, (L ◦G)⊗OX

))
[dS ](10.21)

≃ RΓc

(
Y ;RHomDY

(
M ◦ L , G⊗OY

))
[dY ] ,

RΓ
(
X;RHom

(
L ◦G,ΩX

) L
⊗DX

M

)
[dX ](10.22)

≃ RΓ
(
Y ;RHom(G,ΩY )

L
⊗DY

(M ◦ L)
)
[dS ] .

In the case where L = OS (10.21–22) was obtained in [D’A-S1]. Such formulas have

nice applications (see e.g. [D’A-S 1,2]).
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Appendix. Almost free resolutions

A.1. General theory In this appendix, we shall show that a complex with coherent

cohomology groups has a resolution by “almost free” modules. In order to see this, we

first discuss the problem in a general setting.

Let us denote byAb the category of abelian groups. Let P be an additive category and

A an abelian category. We are given an additive functor L : P→ A, an additive bifunctor

H : Popp ×A→ Ab, and a morphism of bifunctors α
X,M

: H(X,M)→ HomA(L(X),M)

in X ∈ P and M ∈ A.

For X ∈ P and M ∈ A, we call an element ψ ∈ H(X,M) a morphism from X to

M and write ψ : X → M . Then we can consider the composition ψ ◦ f : Y → M for a

morphism f : Y → X in P and the composition u◦ψ : X → N for a morphism u :M → N .

In fact ψ◦f = H(L(f),M)(ψ) and u◦ψ = H(X,u)(ψ). We have (u◦ψ)◦f = u◦(ψ◦f). In

another word, P⊔A is a category. We have α(u◦ψ) = u◦α(ψ) and α(ψ◦f) = α(ψ)◦L(f).

For morphisms f : X → Y and g : Y → Z in P, we say that X
f
−→ Y

g
−→ Z is exact

if g ◦ f = 0 and L(X)
L(f)
−→ L(Y )

L(g)
−→ L(Z) is exact. Similarly for a morphism f : X → Y

in P and ϕ : Y → M with M ∈ A, we say that X
f
−→ Y

ϕ
−→ M is exact if ϕ ◦ f = 0

and L(X)
L(f)
−→ L(Y )

α(ϕ)
−→ M is exact. For a morphism f : X → Y in P, we say that X

is a cover of Y if L(X)
L(f)
−→ L(Y ) is an epimorphism. Similarly for X ∈ P, M ∈ A and

ϕ : X →M , we say that X is a cover of M if L(X)
α(ϕ)
−→ M is an epimorphism.

We assume that these data satisfy the following four axioms.

(A.1) For any X ∈ P, the functor H(X,M) is left exact in M ∈ A.

(A.2) For any morphism g : Y → Z in P, there exists a morphism f : X → Y in P such

that X
f
−→ Y

g
−→ Z is exact.

(A.3) For any epimorphism u :M → N in A, Y ∈ P and ψ ∈ H(Y,N), there exist a cover

g : X → Y of Y and ϕ ∈ H(X,M) such that ψ ◦ g = u ◦ ϕ.

(A.4) For any X,Y ∈ P and ψ ∈ H(X,L(Y )) there exist a cover f : X ′ → X of X and a

morphism g : X ′ → Y such that L(g) = α(ψ ◦ f) in HomA(L(X ′), L(Y )).

We say that an object M of A is P-coherent if M satisfies the following two condi-

tions.
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(A.5) There exists a cover f : X →M of M .

(A.6) For any Y → M in H(Y,M), there exists a morphism X → Y in P such that

X → Y →M is exact.

We shall denote by C the full subcategory of A consisting of P-coherent objects.

Proposition A.1. C is stable by kernels, cokernels and extensions.

Proof. Let 0 → K
u
−→ M

v
−→ N be an exact sequence in A and assume that M and

N are P-coherent. Let us show that K is P-coherent. Let us take a cover ψ : X → M

of M . Then there exists Y ∈ P and an exact sequence Y
g
−→ X → N . By (A.1) there

exists ϕ : Y → K such that u ◦ ϕ = ψ ◦ g. It is easy to see that α(ϕ) : L(Y ) → K is an

epimorphism. Therefore K satisfies (A.5).

Now X ∈ P and ϕ : X → K are given. Then there exists f : Y → X such that

Y → X →M is exact. Then by (A.1), ϕ ◦ f = 0 and L(Y )→ L(X)→ K is exact. Hence

K is in C.

To see that C is stable by taking the cokernel, it is enough to show that for an exact

sequence 0 → K
u
−→ M

v
−→ N → 0, if K and M are P-coherent, then N is P-coherent.

It is obvious that N satisfies the condition (A.5).

To see (A.6), let X ∈ P and ψ : X → N . Then by (A.3), there exists a cover f : Y → X

of X and ϕ : Y →M such that ψ ◦ f = v ◦ϕ. Let us take ξ : Z → K such that L(Z)→ K

is an epimorphism. Let us consider Z ⊕ Y → M given by ξ and ϕ. Then there exists

h :W → Z ⊕Y such that W → Z ⊕Y →M is exact. Then W → X → N is exact. Hence

N is P-coherent.

Finally let us show that C is stable by the extension. Let 0 → K
u
−→ M

v
−→ N → 0

be an exact sequence and assume that K and N are P-coherent. Let us show that M

satisfies (A.5). There exists a cover X → N of N . By (A.3), replacing X with its cover,

we may assume that X → N decomposes into X →M → N . Let us take a cover Z → K

of K. Then L(Z ⊕X)→M is an epimorphism. Hence M satisfies (A.5).

In order to see that M satisfies (A.6), let ϕ : X → M be an element of H(X,M). Let us

take Y → X such that Y → X
v◦ϕ
−→ N is exact. Then by (A.1), Y → M decomposes into
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Y → K → M . Let us take an exact sequence Z → Y → K. Then Z → X → M is exact.

Q.E.D.

The functor L : P→ A induces a functor K−(P)→ K−(A). Let us denote by N (P)

the full subcategory of K−(P) consisting of complexes X such that L(X) is exact. Then

we can easily see that N (P) is a null system (see [K-S:Definition 1.6.6]). We define D−(P)

the quotient of K−(P) by N (P). The category D−(P) is described as follows. We say

that a morphism f : X → Y in K−(P) is a quasi-isomorphism if Hn(L(X))→ Hn(L(Y ))

is an isomorphism for every n. The set of objects of D−(P) is the same as the one of

K−(P) and

HomD−(P)(X,Y ) = lim
−→

X′→X

HomK−(P)(X
′, Y )

= lim
−→

X′→X,Y→Y ′

HomK−(P)(X
′, Y ′)

= lim
−→

Y→Y ′

HomK−(P)(X,Y
′) .

Here X ′ → X and Y → Y ′ range over the sets of quasi-isomorphisms. Then L induces a

functor

L : D−(P)→ D−(A) .

Let us denote byD−coh(A) the full subcategory ofD−(A) consisting of the objects whose co-

homology groups are P-coherent. By the preceding proposition, D−coh(A) is a triangulated

category. Similarly, let us denote by D−coh(P) the full subcategory of D−(P) consisting of

objects X such that Hn(L(X)) is P-coherent for every n. Then it is also a triangulated

category and we have a functor

L : D−coh(P)→ D−coh(A) .

We shall show that it is an equivalence of categories. The following proposition says that

it is essentially surjective.
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Proposition A.2. Let M · be a complex in A. Assume that Hn(M ·) is P-coherent for

every n and Hn(M ·) = 0 for n>>0. Then there exists X · ∈ C−(P) and ψ : X · →M · such

that α(ψ) : L(X ·)→M · is a quasi-isomorphism.

Proof. Let us denote by Zn the kernel of d n
M : Mn → Mn+1 and by Bn the image of

dn−1M :Mn−1 →Mn. Assume that we have constructed a commutative diagram

Xn → Xn+1 → Xn+2 → · · ·
↓ ↓ ↓

· · · → Mn−1 → Mn → Mn+1 → Mn+2 → · · ·

such that Hk(X ·)→ Hk(M ·) is an isomorphism for k > n and an epimorphism for k = n.

Let us take an exact sequence W → Xn → Xn+1. Then W → Xn → Mn decomposes

into W → Zn → Mn. By the assumption W → Zn → Hn(X ·) is an epimorphism.

Since Hn(M ·) is P-coherent, there is an exact sequence Y → W → Hn(M ·). Then

Y → W → Zn decomposes into Y → Bn → Zn. By (A.3), replacing Y with its cover, we

may assume that Y → Bn factors through Y →Mn−1 → Bn.

Take a cover U → Hn−1(M ·) of Hn−1(M ·). By (A.3), replacing U with its cover,

we may assume that U → Hn−1(M ·) decomposes into U → Zn−1 → Hn−1(M ·). We

set Xn−1 = U ⊕ Y . We define dn−1X : Xn−1 → Xn by the zero morphism U → Xn

and Y → W → Xn on Y . Define ψn−1 : Xn−1 → Mn−1 by U → Zn−1 → Mn−1 and

Y → Mn−1. Then ψn ◦ dn−1X = dn−1M ◦ ψn−1. Furthermore, Hk(X ·) → Hk(M ·) is an

isomorphism for k = n and an epimorphism for k = n − 1. Thus the induction proceeds

and we can construct a desired complex X · and X · →M ·. Q.E.D.

Proposition A.3. Let Y ·, Z · ∈ C−(P). Let u : L(Y ·) → L(Z ·) be a morphism in

C−(A). Assume that the cohomology groups of L(Y ·) are P-coherent. Then there are

X · ∈ C−(P) and a quasi-isomorphism f : X · → Y · and g : X · → Z · such that L(g) =

u ◦ L(f) ∈ HomA(L(X ·), L(Z ·)).

Proposition A.4. Let g : Y · → Z · be a morphism in C−(P). Assume that the coho-

mology groups of L(Y ·) are P-coherent. If L(g) : L(Y ·) → L(Z ·) is homotopic to 0, then

there exists a quasi-isomorphism f : X · → Y · such that g ◦ f : X · → Z · is homotopic to 0.

We shall give the proof of these two propositions in §A.4.

Now we are ready to prove the following main result in this subsection.
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Theorem A.5. D−coh(P)→ D−coh(A) is an equivalence of triangulated categories.

Proof. We saw already that this functor is essentially surjective. Hence it is enough to

show that for any X ·,Y · ∈ C−(P),

Hom
D

−

coh
(P)(X

·, Y ·)→ Hom
D

−

coh
(A)

(
L(X ·), L(Y ·)

)

is bijective.

Injectivity. Let f : X · → Y · be a morphism in C−(P) such that L(f) vanishes as an

element of Hom
D

−

coh
(A)

(
L(X ·), L(Y ·)

)
. Then there exists a quasi-isomorphism u : M · →

L(X ·) in C−(A) such that the composition M ·
u
−→ L(X ·)

L(f)
−→ L(Y ·) is homotopic to

0. Then by Proposition A.2, we may assume that M · = L(Z ·) for some Z · ∈ C−(P).

Then by Proposition A.3, there exist a quasi-isomorphism g : W · → Z · and a morphism

h :W · → X · such that

L(h) = u ◦ L(g) : L(W ·)→ L(X ·) .

Then L(f ◦ h) = L(f) ◦ u ◦L(g) is homotopic to 0. Hence by Proposition A.4, there exists

a quasi-isomorphism U · → W · such that U · → W · → Y · is homotopic to 0. Since the

composition U · → W · → Y · is equal to U · → W · → X · → Y · and U · → W · → X · is a

quasi-isomorphism, f is 0 as an element of Hom
D

−

coh
(P)(X

·, Y ·).

Surjectivity. Let us consider a morphism L(X ·) → L(Y ·) in D−coh(A). Then there is a

quasi-isomorphism u : M · → L(X ·) and a morphism v : M · → L(Y ·) in C−(A) such

that v ◦ u−1 is the given morphism L(X ·)→ L(Y ·) in D−coh(A). There exist Z · ∈ C−(P)

and a quasi-isomorphism w : L(Z ·) → M ·. Then by using Proposition A.3, there is a

quasi-isomorphism f : W · → Z · together with morphisms g : W · → X · and h : W · → Y ·

such that L(g) = u ◦w ◦L(f) : L(W ·)→ L(X ·) and L(h) = v ◦w ◦L(f) : L(W ·)→ L(X ·).

Then g is a quasi-isomorphism and the morphism h ◦ g−1 : X · → Y · in D−coh(P) is sent to

v ◦ u−1 in D−coh(A). Q.E.D.

A.2. Almost free resolutions of coherent modules Let us apply the theory above

to the situation of coherent modules. Let X be a paracompact and locally compact space

and A a sheaf of rings on X (with 1 but not necessarily commutative) which is coherent as

a left A-module. Let us take a set S of relatively compact open subsets of X. We assume
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the following two conditions on S.

(A.7) For any x ∈ X, {U ∈ S;x ∈ U} is a neighborhood system of x.

(A.8) For U ,V ∈ S, U ∩ V is a finite union of open subsets belonging to S.

Let us take Mod(A) as A in the situation of the last subsection. We define P(A) as

follows. The set of objects of P(A) is the set of locally finite families of open subsets in S.

For two objects U = {Ui}i∈I and V = {Vj}j∈J of P(A), we define

HomP(A)(U,V) =
∏

i∈I

(
⊕

Ui⊂Vj

Γ(Ui;A)
)

=
{
(ai,j)i∈I,j∈J ; ai,j ∈ Γ(Ui;A) and ai,j = 0 unless Ui ⊂ Vj

}
.

Note that for any i ∈ I, {j ∈ J ;Ui ⊂ Vj} is a finite set. For W = {Wk}k∈K , we

define the composition c = (ci,k) ∈ HomP(A)(U,W) of a = (ai,j) ∈ HomP(A)(U,W) and

b = (bj,k) ∈ HomP(A)(V,W) by

ci,k =
∑

j

ai,j(bj,k
∣∣
Ui
) ∈ Γ(Ui;A) .

The sum ranges over the j ∈ J with Ui ⊂ Vj ⊂ Wk. It is easy to see that P(A) is an

additive category.

We define the functor LA : P(A)→ Mod(A) by

LA(U) = ⊕
i∈I
AUi

for U = {Ui}i∈I . We can easily see that it is well defined.

We define the bifunctor H : P(A)opp ×Mod(A)→ Ab by

H(U,M) =
∏

i∈I

Γ(Ui;M) .

We can easily see that it is a well-defined functor. We define

α
U,M

: H(U,M)→ HomA(LA(U),M)

by the restriction map
∏
i∈I

Γ(Ui;M)→
∏
i∈I

Γ(Ui;M) ∼= HomA(LA(U),M).
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Proposition A.6. The axioms (A.1)–(A.4) hold.

Proof. The axiom (A.1) is obvious.

In order to prove the other axioms, we shall prepare the following lemma.

Lemma A.7. Let K be a compact subset of X and W a neighborhood of K. Then for

any U ∈ S, there exists a finite family {Vj} of open subsets belonging to S such that

U ∩K ⊂ ∪jVj ⊂ U ∩W .

Proof. By (A.7) , there exists a finite family {Vj} of open sets in S such that

K ⊂ ∪jVj ⊂W .

Since U ∩ Vj is a union of finite subsets belonging to S by (A.8), we obtain the desired

result. Q.E.D.

Proof of (A.2) Let us take U = {Ui}i∈I and V = {Vj}j∈J and a morphism f = (ai,j) :

U → V. For any x ∈ X, set I(x) = {i ∈ I;x ∈ Ui}. Then there exists a neighborhood

W (x) of x such thatW (x)∩Ui = ∅ for any i ∈ I\I(x). By shrinkingW (x), we may assume

that ai,j extends to ãi,j ∈ Γ(Ui ∪W (x);A). Then for any subset G of I(x), ãi,j defines a

morphism A⊕G
∣∣
W (x)

→ A⊕J
∣∣
W (x)

. Since A is coherent, its kernel is finitely generated on

a neighborhood of x. Hence shrinking W (x) if necessary, we may assume that there are a

finite index set N(G, x) and an exact sequence

A⊕N(G,x)
∣∣
W (x)

hG−→ A⊕G
∣∣
W (x)

→ A⊕J
∣∣
W (x)

.

There exists a locally finite covering {Wk}k∈K of X such that Wk ∈ S and there exists xk

with Wk ⊂ W (xk). Write Wk

⋂
(
⋂

i∈G Ui) =
⋃

m∈C(k,G)W (k,G,m) for a finite index set

C(k,G) and W (k,G,m) ∈ S. We set

K ′ =
{
(k,G,m, n); k ∈ K,G ⊂ I(xk), m ∈ C(G, k), n ∈ N(G, xk)

}

and W (k,G,m, n) = W (k,G,m). Then W = {W (k,G,m, n)}(k,G,m,n)∈K′ is an object of

P(A). The morphism

hG : A⊕{n}
∣∣
W (xk)

→ A⊕N(G,xk)
∣∣
W (xk)

→ A⊕G
∣∣
W (xk)

→ A⊕{i}
∣∣
W (xk)

67



gives c(k,G,n),i ∈ Γ(W (k,G,m, n) ;A). This defines a morphism from W → U. By the

construction, it satisfies the desired conditions : W → U → V vanishes and LA(W) →

LA(U)→ LA(V) is exact.

Proof of (A.3) Let u : M → N be an epimorphism in Mod(A), U = {Ui}i∈I an object of

P(A) and ϕ : U → N an element of H(U, N). Set ϕ = (si)i∈I with si ∈ Γ(Ui;N). For

any x, we define I(x) ⊂ I as above and take an open neighborhood W (x) of x such that

W (x) ∩ Ui = ∅ for i 6∈ I(x). Shrinking W (x) again, there exists t(i,x) ∈ Γ(W (x);M) such

that u(t(i,x))
∣∣
W (x)∩Ui

= si
∣∣
W (x)∩Ui

. Then take a locally finite covering {Wk}k∈K of X such

that Wk ⊂ W (xk) for some xk and Wk ∈ S. Write Wk ∩ Ui =
⋃

n∈C(k,i)W (k, i, n) with a

finite index set C(k, i) and W (k, i, n) ∈ S. Then set K ′ = {(k, i, n); k ∈ K, i ∈ I(xk), n ∈

C(k, i)} and W = {W (k, i, n)}(k,i,n)∈K′ . Then t(i,xk) gives a morphism W → M and

a(k,i,n),i′ = δii′ ∈ Γ(W (k, i, n);A) defines a morphism W→ U. We can easily see that

W → U

↓ ↓
M → N

is commutative and LA(W)→ LA(U) is an epimorphism.

Proof of (A.4) Let us take objects U = {Ui}i∈I and V = {Vj}j∈J of P(A) and ϕ :

U → LA(V). We have H(U, LA(V)) =
∏

i Γ(Ui;⊕jAVj
) ≃

∏
i,j Γ(Ui;AVj

). Let ai,j ∈

Γ(Ui;AVj
) be the element corresponding to ϕ. Then supp(ai,j) is a compact subset of Vj .

Hence by Lemma A.7, there exists a finite family {Wi,j,n}n∈K(i,j) such that Wi,j,n ∈ S

and

Ui

⋂
supp(ai,j) ⊂

⋃

n∈K(i,j)

Wi,j,n ⊂ Ui

⋂
Vj .

By the same lemma, there is also a finite covering {W ′i,j,m}m∈K′(i,j) such that W ′i,j,m ∈ S

and

Ui\
( ⋃

n∈K(i,j)

Wi,j,n

)
⊂

⋃

m∈K′(i,j)

W ′i,j,m ⊂ Ui\ supp(ai,j) .

Set K = {(i, j, n);Ui∩Vj 6= ∅, n ∈ K(i, j)} and K ′ = {(i, j,m);Ui∩Vj 6= ∅, m ∈ K
′(i, j)}.

Set W = {Wi,j,n}(i,j,n)∈K and W
′ = {W ′i,j,m}(i,j,m)∈K′ . They are objects of P(A). Define

W→ U by b(i,j,n),i′ = δii′ ∈ Γ(Wi,j,n;A) and W→ V by c(i,j,n),j′ = δjj′ai,j ∈ Γ(Wi,j,n;A).

Define W
′ → U by b′(i,j,n),i′ = δii′ ∈ Γ(W ′i,j,n;A) and W

′ → V by 0. Then W ⊕W
′ → U

and W⊕W
′ → V satisfy the desired conditions. Q.E.D.
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Proposition A.8. An A-module M is coherent if and only if M is P(A)-coherent.

Proof. First let us show that a coherent A-module M is P(A)-coherent. The property

(A.5) for coherent sheaves is obvious. Let us show (A.6). The proof is similar to the

proof of (A.2). Let U = {Ui}i∈I be an object of P(A) and let ϕ : U → M be given by

si ∈ Γ(Ui;M). For x ∈ X, let us define I(x) as in the proof of (A.2) and a neighborhood

W (x) of x such that W (x) ∩ Ui = ∅ for i 6∈ I(x). We may assume that si is extended to

W (x) ∪ Ui. For G ⊂ I(x), let us take an exact sequence, by shrinking W (x) if necessary,

AN(G,x)
∣∣
W (x)

→ AG
∣∣
W (x)

→M
∣∣
W (x)

. As the rest of the arguments is similar to the proof

of (A.2), we shall omit it.

Let us show that a P(A)-coherent A-module M is coherent. Let us take U = (Ui)i∈I

and a cover ϕ = (si)i∈I : U→M . For any x inX, si ∈ Γ(Ui;M) extends to a neighborhood

W of x. Then LA(U)
∣∣
W
→ M

∣∣
W

decomposes as LA(U)
∣∣
W
→ A⊕N

∣∣
W
→ M

∣∣
W

for some

integer N . Hence M is locally finitely generated. We may assume further that W is in S.

Set W = {W}. Then we have W
⊕N → M , which is surjective on W . There is an exact

sequence V→W
⊕N →M . By a similar argument as above, the kernel of LA(W

⊕N )→M

is finitely generated on a neighborhood of x. Hence M is coherent. Q.E.D.

Let us denote by D−coh(A) the full subcategory of D−(A) consisting of objects with

coherent cohomology groups. Similarly, we denote by D−coh(P(A)) the full subcategory

of D−(P(A)) consisting of objects Y such that LA(Y ) has coherent cohomology groups.

Then Theorem A.5 implies the following theorem.

Theorem A.9. D−coh(P(A))→ D−coh(A) is an equivalence of triangulated categories.

Let us define the additive category P̃(A) by Ob(P̃(A)) =Ob(P(A)) and

Hom
P̃(A)(U,V) = HomA(L(U), L(V)).

Then P̃(A) is a full subcategory of Mod(A). We can define similarly D−coh(P̃(A)). The

following theorem is also easy to prove.
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Theorem A.10. D−coh(P̃(A))→ D−coh(A) is an equivalence of triangulated categories.

We call a complex M · of A-modules almost free if each component Mn is isomorphic

to ⊕iAUi
for a locally finite family {Ui} of relatively compact open subsets of X. Then

the above theorem says that any complex of A-modules with coherent cohomology groups

is quasi-isomorphic to an almost free complex.

A.3. R-constructible case Let X be a real analytic manifold of dimension dX . Let S

be a set of open subanalytic subsets of X. We assume that any relatively compact open

subanalytic subset is a finite union of open subsets in S. For example we can take as S the

set of open subanalytic subsets U of X such that (U, ∂U) is homeomorphic to (BdX , SdX )

( by the subanalytic triangulation theorem). Here BdX is the dX -dimensional ball and SdX

is its boundary. Let us take R-Cons(X) as A. We define the category P(X) as follows.

The set of objects of P(X) is the set of locally finite families of open subsets belonging to

S. For U = {Ui}i∈I ∈ P(X), we set

LC(U) = ⊕i∈ICUi

and set

HomP(X)(U,V) = Hom
(
L(U), L(V)

)

and

H(U, F ) = Hom(L(U), F )

for U,V ∈ P(X) and F ∈ R-Cons(X). Hence P(X) is a full subcategory of R-Cons(X).

Remark that any F ∈ R-Cons(X) has an epimorphism LC(U)→ F for some U ∈ P(X). By

this, we can easily check that (A.1)–(A.4) are satisfied. We see also that any R-constructible

sheaf is P(X)-coherent. Thus we obtain the following proposition.

Theorem A.11. D−(P(X)) → D−(R-Cons(X)) → Db
R−c(CX) are equivalences of cate-

gories.

Remark that we have

D′X(L(U)) ≃ ⊕i∈ICUi

for U = {Ui}i∈I ∈ P(X) such that every (Ui, ∂Ui) is homeomorphic to (BdX , SdX ).

A.4. Proof of Propositions A.3 and A.4 We shall remark first the following lemma.
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Lemma A.12. Let f, g : X → Y be morphisms in P. If L(f) = L(g), there exists a cover

h : X ′ → X such that f ◦ h = g ◦ f .

Proof. By (A.2), there exists an exact sequence

X ′
h
−→ X

f−g
−→ Y .

Then L(h) : L(X ′)→ L(X) is an epimorphism and f ◦ h = g ◦ h. Q.E.D.

Proof of Proposition A.3. We shall construct X · ∈ C−(P), a quasi-isomorphism f : X · →

Y ·, ϕ : X · → L(Y ·) and g : X · → Z · such that

L(g) = u ◦ L(f) : L(X ·)→ L(Z ·)(A.9)

and

L(f) = α(ϕ) : L(X ·)→ L(Y ·) .(A.10)

Assume that we are given

Xn → Xn+1 → · · ·
↓ fn ↓ fn+1

· · · → Y n−1 → Y n → Y n+1 → · · ·

Xn → Xn+1 → · · ·
↓ ϕn ↓ ϕn+1

· · · → L(Y n−1) → L(Y n) → L(Y n+1) → · · ·

and
Xn → Xn+1 → · · ·
↓ gn ↓ gn+1

· · · → Zn−1 → Zn → Zn+1 → · · ·

such that they satisfy (A.9) and (A.10). We assume further that Hk(L(X ·))→ Hk(L(Y ·))

is an isomorphism for k > n and an epimorphism for k = n. Let us take an exact

sequence U → Xn → Xn+1. Set Zn(L(Y ·)) = Ker
(
d n
L(Y ·) : L(Y n) → L(Y n+1)

)
and

Bn(L(Y ·)) = Im
(
dn−1L(Y ·) : L(Y n−1) → L(Y n)

)
. Then U → Xn ϕn

−→ L(Y n) decomposes

into U → Zn(L(Y ·)) → L(Y n). By the assumption, the composition U → Zn(L(Y ·)) →

Hn(L(Y ·)) is an epimorphism. Since Hn(L(Y ·)) is P-coherent, there is an exact sequence

V → U → Hn(L(Y ·)). Then V → U → Zn(L(Y ·)) decomposes into V → Bn(L(Y ·)) →
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Zn(L(Y ·)). Hence by replacing V with its cover, we may assume that V → Bn(L(Y ·))

decomposes into V
ξ
−→ L(Y n−1)→ Bn(L(Y ·)). By (A.4), by replacing V with its cover, we

may assume that there exists h : V → Y n−1 such that L(h) = α(ξ). We have L(dn−1Y ◦h) =

L(V → U → Xn → Y n) ∈ HomA(L(V ), L(Y n)). Hence by Lemma A.12, replacing V with

its cover, we may assume that
V → Xn

↓ h ↓ fn

Y n−1 → Y n

commutes. By the similar arguments, by replacing V with its cover, we may assume that

there exists b : V → Zn−1 such that L(b) = un−1 ◦ L(h) : L(V )→ L(Zn−1) and

V → Xn

↓ b ↓ gn

Zn−1 → Zn

commutes.

Since Hn−1(L(Y ·)) is P-coherent, there is a cover G→ Hn−1(L(Y ·)). By replacing G with

its cover we may assume that G→ Hn−1(L(Y ·)) decomposes into G
η
−→ Zn−1(L(Y ·))→

Hn−1(L(Y ·)). Then by the similar arguments as above we may assume that, after replacing

G with its cover, there exists G
g
−→ Y n−1 such that the composition G → Y n−1 → Y n

vanishes and L(G)
α(η)
−→ Zn−1 → L(Y n−1) coincides with L(g). Replacing again G with

its cover we may assume that there exists c : G → Zn−1 such that G
c
−→ Zn−1 → Zn

vanishes and L(c) = un−1 ◦ L(u) : L(G)→ L(Zn−1).

We set Xn−1 = G⊕V . Define fn−1 : Xn−1 → Y n−1 by g : G→ Y n−1 and h : V → Y n−1.

Define ϕn−1 : Xn−1 → L(Y n−1) by ξ : V → L(Y n−1) and G
η
−→ Zn−1(L(Y ·)) →

L(Y n−1). We define gn−1 : Xn−1 → Zn−1 by b : V → Zn−1 and c : G → Zn−1. Then

Hn(L(X ·)) → Hn(L(Y ·)) is an isomorphism and Hn−1(L(X ·)) → Hn−1(L(Y ·)) is an

epimorphism. Thus the induction proceeds.

Proof of Proposition A.4. The proof is similar to the above proof. Let sn : L(Y n) →

L(Zn−1) be a homotopy. We shall construct X ∈ C−(P) and a quasi-morphism f : X · →

Y ·, ϕ : X · → L(Y ·) and tn : Xn → Zn−1 such that

gn ◦ fn = dn−1Z ◦ tn + tn+1 ◦ dnX ,(A.11)

L(f) = α(ϕ) : L(X ·)→ L(Y ·) ,(A.12)

and
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L(tn) = sn ◦ L(fn) .(A.13)

Assume that we are given

Xn → Xn+1 → · · ·
↓ fn ↓ fn+1

· · · → Y n−1 → Y n → Y n+1 → · · · ,

Xn → Xn+1 → · · ·
↓ ϕn ↓ ϕn+1

· · · → L(Y n−1) → L(Y n) → L(Y n+1) → · · ·

and tk : Xk → Zk−1 (k ≥ n) satisfying the conditions (A.11)–(A.13). We assume further

that Hk(L(X ·)) → Hk(L(Y ·)) is an isomorphism for k > n and an epimorphism for

k = n. By the similar arguments with the above proof, we can construct a : V → Xn,

h : V → Y n−1, ξ : V → L(Y n−1) such that L(h) = α(ξ) : L(V ) → L(Y n−1), the

composition V → Xn → Xn+1 vanishes,

V
a
−→ Xn

↓ h ↓ fn

Y n−1 → Y n

commutes and the cohomology of L(V )→ L(Xn)→ L(Xn−1) is isomorphic to Hn(L(Y ·)).

By replacing V with its cover, we may assume that there exists t′ : V → Zn−2 such that

L(t′) = sn−1 ◦ L(h). We have L(gn−1 ◦ h − dn−2Z ◦ t′ − tn ◦ a) = L(gn−1 ◦ h) − L(dn−2Z ) ◦

sn−1 ◦L(h)− sn ◦L(fn) ◦L(a) = L(gn−1) ◦L(h)−L(dn−2Z ) ◦ sn−1 ◦L(h)− sn ◦L(dn−1Y ) ◦

L(h) = 0. Hence by Lemma A.12, by replacing V with its cover, we may assume that

gn−1 ◦ h− dn−2Z ◦ t′ − tn ◦ a = 0.

As in the above proof, we can construct g : G → Y n−1 and η : G → Zn−1(L(Y ·))

such that the composition G
η
−→ Zn−1(L(Y ·))→ Hn−1(L(Y ·)) is a cover of Hn−1(L(Y ·))

and L(G)
L(g)
−→ L(Y n−1) coincides with L(G)

α(η)
−→ Zn−1(L(Y ·)) → L(Y n−1). By replacing

G with its cover, we may assume that there is t′′ : G → Zn−2 such that L(t′′) : L(G) →

L(Zn−2) coincides with L(G)
L(g)
−→ L(Y n−1)

sn−1

−→ L(Zn−2). Set Xn−1 = V ⊕ G. Define

dn−1X : Xn−1 → Xn by a : V → Xn and zero on G. Define fn−1 : Xn−1 → Y n−1 by

h : V → Y n−1 and g : G → Y n−1. Define tn−1 : Xn−1 → Zn−2 by t′ : V → Zn−2 and

t′′ : G→ Zn−2. Then, Hn(L(X ·))→ Hn(L(Y ·)) is an isomorphism and Hn−1(L(X ·))→
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Hn−1(L(Y ·)) is an epimorphism. We have also gn−1 ◦ fn−1 = dn−2Z ◦ tn−1 + tn ◦ dn−1X ,

L(fn−1) = α(ϕn−1) and L(tn−1) = sn−1 ◦ L(fn−1). Hence the induction proceeds. This

completes the proof of Proposition A.4.
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