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#### Abstract

A new approach for optimal shape design based on a CAD－free framework for shape and unstructured mesh deformations，automatic differentiation for the gradient computation and mesh adaption by metric control is presented．The CAD－free framework is shown to be particularly convenient for optimization when the mesh connectivities and control space size are variable during optimization．Constrained optimization for transonic regime has been investigated．
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## 1 Introduction

Local mesh adaption by metric control is a powerful tool for getting mesh independent results at a reduced cost $[1,2,3]$ ．However，mesh adaption has never been used in opti－ mization procedure because it implies a change of the design space and mesh connectivities after each adaption and this is difficult to take into account．Moreover，these procedures are not differentiable at all．Therefore，optimization is usually performed on meshes with fixed connectivities and on a given control space（i．e．no control parameters are created during optimization）．However，as for direct problems，the need for adapted meshes is clear in design processes．

The aim of this paper is to show how to couple mesh adaption and shape optimization tools．Here，not only the mesh in the computational domain，but also the number and repartition of the control parameters over the shape will change during optimization． Therefore，general shape and unstructured mesh deformation tools are necessary．In particular，these tools have to be as much as possible CAD－free，in the sense that：the only geometrical entity available during optimization should be the mesh．Another reason which justifies this requirement is that CAD－based shape deformation tools are quite complicated to use and also difficult to take into account when evaluating the Jacobian． In［4］we showed that we can consider all the mesh points on the body（in both 2 and 3D）as control points as far as we preserve the initial local regularity of the shape during the design process．This makes possible and easy to consider all kind of shapes．
As we use a gradient method in our shape optimization，it is necessary to have a good evaluation of the Jacobian of the＇discrete＇cost function with respect of control
parameters. It is clear that if the number of control parameters is large, an adjoint method is necessary [5, 6]. But classical adjoint methods are often built in continuous level, after a linearization of the governing equations, and do not take into account for the inconsistencies of the numerical schemes (like numerical dissipation). In this work, we use automatic differentiation in reverse mode (AD) to produce the Jacobian of the discrete cost function. Hence, the non-consistencies of the numerical schemes are naturally taken into account in the Jacobian. Moreover, the cost of this evaluation is independent of the number of control parameters as in a classical adjoint method. Using this approach, we have studied $[4,7,8]$ the impact of using different gradients based on different numerical fluxes (Roe and Osher with and without a MUSCL type second order reconstruction $[14,17,15])$ used for the solution of the Euler equations, on the optimization procedure. We also showed that this approach does not suffer from a change in the nature of the equations (from parabolic to hyperbolic). Viscous turbulent configurations have also been considered by tacking into account of a $k-\varepsilon$ two-equation turbulence model [9] and special wall-laws (including pressure and convection effects $[11,10]$ ) in the Jacobian. We noticed that in an optimization procedure involving mesh deformation, wall-laws are more suitable than low-Reynolds modeling (i.e. solving the flow up to the wall) as this former approach requires much finer meshes for which conformal mesh deformation are hard to achieve. In particular, we showed that once the difficulties coming from the nonlinearities of the operators treated, it is easier to perform optimization for a turbulent flow configuration than for the corresponding inviscid flow (i.e. at the same Mach number).

As this work includes several tools, only a short description of each of them is given. The governing equations and the flow solver are described in section 2 . Section 3 is devoted to the shape and mesh deformation tools. A short description of our mesh adaption approach is given in section 4. Our adaptive optimization algorithm and related details including the Jacobian computation by AD in reverse mode are described in section 5 . Section 6 shows various results of adaptive shape optimization from transonic regime over airfoils.

## 2 Flow equations and solver

We denote by $J(x, U(x))$ the cost function we want to minimize under geometric and aerodynamic constraints. Here, $x$ indicates the geometrical description of a configuration and the flow pattern $(U(x))$ around this shape is the solution of the steady Euler system of fluid dynamics in conservation form:

$$
\begin{equation*}
\nabla \cdot(F(U))=0 \tag{1}
\end{equation*}
$$

where $U$ is the vector of conservative variables (i.e. $U=\left(\rho, \rho \vec{u}, \rho\left(C_{v} T+\frac{1}{2}|\vec{u}|^{2}\right)\right)^{t}$ ) and $F$ represents the advective operator. This system has 4 equations in 2 D and the system is closed using the equation of state $p=p(\rho, T)$. For seek of simplicity, we only consider the Euler equations but the extension is already available for viscous turbulent flows [4, 7 ].

The flow solver is based on a finite-volume-Galerkin approach on unstructured triangular meshes (tetrahedra in 3D). A Roe [14] approximate Riemann solver has been used together with MUSCL reconstruction and Van Albada limiters [15]. The time dependent
equation

$$
\frac{\partial U}{\partial t}+\nabla \cdot F(U)=0
$$

is marched in time to a steady state. Our time discretization is based on a 4 -stage RungeKutta scheme. Inflow and outflow boundary conditions are of characteristic type [16] and for outflow boundaries care has been taken to correctly treat subsonic configurations. More technical details can be found in [12, 13].

## 3 Shape and mesh deformation tools

We describe the set of tools needed for shape and mesh deformation from a variation of control parameters $\left(x_{c}\left(n_{c}\right)\right)$ :

$$
\delta x_{c} \rightarrow \delta x_{w} \rightarrow \delta x_{m}
$$

where $x_{w}\left(n_{w}\right)$ denotes the discretization points on the geometry and $x_{m}(N)$ the internal mesh nodes.

For 2D applications, control points are usually fitted by splines. Splines have two features:

1) They permit $n_{c} \ll n_{w}$.
2) They smooth the variations of control points when propagating to body discretization points.

But in this work, following the solution (through a local metric), the control space changes during optimization as points may be created or removed on the body. Therefore, the positions of the points have to be redefined after each adaption over the shape. Of course, this is possible in 2D but much more difficult in 3D. In all case, this increases the difficulty by introducing another layer in the adaptive optimization. Moreover, general 3D surface splines are quite complicated to handle, especially on unstructured meshes. To avoid 3D difficulties and reduce the dependencies between two adaptions, we introduce the following general framework for shape deformation in 2 and 3D:

1. All the nodes on the shape are control points (i.e. $n_{c}=n_{w}$ ).
2. To avoid oscillations, a smoothing operator is defined over the shape. This can be, for instance, a few 'local' Jacobi iterations to solve the following system:

$$
\begin{equation*}
(I-\varepsilon \Delta) \delta \tilde{x}_{w}=\delta x_{w} \tag{2}
\end{equation*}
$$

where $\delta \tilde{x}_{w}$ is the smoothed shape variation for the shape nodes and $\delta x_{w}$ is the variation given by the optimization tool. By 'local' we mean that if the predicted shape is locally smooth, it remains unchanged during this step.

In the past, we used this framework for optimal shape design in 2 and 3D [8, 7, 4, 29] for cases with fixed connectivity and control space. We showed that configurations involving several thousands of control points can be easily treated.

The importance of the smoothing step above can be understood by the following argument:

We want the variation $\delta x_{w} \in C^{1}(\Gamma)$, if $\Gamma$ designs a manifold of dimension $(n-1)$ in a domain $\Omega \in R^{n}$. From Sobolev inclusions, we know that $H^{n}(\Gamma) \subset C^{1}(\Gamma)$. It is easy to understand that the gradient method we use do not produce necessarily $C^{1}(\Gamma)$ variations
$\delta x_{w}$ and therefore we need to project them into $H^{n}(\Gamma)$ (an example of this is given in picture (1)). This means that the projected variations ( $\delta \tilde{x}_{w}$ ) is solution of an elliptic


Figure 1: Smoothed and unsmoothed shapes. We can see that the gradient jumps through shocks and also produces a non-smooth shape in leading edge regions. This is the result of the first iteration of the optimization. If we keep continue the shape becomes more and more irregular.
system of degree $n$. However, as we are using a $P^{1}$ discretization, a second order elliptic system is sufficient even in 3D because the edges of the geometry (like a trailing edge) are considered as being a geometrical constraint for the design. Therefore we project the variations ( $\delta x_{w}$ ) only into $H^{2}(\Gamma)$ even in 3D.

Once ( $\delta \tilde{x}_{w}$ ) known, we have to expand these variations overall the mesh. This is done by solving a volumic elasticity system which is also of the form of (2).

As these tools have to be differentiated, it is important to notice that both surfacic and volumic elliptic systems are solved using iterative schemes. This is a real difficulty for AD in reverse mode $[8,7,4,29]$ (see below).

## 4 Mesh Adaption by Metric Control

We give a brief description of our metric evaluation. The mesh generation technique is not described here. It is based on a Delaunay algorithm [22, 21].

The key idea is to modify the scalar product used in the mesh generator for distance, surface (or volume) evaluations. Hence, the Delaunay approach will generate equilateral elements in a new metric and not in the Euclidean one. This scalar product is based on the evaluation of the Hessian of the variables of the problem. Indeed, for a $P^{1}$ Lagrange discretization of a variable $u$, the interpolation error is bounded by:

$$
\begin{equation*}
\mathcal{E}=\left|u-\Pi_{h} u\right|_{0} \leq c h^{2}\left|D^{2} u\right|_{0} \tag{3}
\end{equation*}
$$

where $h$ is the element size, $\Pi_{h} u$ the $P^{1}$ interpolation of $u$ and $D^{2} u$ its Hessian matrix.

This matrix being symmetric, we have:

$$
\begin{aligned}
D^{2} u & =\left(\begin{array}{cc}
\partial^{2} u / \partial x^{2} & \partial^{2} u / \partial x \partial y \\
\partial^{2} u / \partial x \partial y & \partial^{2} u / \partial y^{2}
\end{array}\right) \\
& =\mathcal{R}\left(\begin{array}{cc}
\lambda_{1} & 0 \\
0 & \lambda_{2}
\end{array}\right) \mathcal{R}^{-1},
\end{aligned}
$$

where $R$ is the eigenvectors matrix of $D^{2} u$ and $\lambda_{i}$ its eigenvalues (always real). Using this information, we introduce the following metric tensor $\mathcal{M}$ :

$$
\mathcal{M}=\mathcal{R}\left(\begin{array}{cc}
\tilde{\lambda}_{1} & 0  \tag{4}\\
0 & \tilde{\lambda}_{2}
\end{array}\right) \mathcal{R}^{-1}
$$

where

$$
\tilde{\lambda}_{i}=\min \left(\max \left(\left|\lambda_{i}\right|, \frac{1}{h_{\max }^{2}}\right), \frac{1}{h_{\min }^{2}}\right),
$$

with $h_{\min }$ and $h_{\max }$ being the minimal and maximal edge lengths allowed in the mesh.
Now, if we generate, by a Delaunay procedure, an equilateral mesh with edges of length of 1 in the metric $\mathcal{M} /(c \mathcal{E})$, the interpolation error $\mathcal{E}$ is equi-distributed over the edges $a_{i}$ of the mesh. More precisely, we have

$$
\begin{equation*}
\frac{1}{c \mathcal{E}} a_{i}^{T} M a_{i}=1 \tag{5}
\end{equation*}
$$

We notice however that (3) leads to a global error while we would like to have a relative one. We therefore use the following metric definition which takes into account not only the dimension of the variables but also their magnitude:

$$
\begin{equation*}
\mathcal{M}=\frac{1}{c \mathcal{E}}\left|\frac{D^{2}\left(\Pi_{h} u\right)}{\max \left(\left|\Pi_{h} u_{h}\right|, \epsilon\right)}\right|_{0}, \tag{6}
\end{equation*}
$$

where we have introduced the local value of the variable in the norm. $\epsilon$ is a cut-off which defines the admitted difference of the order of magnitude between the larger and smaller scales we are looking for. Bellow $\epsilon$, the phenomena is supposed impossible to be captured by this grid and should therefore be modeled (as in turbulence modeling). This can also be seen as looking for a more precise estimation in regions where the variable is small. Another important consequence of this estimation is that it removes the dimensional problems when intersecting metrics coming from different quantities.

Extension to systems:
For systems of equations, the previous approach leads to a metric for each variable and we take the intersection of all these metrics. Indeed, a metric can be seen through its unit ball which becomes an ellipsoid in case of anisotropy (the unit ball of the Euclidean metric is a sphere). More precisely, for two metrics, we find an approximation of their intersection by the following procedure:
Let $\lambda_{i}^{j}$ and $v_{i}^{j}, i, j=1,2$ the eigen-values and eigen-vectors of $\mathcal{M}_{j}, j=1,2$. The intersection metric $(\hat{\mathcal{M}})$ is defined by

$$
\begin{equation*}
\hat{\mathcal{M}}=\frac{\hat{\mathcal{M}}_{1}+\hat{\mathcal{M}}_{2}}{2} \tag{7}
\end{equation*}
$$

where $\hat{\mathcal{M}}_{1}$ (resp. $\hat{\mathcal{M}}_{2}$ ) has the same eigen-vectors than $\mathcal{M}_{1}$, (resp. $\mathcal{M}_{2}$ ) but with eigen-values defined by:

$$
\begin{equation*}
\tilde{\lambda_{i}^{1}}=\max \left(\lambda_{i}^{1}, v_{i}^{1^{T}} \mathcal{M}_{2} v_{i}^{1}\right), \quad i=1,2 . \tag{8}
\end{equation*}
$$

The previous algorithm is easy to extend to the case of several variables. As we said, one advantage of (6) is to remove the problem of dimension when intersecting metrics coming from variables with different physical meaning and scale (for instance pressure, density and velocity).

Boundary layers and a priori discretization
The evaluation of the Hessian is done by the Green formula with Neumann boundary condition. This does not lead to a suitable mesh for boundary layers and situations where an a priori minimal discretization along the wall is required. Indeed, the position of the first layer of nodes can be quite irregular (this is important for viscous flows) and the discretization along the wall can become too coarse for a good control space definition.
Another important ingredient therefore, is a mixed Dirichlet-Neumann boundary condition for the metric on wall nodes. More precisely, the eigenvectors for these nodes are the normal and tangent unit vectors and the eigenvalues ( $\lambda_{\tau}, \lambda_{n}$ ) are given by:

$$
\lambda_{n}=\max \left(\frac{1}{h_{n}^{2}}, \lambda_{n}^{c}\right), \quad \lambda_{\tau}=\max \left(\frac{1}{h_{\tau}^{2}}, \lambda_{\tau}^{c}\right)
$$

where $h_{n}$ and $h_{\tau}$ are prescribed values to monitor the minimal mesh refinement along the wall in the normal and tangential directions and $\lambda_{n}^{c}$ and $\lambda_{\tau}^{c}$ are the computed values (coming from the Hessian). Along the wall the previous metric $\mathcal{M}(x)$ is therefore replaced by a new metric $\hat{\mathcal{M}}(x)$ :

$$
\hat{\mathcal{M}}(x)=T \Lambda T^{-1}
$$

where

$$
\Lambda=\operatorname{diag}\left(\lambda_{n}, \lambda_{\tau}\right) \quad \text { and } \quad T=(\vec{n}(x), \vec{\tau}(x)) .
$$

From a practical point of view, for viscous applications $h_{n}$ is small and function of the Reynolds number while for inviscid cases $h_{n}$ is taken large. This metric is slightly propagated through the flow by a smoothing operator.
In the past, we have applied these ingredients to inviscid and viscous laminar and turbulent flows involving shocks and boundary layers. Details on these techniques can be found in $[1,2,3,18]$.

## 5 Optimization problem

We consider the following minimization problem:

$$
\begin{gathered}
\min _{x_{c}} J\left(x_{c}, U\left(x_{c}\right)\right) \\
E\left(x_{c}, U\left(x_{c}\right)\right)=0, \quad g_{1}\left(x_{c}\right) \leq 0, \quad g_{2}\left(U\left(x_{c}\right)\right) \leq 0
\end{gathered}
$$

where $x_{c} \in R^{n_{c}}$ describe the control parameters, $U \in R^{N}$ the flow, $E \in R^{N}$ the state equation and $g_{1,2}$ direct ('geometrical', on $x_{c}$ ) and indirect (on $U\left(x_{c}\right)$, such as a given lift) constraints.

Indirect constraints on $U$ have been taken into account in the cost function by penalty. Geometrical constraints are of two types:

1. shape deformation is allowed between two limiting surfaces (curves in 2D),
2. the volume of the shape can only increase.

The first constraint has been taken into account by projection and the second constraint by penalty in the cost function.

### 5.1 The Gradient

As we said, in this approach all the nodes on the wall belong to the design space. This makes out of reach an evaluation of the Jacobian by finite difference for instance. Introducing the Lagrangian $L=J+p E$, by the optimality conditions we get:

$$
\begin{equation*}
\frac{\partial L}{\partial U}=\frac{\partial J}{\partial U}+p^{t} \frac{\partial E}{\partial U}=0 \tag{9}
\end{equation*}
$$

where to get $p$, we solve:

$$
\frac{\partial E^{t}}{\partial U} p=-\frac{\partial J^{t}}{\partial U}
$$

which has the cost of one flow solution. And after substitution we have:

$$
\frac{d J}{d x_{c}}=\frac{\partial L}{\partial x_{c}}=\frac{\partial J}{\partial x_{c}}+p^{t} \frac{\partial E}{\partial x_{c}}
$$

Here the cost is independent of $n_{c}$ but we still need to compute $\partial E / \partial x_{c}$. This can be easily done using AD in direct mode for instance [23]. In the present, to avoid developing a particular adjoint solver, we use AD in reverse mode.

### 5.2 AD in reverse mode

To get the Jacobian of the cost function with respect of control parameters, all the tools described in the previous sections have to be differentiated. But the systems involved are solved using iterative schemes. This is a real problem as the intermediate states have to be stored for the adjoint computation [7, 4].

We use Odyssée developed at INRIA [24, 25, 26]. In [27, 28, 29] the gradients obtained by Odyssée have been compared with those obtained using finite differences in similar contexts. In this approach, the lines of the programs describing the relations between the variation of the design variables and the cost function including the grid and the flow equations are considered as constraints. We associate to each of them a Lagrange multipliers ( $p$ ) and we construct an augmented Lagrangian ( $L$ ). The values of the Lagrange multipliers are obtained from the condition that the first variations of $L$ with respect to intermediate variables vanish. The solution can be always obtained simply by back substitution (hence the notion of reverse mode). Once the Lagrange multipliers are evaluated, the gradient of $L$ can be easily calculated. Technical details can be found in $[4,7,29]$.

### 5.2.1 Limitations and keys points

As we said, in reverse mode a dual variable is introduced at each new substitution in the program. This is a problem when the solver contains nested loops (for instance a time integration loop with inside loops over nodes, segments and elements). The limitation of the reverse mode comes therefore from the required memory for Lagrange multipliers and intermediate variables. More details about the limitations we encountered can be found in $[4,7,8,29,28]$. For a efficient use of AD in reverse mode in our optimization process, the following key-remarks are essential:

1. For steady flows, the adjoint is independent of the intermediate solutions obtained during time integration. Therefore, we only need to store one state if for a given shape the steady solution is known.
2. Use interprocedural differentiation [26] which consists of replacing what is inside nested loops by routines and differentiating these routines.
3. As we said, to compute the adjoint we always use the steady solution. Therefore, we need to know when the adjoint convergence is sufficient for the optimization to converge. Of course, we can integrate backward for a very long time but this will not be optimal. In fact, it is sufficient for the norm of the gradient of the discrete cost function to be strictly decreasing during optimization $[4,7]$ ( $n$ being the optimization iteration):

$$
\left|\nabla J_{h}^{n+1}\right|<\left|\nabla J_{h}^{n}\right| .
$$

In other words, when computing the adjoint, we have two different numbers of time step. One for the forward system (taken equal to one) and another for the adjoint system (very large) and we leave the reverse time integration loop once the above criteria is satisfied.

### 5.3 Adaptive optimization algorithm

The gradient is used in a gradient method to solve the optimization problem. Our minimization tool is quite simple. It is based on a gradient method with a fixed descent step. But more sophisticated methods can be used as far as they do not require the solution of large systems (proportional to $n_{c}$ ). Indeed, the number of nodes on the wall can be quite large, especially in 3D applications (several thousands in $[4,7]$ ). Moreover, as in this approach the number of control variables may vary during optimization due to mesh adaption, the optimization tool should not be sensible to this.

For seek of simplicity, the adaptive optimization algorithm is given with only one optimization after each adaption. But several iterations of optimization can be made on the same mesh. Indeed, we use of the following criteria to detect the time when adaption can be made:

$$
J_{i}^{n} \leq J_{0}^{n}-\epsilon h_{\max }^{2},
$$

where $n$ and $i$ denote respectively the adaption and the associated (on this level) optimization steps and $\epsilon$ is free. $h_{\max }$ is the maximum segment length allowed in the mesh and we known that all the segments in the mesh have the same length in the local metric M. Moreover, it is interesting to notice that $h_{\max }$ is usually chosen once for all. This criteria has to be seen as a sufficient (not necessary) condition for the optimization to converge.

Indeed, we use this criteria together with an a priori maximum number of optimization iterations allowed between two adaptions. A theoretical background for the optimization with a variable discretization and justifications for the previous criteria under more restrictive conditions are available in [30].

At step $i$ of adaption, we denote the mesh, the solution, the metric and the cost $J\left(x_{c i}, U\left(x_{c i}\right)\right)$ by $\mathcal{H}_{i}, \mathcal{S}_{i}, \mathcal{M}_{i}$ and $J\left(x_{i}\right)$.

## Algorithm

$$
\begin{gathered}
\mathcal{H}_{0}, \mathcal{S}_{0}, \text { given, } \\
\text { do } \quad i=0, . ., \text { iadapt }
\end{gathered}
$$

define the control space (wall nodes): $\mathcal{H}_{i} \rightarrow x_{i}$, compute the gradient : $\left(x_{i}, \mathcal{H}_{i}, \mathcal{S}_{i}\right) \rightarrow \frac{d J\left(x_{i}\right)}{d x_{i}}$,

$$
\tilde{x}_{i}=P_{i}\left(x_{i}-\lambda \frac{d J\left(x_{i}\right)}{d x_{i}}\right),
$$

deforme the mesh : $\left(\tilde{x}_{i}, \mathcal{H}_{i}\right) \rightarrow \tilde{\mathcal{H}}_{i}$,
update the solution over the deformed mesh : $\left(\tilde{\mathcal{H}}_{i}, \mathcal{S}_{i}\right) \rightarrow \tilde{\mathcal{S}}_{i}$,

$$
\text { compute the metric }:\left(\tilde{\mathcal{H}}_{i}, \tilde{\mathcal{S}}_{i}\right) \rightarrow \mathcal{M}_{i}
$$

generate the new mesh using this metric : $\left(\tilde{\mathcal{H}}_{i}, \mathcal{M}_{i}\right) \rightarrow \mathcal{H}_{i+1}$,
interpolate the previous solution over the new mesh : $\left(\tilde{\mathcal{H}}_{i}, \tilde{\mathcal{S}}_{i}, \mathcal{H}_{i+1}\right) \rightarrow \overline{\mathcal{S}}_{i+1}$, compute the new solution over this mesh : $\left(\mathcal{H}_{i+1}, \overline{\mathcal{S}}_{i+1}\right) \rightarrow \mathcal{S}_{i+1}$,
end do.

In the previous algorithm, $P_{i}$ is the projection operator which changes after each adaption as the control space changes and

$$
\frac{d J\left(x_{i}\right)}{d x_{i}}=\frac{\partial J}{\partial x_{i}}+\left(\frac{\partial J}{\partial U}\right)^{T}\left(\frac{\partial U}{\partial x_{i}}\right) .
$$

## 6 Results

In this section we present some results for constrained optimization problems at various Mach number. All these computations have been performed on a workstation making about 10 Megaflop with less than 64 Megabytes of memory in simple precision. These configurations, including mesh adaptions, gradient computations and flow solutions require less than 2 hours. Concerning memory requirements, due to the optimization described in the previous section, the reverse mode requires approximately 10 times more memory than the direct solver. An estimation of the memory required by the direct solver is given by $50 \times N$ words ( 1 word $=32$ or 64 bits depending on architectures), where $N$ is the number of nodes. This is more than what is necessary in a structured solver because that the data structures involved are much more complicated in an unstructured approach.

In the following examples, when global constraints are present, the different penalty coefficients in the cost function are initially chosen for the different quantities involved to have variations of the same order of magnitude. During optimization, they are reduced with the same ratio than the cost function.

The same drag reduction problem with constraints on the lift and the volume of the airfoil has been considered for three different airfoils at different Mach regimes. The cost function for all three cases is given by:

$$
J(x)=C_{d}+\alpha\left|C_{l}-C_{l}^{0}\right|+\beta \mid \text { Vol }- \text { Vol }_{0} \mid,
$$

where $C_{d}$ is the drag coefficient, $C_{l}$ and $C_{l}^{0}$ are the actual and initial lift coefficients and $V o l$ and $V o l_{0}$ the actual and initial airfoil volumes. Our aim is therefore to reduce the drag while the lift and the airfoil volume are kept unchanged. To be sure that the solutions are mesh-independent, a final computation has been done on the final shape until convergence.

The flow solver NSC2KE and the mesh generator BL2D are in free access under ftp://ftp.inria.fr/INRIA/Projects/Gamma/.

### 6.1 Drag reduction for a transonic flow

The initial airfoil is the NACA 0012. The design takes place at Mach number 0.754 and 2 degrees of incidence. The drag coefficient has been reduced by more than 10 percent while the lift and volume slightly increased.

## 7 Concluding Remarks

A new approach for optimal shape design on variable control spaces and on meshes with variable connectivities has been presented. The reverse mode of automatic differentiation has been used to produce the Jacobian of the discrete operators. In this approach, the mesh is part of the optimization procedure and function of the solution. This is an easy way to avoid mesh dependencies in the optimization as well as in the direct problem.
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