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Abstract

In this paper, we consider a generalizion on the Traveling Salesperson Problem,
called the Cluster Traveling Salesperson Problem (abbreviated CTSP). In CTSP,
we are given a graph $G=(V, E)$ and a partition of $V:V_{1},$ $\cdots,$

$V_{k}$ (the ‘clusters’);
the goal is to find an optimum (i.e. shortest) tour which visits at least one city
in each cluster. We will show that CTSP with triangle inequality is at least as
hard to approximate as Minimum Set Cover. We also give an algorithm that solves
$k$-CSTP in $O(2^{3k}\cdot|V|^{3})$ time, where $k$ denotes the number of clusters.

1 Introduction

The Traveling Salesperson Problem (for short TSP) is one of the most well studied
problems in Computer Science. It is well known that TSP is an $\mathrm{N}\mathrm{P}$-complete problem

and that there is no approximation algorithm with constant performance ratio. When

the triangle inequality holds, then TSP can be approximated with a performance ratio
3/2 with the well known algorithm of Christofides [2]. For the case that all distance are
either one or two, Papadimitriou and Yannakakis gave a 7/6 approximation algorithm
[9]. Recentry, Arora showed that there is a polynomial time approximation scheme for

Euclidean TSP [1].
In this paper, we consider a generalizion of TSP which is called the Cluster Traveling

Salesperson Problem (abbreviated CTSP): given a graph $G=(V, E)$ and a partition

of $V:V_{1},$ $\cdots,$
$V_{k}$ , into clusters, find an optimum (i.e. shortest) tour which visit at least

one city in each set $V_{i},$ $1\leq i\leq k$ . We will show that CTSP with triangle inequality is

at least as hard to approximate as Minimum Set Cover, and we give an algorithm that

solves $k$-CTSP in $O(2^{3k}\cdot|V|^{3})$ , where $k$ -CTSP denotes the problem with $k$ the number

of clusters. This shows that CTSP is fixed parameter tractable, when the number of

clusters is taken as parameter.

2 Definitions, notations, and problems

Let $G=(V,E, c)$ be an edge weighted and undirected graph, where $c$ is the edge

weight function. A sequence of vertices of $VW=(v_{1}, \cdots, v_{l})$ is a walk if $\{v_{i}, v_{i+1}\}\in E$
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for all $1\leq i\leq l-1$ . $P=(v_{1}, \cdots,v\iota)$ is a path if $P$ is a walk and $v_{i}\neq v_{j}$ for all
$1\leq i\neq j\leq l$ . $T=(v_{1}, \cdots,v_{l})$ is a tour if $T$ is a walk and $v_{1}=v_{l}$ . $C=(v_{1}, \cdots, v\iota)$

is a cycle if $(v_{1}, \cdots,v_{l-1})$ is a path and $v_{l}=v_{1},$ $v_{l}\neq v$: for $2\leq i<l$ . For any walk
$W=(v_{1}, \cdots,v_{l})$ (hence for any path and tour), the walk cost of $Wwc(W)$ is defined

by $\sum_{1\leq i\leq l1}C(-\{vi, vi+1\})$
. For any walk $W=(v_{1}, \cdots,v_{l})$ (hence for any path and tour),

$V(W)$ denotes
$\bigcup_{1\leq i\leq l}v_{i}$

. $\mathrm{N}$ is the set of nonnegative integers.

$\bullet$ CLUSTER TRAVELING SALESPERSON PROBLEM (CTSP)

INSTANCE: A undirected edge weighted complete graph $G=(V, E, c)$ , where

$c$ : $E\mapsto \mathrm{N}$ is an edge weight function, and a partition of $V$ :
$\{V_{1}, \cdots,V_{k}\}$ .

SOLUTION: A tour $T$ in $V$ such that $V(T)\cup V_{i}\neq\emptyset$ for each $1\leq i\leq k$ .

MEASURE: The walk cost of the tour.

We call this problem $k$-CTSP when the number of the partitions $k$ is fixed. We can

also distinguish the variant of CTSP, where we ask for a cycle instead of a tour. We

call this variant of the problem CTSP of cycle definition. To simplify discussions, we

will mainly discuss CTSP rather than CTSP of cycle definition.

$\bullet$ MINIMUM SET COVER (MSC)

INSTANCE: A finite nonempty collection $C=\{C_{1}, \cdots , C_{m}\}$ where $C_{i}\neq\emptyset,$ $C_{i}\neq$

$\bigcup_{1\leq i\leq m}C_{j}$
for $1\leq i\leq m$ .

SOLUTION: A subcollection $S=\{S_{1,s}\ldots, S\}\subseteq C$ , such that $\bigcup_{S_{i\in}}sS_{i}=$

$\bigcup_{C_{i}\in C}C_{i}$ .

MEASURE: The minimum cardinarity $|S|$ .

Definition 1 [3] An NP optimization problem $A$ is a four-tuple (I, $sol,$ $m$ , type) such

that

1. I is the set of the instances of $A$ and it is recognizable in polynomial time.

2. Given an instance $x$ of $I,$ $Sol(X)$ denotes the set of feasible solutions of $x.$ A poly-

nomial $p$ exists such that, for any $y\in Sol(X),$ $|y|\leq p(|x|)$ . Moreover, for any $x$ and

for any $y$ with $|y|\leq p(|x|)$ , it is decidable in polynomial time whether $y\in Sol(X)$ .

3. Given an instance $x$ and a feasible solution $y$ of $x,$ $m(x,y)$ denotes the positive

integer measure of $y$ (oflen also called the value of $y$). The function $m$ is computable

in polynomial time and is also called the objective function.

4. $type \in\{\max, \min\}$ .
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The opt denotes the function mapping an instace $x$ to the measure of an optimum
solution. Given an instance $x$ and a feasible solution $y$ of $x$ , we define the performance
ratio of $y$ with $re\mathit{8}pect$ to $x$ as

$R(x, y)= \max\{\frac{m(x,y)}{\mathrm{o}\mathrm{p}\mathrm{t}(_{X)}},$ $\frac{\mathrm{o}\mathrm{p}\mathrm{t}(_{X)}}{m(x,y)}\}$ .

Definition 2 [3] Let $A$ and $B$ be two $NPO$ problems. $A$ is said to be $\mathrm{E}$-reducible to
$B$ , (denoted by $A\leq_{E}B$), if two $function\mathit{8}f$ and $g$ and a positive constant $\alpha$ exist such
that:

1. For any $x\in I_{Af}f(x)\in I_{B}$ is computable in polynomial time.

2. For any $x\in I_{A}$ and for any $y\in sol_{B}(f(x)),$ $g(x, y)\in sol_{A}(x)$ is polynomial time.

3. For any $x\in I_{A}$ and for any $y\in sol_{B}(f(x)),$ $RA(x,g(x, y))\leq 1+\alpha(R_{B(f}(X), y)-1)$ .

The triple $(f,g, \alpha)$ is said to be an $\mathrm{E}$-reduction from $A$ to $B$ .

3 Nearest Neighbor Algorithm for CTSP

There exist many heuristics for the standard TSP problem, that perform quite well
in practice. One well known heuristic is the Nearest Neighbor algorithm. Assuming
that the triangle inequality and symmetry hold, the performance ratio of this heuristic
$\mathrm{i}_{\mathrm{S}\mathrm{t}}O(\log n)[10]$ . It has the following form:

1. Start a path with choosing an arbitary vertex.

2. Suppose $w$ was the last vertex added to the path. Find the vertex $v$ that is closest
to $w$ among all vertices not yet on the path. Add $v$ to the path with the edge
$\{v, w\}$ .

3. When all nodes have been added to the path, add an edge connecting the starting
node and the last node added.

We can extend the Nearest Neighbor algorithm to work as a heuristic for CTSP with
triangle inequality in the following way. Let $g$ : $V\vdash+I$ be the function such that
$g(v)=i$ iff $v\in V_{i}$ . A cluster $V_{i}$ is visited in a tour $T$ if $V(T)\cap V_{i}\neq\emptyset$ otherwise $V_{i}$

is unvisited. The Nearest neighbor algorithm for CTSP with triangle inequality is as
follows:

Procedure Nearest neighbor algorithm for CTSP with triangle inequality

input: an edge weighted complete graph $G=(V, E, c)$ and a partition of $V:\{V_{1}, \cdots, V_{k}\}$ .
output: a tour
1: for each $v\in V$ do
2: $TOUR_{v}:=(v)$ ;
3: while there exists unvisited cluster in $TOUR_{v}$ do
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4: select a nearest vertex $u$ to the last vertex in $TOUR_{v}$

so that $u$ is in an unvisited cluster in $TOUR_{v}$ ;
5: add $u$ at the end of $TOUR_{v}$ ;
6: od
7: add $v$ at the end of $TOUR_{v}$ ;
8: od
9: output minimum cost $TOUR_{v}$ over all $v\in V$ ;
10: end.

Unfortunately, there are cases where the Nearest Neighbor algorithm for CTSP
gives a very bad performance. Consider the output of the nearest neighbor algorithm
for the following graph: $G=(V, E, c):V=\{u_{1}, \cdots, u_{m}\}\cup\{v1, \cdots, v_{m}\}\cup\{w1, \cdots, wm\}\cup$

$\{x_{1}, \cdots,x_{m}\},$ $E=\{\{y,z\}|y\neq z\in V\}$ , and $c(v_{i}, vj)=c(w_{i}, wj)=1,$ $c(u_{i}, uj)=$

$c(x_{i}, X_{j})=D$ , for $1\leq i\neq j\leq m,$ $c(u_{i},vj)=c(w_{i}, x_{j})=D+1,$ $c(v_{i}, w_{j})=c(u_{i}, x_{j})=$

$c(v_{i}, x_{j})=c(u_{i},wj)=D+2$ for $1\leq i,j\leq m$ . The partition is $\{V_{1}=\{v_{1},X_{1}\},$ $\cdots,$ $V_{2m}=$

$\{u_{m}, w_{m}\}\}$ (see Fig. 1). Obviously, the triangle inequality is satisfied. The cost of
the output of the Nearest Neighbor algorithm is $(m+1)(D+1)$ : a tour of the form
( $v_{1},$ $v_{2},$ $\cdots,$ $v_{m},$ $u1,$ $u2,$ $\cdots,$ um’ $v1$ ) will be given by the algorithm: However the optimum
value is $2(m+D+1)$ : consider a tour of the form $(v_{1},v_{2}, \cdots,v_{m},w_{1}, w2, \cdots, wm’ v1)$ .

$m+1$ $|V|$

If we take $D+1=m$ , then the performace ratio is $\overline{4}>\overline{16}$ .

$\mathrm{H}1$ : An example for which the Nearest Neighbor algorithm has bad performance ratio.

4 Hardness of approximating CTSP

In this section we will show that CTSP is at least as hard to approximate as MSC.
It is well known that MSC cannot be approximated with ratio $c\log n$ for any $c<1/4$

unless NP is contained in DTIME$(n^{\mathrm{p}_{0}}\mathrm{y}\mathrm{l}\mathrm{o}n)1\mathrm{g}[8]$ . Hence, under that assumption, there

is no approximation algorithm for CTSP which has a constant performance ratio. The
technique we use in the next theorem is essentially the same one as used in [7].

Theorem 4.1 MINIMUM SET COVER $\leq_{E}$ CLUSTER TRAVELING SALESPERSON PROB-
$\mathrm{L}\mathrm{B}\mathrm{M}$ WITH TRIANGLE INEQUALITY.
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Proof. Let $C=\{C_{1}, \cdots,C_{m}\}$ be an instance for MSC. We will construct a complete
graph $G$ from the instance $C$ such that $G$ satisfies the triangle inequality and that the
optimum value of CTSP for $G$ equals the optimum value of MSC for C.

The construction of $G=(V, E, c)$ is as follows: $V=\{(e, i)|e\in C_{i},$ $1\leq i\leq$

$m\},$ $E=$ { $\{(e,i),$ $(e’,i’)\}|(e,$ $i),$ $(e’,$ $i’)\in V,e\neq e’$ or $i\neq i’$ }, $c(\{(e, i), (e’, i)\})=0$ for
$1\leq i\leq m$ and $c(\{(e, i), (e’,i’)\})=1$ for $1\leq i\neq i’\leq m$ . The partition of $V$ is
$\{V_{e}=\{(e, i)|1\leq i\leq m\}|e\in\bigcup_{1\leq i\leq mi}C\}$ . See Fig. 2.

It is easy to see that $G$ satisfies the triangle inequality and that the optimum value
of CTSP for $G$ is exactly equal to the optimum value of MSC for $C$ .

Let $f$ be the function that maps the instance $C$ to the graph $G$ as defined above.
Let $g$ be the function mapping a feasible solution $tour\in sol(c)$ to a feasible solution
$g(C,tour)\in sol(c)$ in the following way: Let ( $(e_{1,}$ i), $(e_{2},i_{2}),$ $\cdots,$

$(e_{l},i\iota),$ $(e_{1},$ $i_{1})$ ) be the
tour. Then, the corresponding solution $g$ ( $C$ , tour) is $\{S_{i_{j}}|1\leq j\leq l\}$ . Without loss of
generality, we can assume that $m$($C,g$( $C$ , tour)) $=m$( $G$ , tour).

$C_{1}=\{a, b, c,f\}$ $C_{3}=\{b. g, h \}$ $C_{5}=\{b, d, g \}$

$C_{2}=\{a, c,f\}$ $C_{4^{=}}\{c, d, e,f\}$

$\tau\backslash 2$ : An example for the construction.

From construction of $G$ , we have opt $(C)=\mathrm{o}\mathrm{p}\mathrm{t}(G)$ . Thus, we have

$\frac{m(C,g(c,t_{\mathit{0}}ur))}{\mathrm{o}\mathrm{p}\mathrm{t}(C)}$ $=$ $\frac{m(G,tour)}{\mathrm{o}\mathrm{p}\mathrm{t}(G)}$

$R_{MsC}$ ($C,g$ ($c$ , tour)) $=$ $1+1(R_{CT}SP(f(c), tour)-1)$ .

Thus we have $\mathrm{E}$-reduction $(f,g, 1)$ from MSC to CTSP. $\square$
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5 $k$-CTSP is Fixed Parameter Tractable

Let $k$ be a fixed integer and $G$ be an edge weighted complete graph of size $n$ with
triangle inequality. It is straightforward to solve $k$-CTSP on graphs with $n$ vertices
in $O(n^{k}\cross k!)$ time. However, because the exponent depends on $k$ , such an algorithm
would not show that the problem is fixed parameter tractable, i.e., is in FPT. In this
section, we show that $k$-CTSP is fixed parameter tractable by giving an algorithm that
uses $O(2^{3k}\cdot n)3$ time. (Recall that the parameter $k$ denotes the number of clusters.) In
this section, we will show FTP algorithm for k-CTSP.

Let us consider first the situation that we have an oracle that tell us an op-
timum order in which we should visit the clusters, for a $k$-CTSP with trian-
gle inequality. In this situation, we can compute an optimum tour from the op-
timum order of clusters in the following way: Let $G=$ (V, \’E) be the input
graph and $(i_{1}, \cdots, i_{k})$ be the order. We construct a new graph $G’=$ (V’, $E’$)

so that $V’$ $=$ $V\cup V_{i_{1}}^{\mathrm{C}\circ}py$ where $V_{i_{1}}^{c}opy$ is a copy of $V_{i_{1}}$ and $E’$ $=$ $\{\{p, q\}$ $\in$

$E|$ there exists some $j,$ $1\leq j<k$ so that $p\in V_{i_{j}}$ and $q\in V_{l}j+1$ } $\cup\{\{p,q’\}|p\in$

$V_{i_{k}}$ , the vertex $q’\in V_{i_{1}}^{\mathrm{c}opy}$ is corresponding to vertex $q\in V_{i_{1}}$

.
so that $\{p, q\}\in E\}$ . See

Fig. 3.

$V_{3}$ $V_{1}$ $V_{2}$ A copy of $V_{3}$

The graph $G$ The new graph $G$
’ for order (3,1,2)

$\mathrm{H}3$ : The graphs $G$ and $G’$ .

For each vertex $v\in V_{i_{1}}$ , we denote the corresponding vertex of $V_{i_{1}}^{copy}$ by $v’$ . For

each vertex $v\in V_{i_{1}}$ , we compute a shortest path in $G’$ , say $S(v, v’)$ , between $v$ and $v’$ .
Now, choose the shortest path $S_{\min}(v, v’)$ with minimum cost over all $v\in V_{i_{1}}$ . From

the triangle inequality, it follows that $S_{\min}(v, v’)$ is corresponding to a minimum cost

tour in $G$ for $k$-CTSP in which all clusters are visited.
The computation of $S_{\min}(v,v’)$ for all $v\in V_{i_{1}}$ can be done in $O(|V’|^{3})=O(|V|^{3})$

time using an all pairs shortest path algorithm [4]. Since there are $k!$ possible orders

for the clusters, $k$-CTSP with triangle inequality can be solved in $O(k!|V|3)$ time. We

also have the following result.

Theorem 5.1 There $exi_{\mathit{8}}t_{S}$ an $O(2^{3k}\cdot n)3$ time algorithm that solves the k-Cluster

Traveling Salseperson Problem, where $n$ is the number of vertices in the input
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graph.

Proof. Let $G=(V, E, c)$ be an edge weighted complete graph and $V_{1},$ $\cdots,V_{k}$ be a
partition of $V,$ $I=\{1,2, \cdots, k\}$ and $g:V\mapsto I$ such that $g(v)=i$ iff $v\in V_{i}$ .

First, we will construct an edge weighted directed graph $G’=(V’, E’, c)$’ from $G$ :

$V’=$ { $(C,$ $u)|C$ is a nonempty subset of $I,$ $u\in V$ },
$E’=$ $\{((C, u), (D, v))|(C, u), (D, v)\in V’, D=C\cup\{g(v)\}, \{u, v\}\in E\}$, and

$c’(((c, u),$ $(D, v)))=c(\{u, v\})$ .

$((j/.a)$

$((l,2,\mathit{3}),a)$

The graph $G$ The graph $G$
’

$\mathrm{H}4$ : The graphs $G$ and $G’$ .

For each $v\in V$ , we compute a shortest path between $(\{g(v)\},v)$ and (I, $v$ ), and

we denote the shortest path by $SP_{v}$ . (Notice that $u_{1}=r=u_{t}$). Let $SP_{\min}=$

$((\{g(u_{1})\}, u_{1}), \cdots, (I, u_{l}))$ be a minimum cost $SP_{v}$ . Then it is clear that $(u_{1}, \cdots, u_{l})$ is

a minimum cost tour in $G$ such that for all $1\leq i\leq k,$ $(u_{1}, \cdots,’ u_{l})$ visits a city in $V_{i}$ .
The size of graph $G’$ , i.e. $|V’|$ , is at most $2^{k}\cross|V|$ . Thus, the construction of $G’$

can be done in $O((2^{k}\cross|V|)^{2})=O(2^{2k}\cdot|V|^{2})$ time. The computation of $SP_{\min}$ can be

obtained in $O((2^{k}\cdot|V|)^{3})=O(2^{3k}\cdot|V|^{3})$ time using for all pairs shortest path algorithm.
Therefore, one can solve $k$-CTSP in $O(2^{3k}, |V|^{3})$ time. $\square$

For CTSP of cycle definition, the method used in Theorem 5.1 does not give a cor-
rect answer: the shortest path in $G’$ does not necessarily correspond to a cycle in $G$ .
However, if we consider CTSP of cycle definition with the triangle inequality, however,

then the method of Theorem 5.1 can be used, as any tour can be transformed to a cycle

of shorter or equal length that visits the same set of clusters.

6 Open Problems

The following open problems are interesting for further studies.
1. Is there an approximation algorithm for CTSP with performance ratio $O(\log n)$

( $n$ the size of the input graph)?
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2. Consider the Cluster Traveling Salesperson Problem with edge costs 1 or 2 (for
short $CTSP_{1,2}$ . It is clear that this problem has an approximation algorithm with ratio
2. How close can we bring the performance ratio of $CTSP_{1,2}$ near to 1?
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