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Abstract

Quantum computers and their algorithm are now widely studied. We consider the prob-
lem of making a superposition with an arbitrarily specified amplitudes. By modifying
Grover’s quantum search algorithm, we show that this can be done in time O(N ) with
two simple operations, one is the Walsh-Hadamard transformation of N x N-matrices where
N = 2%, the other is phase rotation of a state. If we see this problem in the classical
computation model, it corresponds to the problem of making a sample with an arbitrarily
specified distribution, where its time complexity is (V). By making a measurement on the
result of our algorithm, it is possible to obtain a sample according to an arbitrarily specified
probability distribution in O(v/N) time.

1 Introduction

In recent years, a significant progress has been made in the theory of quantum computation.
For some particular problems including factoring integers and computing discrete logarithms,
polynomial time algorithms on quantum computation are proposed [10]. These algorithms are
exponentially faster than those known on classical computation. It is also known that, for
finding an entry of target value in a database, there are quantum algorithms quadratic faster
than classical ones [6].

We consider the problem of making a superposition with an arbitrarily specified amplitudes.
This can suggests the elements or primitives for making quantum algorithms. If we see this
problem in the classical computation model, it corresponds to the problem of making a sample
with an arbitrarily specified distribution. Sampling is a basic technique of making probabilis-
tic algorithms including primality testing [9] or approximating the permanent [2]. For some
applications, uniform sampling is enough, but for some applications, sampling according to a
specified (non-uniform) probability distribution is required. Classically, it is not possible to
sample precisely according to an arbitrary probability distribution in fewer than Q(N) time,
where N is the number of elements. It is easily seen that we will need to examine at least half
of the points, since, if we leave out half of the points, we could be missing a point with high
probability. Recently, computational perspective on sampling is also considered [5].

Independently, sampling through quantum computing was proposed by Grover [8]. Our
purpose is the same as his, and he gave his algorithm with generalized analysis in his paper.
However, our method is totally different from his. We employ original Grover’s transformations
for database search, and propose a simpler algorithm (see also [7]). In fact, all of our operations
are the Walsh-Hadamard transformations and phase rotations for N x N-matrices where N = 27,
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2 Problem

In this section, we formalize our problem. Let N be the size of input, and let a system have N
states which are labelled sy,...,sy. If N =2" (n = 1,2,...), then each s; can be represented
by n-bit strings. We specify the target arbitrary amplitude, a complex number, for each state
s; as input. The problem is to make a superposition described by input.

3 Algorithm

In this section, we suggest our algorithm. Before going into the main part of the algorithm, we
need some initialization. The algorithm first splits each state into two, and makes a uniform
distribution for these states.

1. To make the Walsh-Hadamard transformations easy, we normalize the size of input such
that N = 2" (n = 1,2,...). If N # 2" then we can add dummy entries until we have
N = 2". The target amplitudes for dummy entries are 0. Notice that these NV states are
represented as n bit strings.

2. We denote the state of the system by (s;, b), where s; is a n-bit vector corresponded to the
state and b is single additional bit used for the algorithm. Including an additional qubit,
initialize the state so that all n + 1 qubits are 0.

3. We set the target amplitudes for (s;,b), b = 1,2, to be % X |(the initial target amplitude
for s;)].

4. Initialize the system (including a single qubit) to the distribution:

1 1 1
V2N VN’ \/2N)’

i.e., there is the same amplitude in each of the 2N state. This distribution can be obtained
in O(log N) time by standard techniques using the Walsh-Hadamard transformations (see

[6])-

5. Let S; is a set of states whose target amplitudes are the same value A. We denote this as
f(Si) = A. Let S be the set of all S;’s.

(

The main part of our algorithm is as follows. The algorithm now repeats Grover’s origi-
nal quantum search algorithms for making the amplitudes of target states bigger, with phase
rotations for making establised states escaped

e Repeat the following until S is empty.
1. Choose Sj such that f(Sx) = maxg,es|f(Si)|-

2. Repeat the following in the predetermined number of times described in the following
section, until the amplitudes of the states in Sy reach their target values.

(a) Rotate the phase of each state in Sy by 7. Leave the other states as they are.

(b) Let B be the average of all the amplitude of the states in S. Rotate the phase of
each state (s;,0) not in S by cos™! 2. Rotate the phase of each state 83, 1
[(s4,0)]

. -1_B
not in S by — cos OB
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Figure 1: Algorithm

(c) Apply the diffusion transform D which is defined by the matrix D as follows:
2

D;; = N if i#j,
2
D;i=—-1+ N
(d) Rotate the phase of each state (s;,0) not in S by cos™! T(s%o)[' Rotate the phase
of each state (s;,1) not in S by — cos™! I(Sfl)l' '

3. S — S\ Sk

After running the main part of the algorithm, we apply the Walsh-Hadamard transformation
to an additional bit b in (s;,b) to get only (s;,0)’s. Finally, rotate each phase of the state (s;, 0)
as described by input to get the final result. If we measure this state, it is possible to obtain a
sample according to an arbitrarily specified probability distribution. The picture of the algorithm
is shown in Figure 1. '

4 Analysis

First, we estimate the number of repetition of 2 of the main part of the algorithm. This can
be determined by function appeared in [1]. In general case, with amortized analysis, the total
number of repetition is O(vV N). ’
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Next, we see the diffusion transform D in (c) in the main part of the algorithm. As described
in [6], D can be implemented as D = WRW, where R is a rotation matrix and W is the Walsh-
Hadamard transform matrix. The rotation matrix R is defined as follows:

Ry =0 if i#j
R()():l and Rii———-—-l if i;éO.

The Walsh—-Hadamard transform matrix W is defined as follows:
Wij = 273(~1)"9,

where j is the binary representation of 4, and 7 - j denotes the bitwise dot product of the two
binary strings 7 and j.

It should be noticed that we only use the two types of operations, the Walsh-Hadamard
transformations and phase rotations for N x N-matrices where N = 2". The Walsh-Hadamard
transformation for N x N-matrices where N = 2" is very simple by using 2 X 2-matrix corre-
sponding to the following operations:

0y —> %um + 1),

1
1) — —(|0) — [1)).
1) ﬂ(l ) —11))
The simple way of the Walsh-Hadamard transformation of N x N-matrices where N # 2" is
not known (see also [4] for approximate Fourier transforms).

5 Concluding remarks

Independently, sampling through quantum computing was proposed by Grover [8]. Our purpose
is the same as his, and he gave his algorithm with generalized analysis in his paper. However,
our method is totally different from his.

We employ original Grover’s transformations for database search, and propose a simpler
algorithm (see also [7]). In fact, all of our operations are the Walsh-Hadamard transformations
and phase rotations for N x N-matrices where N = 2". This also has an advantage if we make
experiments for the algorithms, since Grover’s quantum search algorithm is one of the cases
widely studied.

A disadvantage of our algorithm is that the phase rotations are quite complicated. However,
this does not seem to be avoided if we employ original Grover’s operations.

It is known that original Grover’s search algorithm does not work well when the number of
target entries are more than N/4. Chi and Kim (3] fix this situation by modifying the operations
of the Walsh-Hadamard transforms as well as phase rotations. We can also fix this situation
by applying our technique described above with the original Walsh-Hadamard transforms and
rotations of 7 radian, combined with hash functions.
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