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## 1 Introduction

From the end of the 1990＇s，discrete integrable equations have been appearing in many fields， e．g．，algorithms and traffic flow［17，18，19，20， 34］．Discrete integrable systems are expected to be applied to engineering．

Forecasting is important in engineering．The making of decisions in various industries is heavily reliant on forecasting．Forecasting is the dominant factor in decisions on how many finished products should be made，how much stock should be prepared and so on．In the past there has been a tendency for forecasts to be unduly optimistic．This has produced some serious problems．Therefore，the accuracy of forecasting is of great importance．

Growth curve models are used for forecast－ ing in many fields，e．g．，ecology［ $3,25,35$ ］， agriculture［26］，life sciences［13］，marketing ［ 1,12 ］，and software reliability growth models （SRGMs）［14，22，36］．To forecast the ceiling， we estimate parameters of the differential equa－ tion which provides the growth curve model． The differential equations which are used gen－ erally have exact solutions．In the conventional method，the differential equation＇s parameters are estimated by using an ordinary forward or central difference equation as its approxima－ tion．Generally，the ordinary forward or central difference equation does not have an exact so－ lution．Therefore，the difference equation does not conserve the properties of the differential equation．

Although a growth curve model has practi－ cal applications，one generally known point is that the model does not provide accurate pa－ rameter estimates using the data available dur－ ing the early phases of the process being fore－
cast．The conventional method is only capable of providing accurate estimates of parameters at the end of the phase．For forecasting to be of practical value，accurate estimates must be obtained early in the phase．

In this paper，the application of discrete in－ tegrable equations to forecasting is discussed． We focus on discrete integrable analogues of the logistic equation，the Gompertz equation， and the Riccati equation for forecasting in two fields：marketing and SRGM．The remainder of this paper is organized as follows．From Sect． 2 to Sect． 4 and in Sect．6，we consider the fore－ casting of numbers of software faults or soft－ ware failures through an SRGM．

In Sect．2，we describe discrete analogues of the logistic curve model［30］，which has been observed in the testing of software systems ［23，27］．The model is described by either of two difference equations，which were proposed by Morishita［15］and Hirota［5，6］，respectively． We will see that both models yield accurate pa－ rameter estimates，even when there is only a small amount of input data from actual soft－ ware testing．

Although the logistic curve model is one of the S－shaped SRGMs，S－shaped software relia－ bility growth for actual projects is often more closely described by the Gompertz curve than by the logistic curve［2，8，21］．In Sect．3， we consider the Gompertz curve as an SRGM． Firstly，we propose a discrete Gompertz equa－ tion［28］that has an exact solution．We will see that the proposed model provides accurate esti－ mates of parameters，enabling prediction early in the testing phase of when the software will be fit for release．

There is a further problem for software engi－
neers and managers: they have had little guidance as to which models are likely to be best for a particular application. In Sect. 4, we propose a criterion [31], together with a discrete SRGM, for determining the absolute worth of a model.

In Sect. 5, we consider the Bass model, which is the main impetus underlying behind the recent diffusion research in marketing. The author has previously proposed a discrete form of the Bass model [29]. This model provides more accurate estimates of parameters than is possible with the conventional Bass model. Furthermore, parameter estimation of the discrete Bass model overcomes the three shortcomings of parameter estimation by the conventional (continuous) Bass model: the timeinterval bias, standard error, and multicolinearity.

The proposed models yield accurate estimates of parameters, even from small amounts of input data. These models, however, are deterministic equations, so they do not yield distributions of the estimates. In Sect. 6, we propose a discrete stochastic logistic equation that have an exact solution and describe an SRGM that is based on this equation. This model yields distributions of an estimate along with the estimates themselves.

Finally, in Sect. 7, we summarize the results of this paper.

## 2 Logistic curve model

### 2.1 Conventional logistic model

The logistic curve model is described as

$$
\begin{equation*}
\frac{d L(t)}{d t}=\frac{\alpha}{k} L(t)(k-L(t)) \tag{1}
\end{equation*}
$$

where $L(t)$ is the cumulative number of software failures occurred up to testing time $t$ and $\alpha$ and $k$ are constant parameters to be estimated through regression analysis.

A solution of Eq. (1) is given by

$$
\begin{equation*}
L(t)=\frac{k}{1+m \exp (-\alpha t)} \tag{2}
\end{equation*}
$$

where $k>0, m>0$, and $\alpha>0$. The parameter $k$ represents the total number of potential software failures occurring over an infinitely long duration or the initial number of faults inherent in the software system.

### 2.1.1 Conventional parameter estimation 1

Regression analysis is generally used to estimate total numbers of potential software failures, although there is a further conventional method of estimation, which is described in Sect. 2.1.2.

We take the following regression equation:

$$
\begin{equation*}
Y_{n}=A+B L_{n} \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
t_{n} & =n \delta,  \tag{4}\\
L_{n} & =L(n \delta), \text { and }  \tag{5}\\
Y_{n} & =\frac{\frac{L_{n+1}-L_{n-1}}{2 \delta}}{L_{n}} \tag{6}
\end{align*}
$$

Here, $\delta$ is a constant difference interval.
Given regression coefficients $\hat{A}$ and $\hat{B}$, where $\hat{A}$ means the value of $A$ as estimated through regression analysis, estimates of the parameters $k, \alpha$, and $m$ can be obtained as

$$
\begin{align*}
\hat{k} & =\frac{\hat{A}}{\hat{B}}  \tag{7}\\
\hat{\alpha} & =\hat{A}, \text { and }  \tag{8}\\
\hat{m} & =\frac{\sum_{n=1}^{N}\left(\hat{k}-L_{n}\right)}{\sum_{n=1}^{N}\left(L_{n} \exp \left(-\hat{\alpha} t_{n}\right)\right)} . \tag{9}
\end{align*}
$$

These estimates depend on the difference interval $\delta$, because Eq. (6) depends on $\delta$.

The accuracy of estimates thus derived is said to be poor when there are only a few data points. For accuracy, we require data points up to at least one point after the point of inflection $\left(t_{n}=\frac{\log m}{\alpha}, L_{n}=\frac{k}{2}\right)$. We can judge whether the obtained data includes the point of inflection by checking whether or not $\frac{\bar{k}}{2}<L_{n}$ is satisfied, where $\bar{k}$ is predicted empirically or statistically.

For the estimates of parameters to be reliable, the following condition must be satisfied:

$$
\begin{equation*}
w \bar{k}<L_{n} \tag{10}
\end{equation*}
$$

where $\bar{k}$ is predicted empirically or statistically and $w$ is a constant parameter, the value of which is empirically chosen from the range 0.6 to 0.8 [14].

### 2.1.2 Conventional parameter estimation 2

Another conventional method of estimation is based on a modified exponential curve model [24]. This model is described as

$$
\begin{equation*}
y=c+b a^{t} . \tag{11}
\end{equation*}
$$

We rewrite the logistic curve model as

$$
\begin{equation*}
\frac{1}{L(t)}=\frac{1}{k}+\frac{m}{k} \exp (-\alpha t) \tag{12}
\end{equation*}
$$

This equation is in the form of the modified exponential curve model.

When it is possible to place a model in this form, parameters $a, b$, and $c$ are estimated through the following method of estimation. At first, we divide the data set into three subsets, each of which has the same number of data points. If the number of data points is not a multiple of three, we discard the first one or two points. Then we sum up the data in each subset. Finally, parameters $a, b$, and $c$ are obtained as,

$$
\begin{align*}
a & =\left(\frac{S_{3}-S_{2}}{S_{2}-S_{1}}\right)  \tag{13}\\
b & =\left(S_{2}-S_{1}\right) \frac{a-1}{\left(a^{n}-1\right)^{2}}  \tag{14}\\
c & =\frac{1}{n}\left\{S_{1}+\left(S_{1}-S_{2}\right) \frac{1}{a^{n}-1}\right\} \tag{15}
\end{align*}
$$

where $S_{1}, S_{2}$, and $S_{3}$ represent the summations of all elements of the first, second, and third subsets of the data, respectively, and $n$ represents the number of data points in each of the subsets.

We then obtain estimates of the parameters $k, \alpha, m$ by using these estimators:

$$
\begin{align*}
k & =\frac{1}{c}  \tag{16}\\
\alpha & =\frac{-\log a, \text { and }}{}  \tag{17}\\
m & =\frac{b}{c} \tag{18}
\end{align*}
$$

### 2.2 Discrete logistic curve models

Two discrete analogues of the differential equation (1) for the logistic curve model have already been proposed. We propose a regression equation that is appropriate for the estimation of parameter for use with these equations.

### 2.2.1 Discrete logistic curve model with Morishita's equation

Morishita [15] proposed the following equation as a discrete form of Eq. (1):

$$
\begin{equation*}
L_{n+1}-L_{n}=\delta \frac{\alpha}{k} L_{n+1}\left(k-L_{n}\right) \tag{19}
\end{equation*}
$$

It has an exact solution:

$$
\begin{equation*}
L_{n}=\frac{k}{1+m(1-\delta \alpha)^{\frac{t_{n}}{\delta}}}, \tag{20}
\end{equation*}
$$

where $t_{n}=n \delta$.
Let $\alpha_{c}=\alpha$ in Eq. (2), and let $\alpha_{d m}=\alpha$ in Eq. (20). Comparing Eqs. (2) and (20), we get

$$
\begin{equation*}
\alpha_{c}=-\frac{1}{\delta} \log \left(1-\delta \alpha_{d m}\right) . \tag{21}
\end{equation*}
$$

To derive the regression equation for the parameters $k, \alpha_{d m}$, and $m$, we rewrite Eq. (19) as

$$
\begin{equation*}
Y_{n}=A+B L_{n+1} \tag{22}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{n} & =\frac{L_{n+1}}{L_{n}}  \tag{23}\\
A & =\frac{1}{1-\delta \alpha_{d m}}  \tag{24}\\
B & =-\frac{\delta \alpha_{d m}}{k\left(1-\delta \alpha_{d m}\right)}, \text { and }  \tag{25}\\
t_{n} & =n \delta . \tag{26}
\end{align*}
$$

Parameters $k, \alpha$, and $m$ are estimated by

$$
\begin{align*}
\hat{k} & =\frac{1-\hat{A}}{\hat{B}},  \tag{27}\\
\delta \hat{\alpha}_{d m} & =1-\frac{1}{\hat{A}},  \tag{28}\\
\hat{m} & =\frac{\sum_{n=1}^{N}\left(\hat{k}-L_{n}\right)}{\sum_{n=1}^{N}\left(L_{n}\left(1-\delta \hat{\alpha}_{d m}\right)^{n}\right)}, \tag{29}
\end{align*}
$$

where $\hat{A}$ and $\hat{B}$ are the estimates of parameters $A$ and $B$, respectively.
$Y_{n}$ in Eq. (22) is independent of the difference interval $\delta$, because $\delta$ is not used in this equation. The estimates of $\hat{k}, \delta \hat{\alpha}_{d m}$, and $\hat{m}$ are the same whatever value of $\delta$ we choose.

### 2.2.2 Discrete logistic curve model with Hirota's equation

Hirota [5, 6] discretized Eq. (1) as

$$
\begin{equation*}
L_{n+1}-L_{n}=\delta \frac{\alpha}{k} L_{n}\left(k-L_{n+1}\right) \tag{30}
\end{equation*}
$$

He gave this exact solution:

$$
\begin{equation*}
L_{n}=\frac{k}{1+m\left(\frac{1}{1+\delta \alpha}\right)^{\frac{t_{n}}{\delta}}} \tag{31}
\end{equation*}
$$

where $t_{n}=n \delta$.
Let $\alpha_{d h}=\alpha$ in Eq. (31). Comparing Eqs. (2) and (31), we get

$$
\begin{equation*}
\alpha_{c}=\frac{1}{\delta} \log \left(1+\delta \alpha_{d h}\right) \tag{32}
\end{equation*}
$$

To derive the regression equation for parameters $k, \alpha$, and $m$, we rewrite Eq. (30) as

$$
\begin{equation*}
Y_{n}=A+B L_{n+1} \tag{33}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{n} & =\frac{L_{n+1}}{L_{n}}  \tag{34}\\
A & =\delta \alpha_{d h}+1  \tag{35}\\
B & =-\frac{\delta \alpha_{d h}}{k}, \text { and }  \tag{36}\\
t_{n} & =n \delta \tag{37}
\end{align*}
$$

The estimates of parameters $k, \alpha$, and $m$ are given as by

$$
\begin{align*}
\hat{k} & =\frac{1-\hat{A}}{\hat{B}}  \tag{38}\\
\delta \hat{\alpha}_{d h} & =\hat{A}-1  \tag{39}\\
\hat{m} & =\frac{\sum_{n=1}^{N}\left(\hat{k}-L_{n}\right)}{\sum_{n=1}^{N}\left(L_{n}\left(\frac{1}{1+\delta \alpha_{\hat{d} h}}\right)^{n}\right)} \tag{40}
\end{align*}
$$

where $\hat{A}$ and $\hat{B}$ are the estimates of parameters $A$ and $B$, respectively.
$Y_{n}$ in Eq. (33) is independent of the difference interval $\delta$ because $\delta$ is not used in Eq.
(33). The same estimates of $\hat{k}, \delta \hat{\alpha}_{d h}$, and $\hat{m}$ are obtained, whatever value of $\delta$ we choose.

The regression equation (33) is the same as Eq. (22). Moreover, the same estimate of $k$ is given by both equations. Though the estimate of $\alpha$ depends on discrete equations, both discrete equations yield the same estimate of $\alpha_{c}$. The same estimate of $m$ is obtained because

$$
\begin{equation*}
1-\delta \alpha_{d m}=\frac{1}{1+\delta \alpha_{d h}}=\exp \left(\alpha_{c}\right)=\frac{1}{\hat{A}} \tag{41}
\end{equation*}
$$

Therefore, the models with Morishita's and Hirota's equations both give the same value of $L_{n}$.

### 2.3 Parameter estimation in the logistic curve models

We compared the accuracy of parameter estimation for the first conventional logistic curve model and the discrete logistic curve models. To compare only the accuracy of parameter estimation, we evaluated the performance of the parameter estimates when the data represented an exact solution of the logistic equation. We did not consider the second conventional method of parameter estimation, as described in Sect. 2.1.2, because it inherently reproduced the target values of the parameters when given data that were an exact solution of the logistic equation.

We prepared data that represented exact solutions of the logistic equation for a set of periods $(t=0$ to 21 ). We set $k=100, \alpha=0.8$, and $m=999$ as the target values. This data was inflected at the point where $t^{*}=8.63$ and $L\left(t^{*}\right)=50$. In our evaluation, we set the difference interval to 1 . We analyzed four sets of this data: the three data sets that covered an data up to (i) the ceiling ( $t=0,1, \ldots, 21$ ), (ii) just after the point of inflection $(t=0,1, \ldots, 9)$, (iii) just before the point of inflection $(t=$ $0,1, \ldots, 8$ ), and (iv) the set of the first three data points $(t=0,1,2)$

The results of our comparison are shown in Table 1. Since we used an exact solution as the input data, an accurate method of estimation should reproduce the parameters that generated this solution. Table 1 shows that the proposed models estimated $k$ correctly, even when the data set only consisted of the first

Table 1: Estimated parameter $k$.

|  | Conventional model 1 | Proposed models |
| :---: | :---: | :---: |
| i | 99.229 | 100 |
| ii | 79.782 | 100 |
| iii | 72.168 | 100 |
| iv | 60.166 | 100 |

four points. The conventional model had lower accuracy, despite the use of exact solutions to the differential equation as data values. As was earlier stated, the conventional model is generally known to provide poor estimates of the parameters in the situation represented by data sets (iii) and (iv), i.e., when the data set does not include the data points around the point of inflection. Empirical studies have shown that stable and robust estimates of the parameters of SRGMs, such as the logistic curve model, cannot be obtained without using data points that cover the point of inflection and satisfy Eq. (10), i.e., $w \bar{k}<L_{n}$. Even when data set (ii) was used, the conventional method provided estimates the parameter values that were neither stable nor robust, even though set (ii) both includes the point of inflection and satisfies Eq. (10).

We evaluated the discrete logistic curve models on an actual data set to show that they are more appropriate to use than the conventional model. The data were debugging data for an item of software. We evaluated the parameter estimates given both with all data and with only that data available early in the testing phase. In our evaluation, we set $\delta$ equal to 1. Figure 1 shows results for the 'all data' case; we see that having all of the data leads to all three models fitting the actual data very well.

Moreover, the discrete logistic curve models have the important advantage of providing accurate parameter estimates early in the testing phase as well as at the end of the testing phase. Therefore, the accuracy of an SRGM's parameter estimates early in the testing phase is an important aspect of its utility as an estimator. The accuracy of parameter $k$ is especially important, because this parameter indicates the


Figure 1: Comparison the three models with actual data.


Figure 2: Parameter estimates of $k$.
potential fault content of the software system.
To compare the conventional and proposed models in terms of this property, we estimated values of $k$ from increasing number of data points, starting with a small amount of data from the earlier part of the testing phase. As is shown in Fig. 2, the values of $k$ estimated by the proposed models were stabler than those estimated by the conventional models. Since the proposed models provide more accurate estimates of parameter values from small amounts of data gathered early in the testing phase, they provide better estimates of total numbers of potential software failures, $k$, early in the testing phase.

## 3 Gompertz curve model

### 3.1 Conventional Gompertz curve model

The Gompertz curve model is described as

$$
\begin{equation*}
\frac{d G(t)}{d t}=G(t)(\log a)(\log b) b^{t} \tag{42}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{d G(t)}{d t}=(\log b) G(t) \log \frac{G(t)}{k} \tag{43}
\end{equation*}
$$

where $G(t)$ is the cumulative number of software failures detected up to a testing time $t$. By integrating either equation and assuming that $G(0)=k a, G(t)$ can be written as

$$
\begin{equation*}
G(t)=k a^{b^{t}} \quad(k>0,0<a<1,0<b<1) \tag{44}
\end{equation*}
$$

where $a, b$, and $k$ are parameters whose constant values are estimated by using regression analysis. Parameter $k$ represents the total number of software failures with the potential to occur over an infinitely long period or the initial fault content in the software system:

$$
\begin{equation*}
G(t) \rightarrow k \quad(t \rightarrow \infty) \tag{45}
\end{equation*}
$$

### 3.1.1 Conventional parameter estimation 1

Regression analysis is generally used to estimate total numbers of potential software failures, although we also have the conventional method of estimation that is shown in Sect. 3.1.2.

The following regression equation is obtained:

$$
\begin{equation*}
Y_{n}=A+B n, \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{n} & =\log \left(\frac{G_{n+1}-G_{n-1}}{2 \delta G_{n}}\right),  \tag{47}\\
A & =\log ((\log a)(\log b)), \text { and }  \tag{48}\\
B & =\delta \log b . \tag{49}
\end{align*}
$$

Given regression coefficients $\hat{A}$ and $\hat{B}$, where $\hat{A}$ means the parameter $A$ as estimated through
regression analysis, we have these estimators for parameters $a, b$, and $k$ :

$$
\begin{align*}
\hat{a} & =\exp \left(\frac{\delta \exp \hat{A}}{\hat{B}}\right),  \tag{50}\\
\hat{b} & =\exp \left(\frac{\hat{B}}{\delta}\right), \text { and }  \tag{51}\\
\hat{k} & =\frac{\sum_{n=1}^{N} G_{n}}{\sum_{n=1}^{N} \hat{a}^{\delta n}} \tag{52}
\end{align*}
$$

These estimates depend on the difference interval $\delta$, because $Y_{n}$ in Eq. (46) depends on $\delta$. We can choose any value as $\delta$. Therefore, the estimates are entirely dependent on the specific value of $\delta$.
The accuracy of these estimates is poor when there are only a few data points. We need data up to at least one point after the point of inflection to get accurate estimates. A further condition must be satisfied:

$$
\begin{equation*}
w \bar{k}<G_{n} \tag{53}
\end{equation*}
$$

where $\bar{k}$ and $w$ are the same as in the case of the logistic curve model.

### 3.1.2 Conventional parameter estimation 2

The other method of estimation is the same as that of Sect. 2.1.2. The Gompertz curve model can be rewritten as

$$
\begin{equation*}
\log G(t)=\log k+(\log a) b^{t} \tag{54}
\end{equation*}
$$

This equation is in the form of the modified exponential curve model.
Parameters $k, a$, and $b$ are estimated as

$$
\begin{align*}
k & =\exp \left[\frac{1}{n}\left\{S_{1}+\frac{S_{1}-S_{2}}{a^{n}-1}\right\}\right],  \tag{55}\\
a & =\exp \left(\frac{\left(S_{2}-S_{1}\right)(a-1)}{\left(a^{n}-1\right)^{2}}\right), \text { and }  \tag{56}\\
b & =\frac{S_{3}-S_{2}}{S_{2}-S_{1}}, \tag{57}
\end{align*}
$$

where $S_{1}, S_{2}$, and $S_{3}$ represent the summations of the first, second, and third sets as defined in Sect. 2.1.2 of data, respectively, and $n$ represents the number of data points in each set.

### 3.2 Discrete Gompertz equation

We propose a discrete analogue of Eq. (42) for the Gompertz curve model:

$$
\begin{equation*}
G_{n+1}=G_{n}\left(\frac{G_{n}}{k}\right)^{\delta \log b} \tag{58}
\end{equation*}
$$

The exact solution of this equation is

$$
\begin{equation*}
G_{n}=k a^{(1+\delta \log b)^{n}} \tag{59}
\end{equation*}
$$

where $k>0,0<a<1$, and $\frac{1}{e}<b^{\delta}<1$. Equation (59) satisfies Eq. (45) given any $\delta$ :

$$
\begin{equation*}
G_{n} \rightarrow k \quad(n \rightarrow \infty) \tag{60}
\end{equation*}
$$

### 3.3 Discrete Gompertz curve model

From Eq. (58), the regression equation is obtained:

$$
\begin{equation*}
Y_{n}=A+B \log G_{n}, \tag{61}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{n} & =\log G_{n+1}-\log G_{n},  \tag{62}\\
A & =-\delta(\log b)(\log k), \text { and }  \tag{63}\\
B & =\delta \log b . \tag{64}
\end{align*}
$$

Using Eq. (61), we can estimate parameters $k, a$, and $b$ :

$$
\begin{align*}
& \hat{k}=\exp \left(-\frac{\hat{A}}{\hat{B}}\right)  \tag{65}\\
& \hat{a}=\exp \left(\frac{\sum_{n=1}^{N} \log \frac{G_{n}}{\hat{k}}}{\sum_{n=1}^{N}(1+\delta \log \hat{b})^{n}}\right), \operatorname{and}(t  \tag{66}\\
& \hat{b}=\exp \left(\frac{\hat{B}}{\delta}\right) \tag{67}
\end{align*}
$$

where $\hat{a}, \hat{b}$, and $\hat{k}$ are the estimated values of $a$, $b$, and $k$, and $\hat{A}$ and $\hat{B}$ are the estimated values of $A$ and $B$ in Eq. (61).
$Y_{n}$ in Eq. (61) is independent of difference interval $\delta$ because $\delta$ is not used in Eq. (61). Hence, the estimates of $\hat{k}, \hat{a}$, and $\delta \log \hat{b}$ are the same, regardless of our choice of value for $\delta$. Therefore, Eq. (59) is determined uniquely for any value of $\delta$.

We evaluated the performance in parameter estimation by the discrete Gompertz model when given data that was an exact solution
of the Gompertz equation. We did this by comparing the accuracy of the parameters estimated by the conventional Gompertz curve model 1 and by its discrete form.

To restrict our comparison to the accuracy of parameter estimation. We used parameter values of $k=100, a=0.01$, and $b=0.5$ as target values in preparing data that represented exact solutions of Eq. (43) for a set of periods ( $t=0$ to 25). This data was inflected at the point where $t^{*}=2.20325$ and $G\left(t^{*}\right)=36.7879441$.
We analyzed three sets of this data: they covered the data up to (i) the ceiling ( $t=$ $0,1, \cdots, 25$ ), (ii) just after the point of inflection ( $t=0,1,2,3$ ), and (iii) just before the point of inflection $(t=0,1,2)$.

The result of the comparisons is shown in Table 2. The value of $k$ as estimated by using the proposed discrete model matched the target value for all three data sets.

Since we used an exact solution as the input data, an accurate method of estimation should reproduce the parameters that generated this solution. Table 2 shows that the proposed model estimated $k$ correctly, even when the data did not include the point of inflection. The accuracy of conventional model 1 was poor, despite the use of exact solutions to the differential equation as data values. The conventional model is generally known to provide poor estimates of the parameters in the situation represented by data set (iii), i.e., when the data set does not include the data points around the point of inflection.

Even when data set (ii) was used, the estimates of parameters provided by the conventional method were neither stable nor robust, even though this set does include the point of inflection and satisfies Eq. (53).

Table 2: Estimated parameter $k$.

|  | Conventional model 1 | Proposed model |
| :---: | :---: | :---: |
| i | 99.631 | 100 |
| ii | 78.159 | 100 |
| iii | 46.529 | 100 |

### 3.4 Model evaluation with actual data

We used actual data in evaluating the discrete Gompertz curve model. We evaluated the parameter estimates both with all data and with the data available early in the test phase. We used the same data as had been used by Mitsuhashi [14].

The time scale $\delta$ is not used in the regression equation of the proposed discrete model, but is used in the equation of the first conventional method. Therefore, we have to carefully select the value of time scale $\delta$ for the conventional model, since the estimates produced by the model depend on this value. This dependence can cause problems. For example, $k=9.03079 E+11$ when the value of time scale $\delta$ is equal to 1 .

In this evaluation, we set $\delta$ equal to 0.1 for the conventional model, and $\delta$ equal to 1 for the proposed model. As is shown in Fig. 3, the first conventional model and the discrete model fit the actual data very well. The second conventional model is inferior to the other two.


Figure 3: Comparison of both models with actual data.

However, the provision of accurate parameter estimates by a model is much more important early in the test phase than at the end of the test phase. Therefore, an important criterion for evaluating SRGMs is the accuracy of the parameter estimates they provide early in the testing phase. We compared both mod-
els on this criterion by estimating values for parameter $k$ from increasing amount of data, starting with only the first small portion of data. As shown in Fig. 4, the values estimated by the proposed model were stabler than those estimated by both conventional models. The proposed model provides more accurate parameter values with the first small amount of data, so it provides a better way of estimating the number of potential software faults early in the testing.


Figure 4: Estimate of parameter $\boldsymbol{k}$.

## 4 Criterion for determining the absolute worth of a model

As has been shown in the previous sections, the proposed discrete models are capable of predicting total numbers of potential software failures on the basis of data gathered early in the test phase [28, 30].
In predicting total numbers of potential software failures, determining which model is the most appropriate model for use early in the testing phase is the next important and difficult task [7, 16].
We propose the following as a measure of the appropriateness of models [31]:

$$
\begin{equation*}
C=\frac{1}{N} \sum_{i=1}^{N}\left(\frac{X_{i}-\hat{X}_{i}}{X_{i}}\right)^{2} \tag{68}
\end{equation*}
$$

where $N$ denotes the number of available data points, $X_{i}$ the actual data of the $i$ th data point,
with $\hat{X}_{i}$ its value as estimated by an SRGM. Although error is usually evaluated as the mean squared error (MSE), the MSE is not fit for determining the appropriateness of models because it is significantly affected by the absolute values of the data. The proposed criterion, however, is not significantly affected by the absolute values of the data; rather, it is affected by the ratios between values of the data and estimates.

### 4.1 Evaluation on data sets that represent exact solutions

### 4.1.1 Data set A: The logistic equation

We analyzed the performance of the models thus for considered on the same four data sets as those in Sect. 2.

The result of the comparisons among the models is shown in Table 3, where C-1 denotes the conventional logistic curve model 1 in Sect. 2.1.1, D-1 denotes the discrete logistic curve model of Sect. 2.2, C-G denotes the conventional Gompertz curve model 1 of Sect. 3.1.1, and D-G denotes the discrete Gompertz curve model of Sect. 3.3. The discrete logistic curve model matched all the four sets of the data. This model reproduces the values of the parameters of the exact solution when the exact solution is used as the input data [30]. Thus, the values of criterion C in this case were all exactly zero. The conventional logistic curve model would be expected to provide a better fit in terms of criterion $C$ because each data set of (A-i), ..., (A-iv) was composed of exact solutions of the logistic equation. However, for all data sets of (A-i), ..., (A-iv), the conventional logistic curve model provided a poorer fit than the conventional Gompertz curve model, as is shown in Table 3.

We then used each model to estimate $k$, the initial fault content. The results of comparison are shown in Table 4. The value of $k$ as estimated by using the discrete logistic curve model matched the target value for all of the four data sets. The estimates of $k$ provided by the conventional logistic curve model became more accurate as the number of available data points increased. Thus, in this case,

| Table 3: Criterion C. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | C-1 | D-1 | C-G | D-G |
| A-i | 7.4215 | 0 | 1.1420 | 0.15217 |
| A-ii | 15.697 | 0 | 0.99854 | 0.017104 |
| A-iii | 16.601 | 0 | 0.034532 | 0.0067477 |
| A-iv | 8.6398 | 0 | 0.012716 | $1.5459 \mathrm{E}-6$ |

the estimate provided by using data set (A-i) gave a good approximation to the target value. The discrete and conventional Gompertz curve models, on the other hand, were much less accurate than the discrete and conventional logistic curve models. This was the case for all four data sets. Given the same target value of parameter $k$, the first several values of an exact solution to the Gompertz equation increase faster than those of the logistic equation. Hence, estimates by the Gompertz models were much larger than the target value.

Table 4: Estimated parameter $k$.

|  | C-l | D-l | C-G | D-G |
| :---: | :---: | :---: | :---: | :---: |
| A-i | 99.23 | 100 | 88.11 | 200.0 |
| A-ii | 79.78 | 100 | 47.24 | $1.175 \mathrm{E}+6$ |
| A-iii | 72.17 | 100 | $1.449 \mathrm{E}+7$ | $9.702 \mathrm{E}+8$ |
| A-iv | 60.17 | 100 | $1.198 \mathrm{E}+84$ | $1.855 \mathrm{E}+184$ |

### 4.1.2 Data set B: The Gompertz equation

In this case, we used the same data sets, (B-i), ( B -ii), and (B-iii), as had been used in Sect. 3.
Comparative results for the models are given in Table 5. The discrete Gompertz curve model matched all three data sets. The discrete Gompertz curve model reproduces the values of the parameters of an exact solution when that exact solution provides the input data [28]. Thus, the corresponding values of criterion C were all exactly zero. Table 5 shows that the discrete and conventional logistic curve models provided a poorer fit in terms of criterion C
than did the discrete and conventional Gompertz curve models. This was the case for each data set in ( $\mathrm{B}-\mathrm{i}$ ), ..., ( B -iii). This result is reasonable because the data sets are from an exact solution to the Gompertz equation.

| Table 5: Criterion C. |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | C-1 | D-1 | C-G | D-G |
| B-i | 0.3346 | 0.01454 | $2.195 \mathrm{E}-4$ | 0 |
| B-ii | 1.141 | 0.01154 | 0.02100 | 0 |
| B-iii | 46.93 | $1.644 \mathrm{E}-32$ | 0.2797 | 0 |

We used each model in estimating $k$. The comparative results are given in Table 6. The values of $k$ estimated by the discrete Gompertz curve model from all the three data sets matched the target value. Estimates of $k$ provided by the conventional Gompertz curve model became more accurate as the number of available data points increased. Thus, in this case, the estimate provided by using data set ( $\mathrm{B}-\mathrm{i}$ ) gives a good approximation to the target value. However, the discrete and conventional logistic curve models were much less accurate than the discrete and conventional Gompertz curve models. This was the case for all the three data sets.

Table 6: Estimated parameter $k$.

|  | C-l | D-1 | C-G | D-G |
| :---: | :---: | :---: | :---: | :---: |
| B-i | 96.30 | 97.27 | 99.63 | 100 |
| B-ii | 31.44 | 55.36 | 78.16 | 100 |
| B-iii | 12.85 | 38.46 | 46.53 | 100 |

### 4.2 Evaluation on actual data sets

### 4.2.1 Data set C: Actual data set 1

We compared only the discrete logistic curve model and the discrete Gompertz curve model by using the same actual data set [30] as was used in Sect. 2, because both models yield accurate parameter estimates in the case of data that represent exact solutions, as was shown by the previous comparisons.


Figure 5: Criterion value vs. number of available data points.

We evaluated the parameter estimates for all of the data and for only that data available early in the test phase. We then used the estimated parameters to calculate values for criterion C. As is shown in Fig. 5, the discrete logistic curve model produced lower values for C than the discrete Gompertz curve model over the whole test phase.

We estimated $k$. The comparative results are shown in Fig. 6. The estimated values are normalized on the total number of actual software failures. The discrete logistic curve model provided more accurate parameter estimates. Moreover, this model provided accurate estimates throughout the range shown in the figure.


Figure 6: Estimates of parameter $k$.

### 4.2.2 Data set D: Actual data set 2

We used the same actual data set [14] as was used in Sect. 3. As was shown in Sect. 3, the discrete Gompertz curve model fit the actual data very well [28].


Figure 7: Criterion value vs. number of available data points.

We evaluated the parameter estimates for all the data and for only that the data available early in the test phase. We then used the estimated parameters to calculate values for criterion C. As is shown in Fig. 7, the discrete Gompertz curve model produced lower values for C than the discrete logistic curve model over the whole test phase.

We used each model to estimate $k$. The comparative results are shown in Fig. 8. The discrete Gompertz curve model provided the more accurate parameter estimates. Moreover, this model provided accurate parameter estimates from quite early in the test phase.

## 5 Bass model

### 5.1 Bass model and conventional parameter estimations

Bass [1] suggested that the following differential equation can be used to represent the diffusion process:

$$
\begin{equation*}
\frac{d N(t)}{d t}=\left(p+\frac{q}{k} N(t)\right)(k-N(t)) \tag{69}
\end{equation*}
$$

where $N(t)$ is the cumulative number of adopters at a time $t, k$ is the ceiling, $p$ is the coefficient of innovation, and $q$ is the coefficient of


Figure 8: Estimates of parameter $k$.
imitation. By introducing $F(t)=\frac{N(t)}{k}$, where $F(t)$ is the fraction of potential adopters who have adopted the product by time $t$, the Bass model can be restated as

$$
\begin{equation*}
\frac{d F(t)}{d t}=(p+q F(t))(1-F(t)) \tag{70}
\end{equation*}
$$

If $N(0)=0$, simply integrating both sides of equation (69) gives us the following distribution function to represent the time-dependent aspect of the diffusion process:

$$
\begin{equation*}
N(t)=k\left(\frac{1-e^{-(p+q) t}}{1+\frac{q}{p} e^{-(p+q) t}}\right) . \tag{71}
\end{equation*}
$$

Equation (71) yields the S-shaped diffusion curve captured by the Bass model.
A number of procedures for estimating the parameters $p, q$, and $k$ of the Bass model have been suggested. Mahajan et al. [11] compared the performance of four procedures-the ordinary least squares (OLS) [1], maximum likelihood estimation (MLE) [32], nonlinear least squares (NLS) [33], and algebraic estimation (AE) [10] procedures-on several sets of data. They concluded that NLS yielded better predictions as well as more valid estimates of standard error for the parameter estimates. On the other hand, the OLS is the easiest to implement. Therefore, we will look at the OLS and NLS procedures in detail in the following two sections.

### 5.1.1 Ordinary least squares procedure

The OLS procedure involves estimation of the parameters by taking the discrete or regression analogue of the differential equation (69). The regression equation is given as

$$
\begin{equation*}
X(i)=\alpha_{1}+\alpha_{2} N\left(t_{i-1}\right)+\alpha_{3} N^{2}\left(t_{i-1}\right) \tag{72}
\end{equation*}
$$

where

$$
\begin{align*}
X(i) & =N\left(t_{i}\right)-N\left(t_{i-1}\right)  \tag{73}\\
\alpha_{1} & =p k,  \tag{74}\\
\alpha_{2} & =q-p, \text { and }  \tag{75}\\
\alpha_{3} & =-q / k \tag{76}
\end{align*}
$$

Given regression coefficients ${ }^{1} \hat{\alpha}_{1}, \hat{\alpha}_{2}$, and $\hat{\alpha}_{3}$, the estimates of parameters $p, q$, and $k$ are easy to obtain:

$$
\begin{align*}
\hat{p} & =\frac{-\hat{\alpha_{2}}+\sqrt{{\hat{\alpha_{2}}}^{2}-4 \hat{\alpha_{1}} \hat{\alpha_{3}}}}{2}  \tag{77}\\
\hat{q} & =\frac{\hat{\alpha_{2}}+\sqrt{{\hat{\alpha_{2}}}^{2}-4 \hat{\alpha_{1}} \hat{\alpha_{3}}}}{2}, \text { and }  \tag{78}\\
\hat{k} & =\frac{-\hat{\alpha_{2}}-\sqrt{{\hat{\alpha_{2}}}^{2}-4 \hat{\alpha_{1}} \hat{\alpha_{3}}}}{2 \hat{\alpha_{3}}} \tag{79}
\end{align*}
$$

The main advantage of the OLS estimation procedure is that it is easy to implement.

However, the OLS procedure has three shortcomings [32]. Firstly, as is clear from Eq. (72), in the presence of only a few data points and the likely multicolinearity of variables $\left(N\left(t_{i-1}\right)\right.$ and $N^{2}\left(t_{i-1}\right)$ ), one may obtain parameter estimates that are unstable or possess wrong signs (examples [4, 32, 33]). Secondly, the standard errors of the estimates are not available since parameters $p, q$, and $k$ are nonlinear functions of $\alpha_{1}, \alpha_{2}$, and $\alpha_{3}$. The error term, however, does contain the net effect of all sources of error. Thirdly, the derivative of $N(t)$ which is obtained at $t_{i-1}$ by the right-hand side of Eq. (73) will always be overestimated for time intervals before the point of inflection and underestimated after that. That is, a time-interval bias is present in the OLS approach since discrete time-series data are used to estimate a continuous-time model.

[^0]
### 5.1.2 Nonlinear least squares estimation

The nonlinear least squares estimation procedure suggested by Srinivasan and Mason [33] was designed to overcome some of the shortcomings of MLE procedure [32], which itself was designed to overcome the shortcomings of the OLS procedure of Schmittlein and Mahajan [32]. From the cumulative distribution function given by

$$
\begin{equation*}
F(t)=\frac{1-e^{-b t}}{1+a e^{-b t}} \tag{80}
\end{equation*}
$$

Srinivasan and Mason suggest that parameter estimates $\hat{p}, \hat{q}$, and $\hat{k}$ can be obtained by using the following expression for the number of adopters $X(i)$ in the $i$ th time interval $\left(t_{i-1}, t_{i}\right)$ :

$$
\begin{equation*}
X(i)=k\left(F\left(t_{i}\right)-F\left(t_{i-1}\right)\right)+\mu_{i} \tag{81}
\end{equation*}
$$

where $\mu_{i}$ is an additive error term. Based on Eq. (81), parameters $p, q$, and $k$ and their asymptotic standard errors can be directly estimated.

The NLS procedure overcomes the timeinterval bias present in the OLS procedure. Furthermore, since the error term may be considered to represent the net effect of sampling errors, excluded variables (such as economic conditions and marketing mix variables), and mis-specification of the density function, the derived standard errors for the parameter estimates may be more realistic. However, since the NLS procedure employs various search routines in estimating the parameters, parameter estimates may sometimes be very slow to converge or may not converge, the final estimates may be sensitive to the initial values for $p, q$, and $k$, or the procedure may provide a nonglobal optimum.

### 5.2 Discrete Bass model

We propose a discrete Bass model, which is a form of a discrete Riccati equation [5]. The discrete Bass model enables us to forecast the diffusion innovation without using a continuoustime Bass model, because the discrete model has an exact solution.

The discrete Bass model is described as follows:

$$
\begin{gather*}
\frac{N_{n+1}-N_{n-1}}{2 \delta} \\
=p\left(k-\frac{N_{n+1}+N_{n-1}}{2}\right) \\
+\frac{q}{k}\left(\frac{k}{2}\left(N_{n+1}+N_{n-1}\right)-N_{n+1} N_{n-1}\right) . \tag{82}
\end{gather*}
$$

The exact solution to equation (82) is written as

$$
\begin{equation*}
N_{n}=k\left(\frac{1-\left(\frac{1-\delta(q+p)}{1+\delta(q+p)}\right)^{\frac{n}{2}}}{1+\frac{q}{p}\left(\frac{1-\delta(q+p)}{1+\delta(q+p)}\right)^{\frac{n}{2}}}\right), \tag{83}
\end{equation*}
$$

where $n=\frac{t}{\delta}$. This equation has also appeared in work on SRGM [37].

Applying OLS to the discrete Bass model is easy because the model is basically a timediscrete equation. The OLS procedure is the simplest method of parameter estimation for the discrete Bass model. In the continuous Bass model, the forward difference equation, which acts as a regression equation in the OLS procedure, is an approximation of the differential equation. However, in the discrete Bass model, the model itself is directly applied as the regression equation. Moreover, a solution of the discrete Bass model provides the same values as a solution of the continuous Bass model through the following equations:

$$
\begin{gather*}
p_{d}=\kappa p,  \tag{84}\\
q_{d}=\kappa q,  \tag{85}\\
\kappa=\frac{1}{\delta(p+q)}\left(\frac{1-\exp (-2(q+p))}{1+\exp (-2(q+p))}\right), \tag{86}
\end{gather*}
$$

where $p_{d}$ and $q_{d}$ mean $p$ and $q$ in Eq. (83), respectively.

We propose two regression models. The first is the following equation:
$S_{n}=2\left(a+b\left(N_{n+1}+N_{n-1}\right)+c N_{n+1} N_{n-1}\right)+\epsilon(n)$,
where

$$
\begin{gather*}
S_{n}=N_{n+1}-N_{n-1},  \tag{88}\\
a=k p,  \tag{89}\\
b=\frac{q-p}{2},  \tag{90}\\
c=-\frac{q}{k},  \tag{91}\\
\epsilon(n): \text { error, and } E[\epsilon(n)]=0 . \tag{92}
\end{gather*}
$$

Given regression coefficients ${ }^{2} a, b$, and $c$, parameter estimates $\hat{p}, \hat{q}$, and $\hat{k}$ are easily obtained as follows:

$$
\begin{align*}
& \hat{p}=-b+\sqrt{b^{2}-a c},  \tag{93}\\
& \hat{q}=b+\sqrt{b^{2}-a c}, \text { and }  \tag{94}\\
& \hat{k}=\frac{-b-\sqrt{b^{2}-a c}}{c} \tag{95}
\end{align*}
$$

The other regression model is the following equation:
$M_{n}=A+B N_{n-1}+C\left(N_{n+1}-N_{n-1}\right)+\varepsilon(n)$,
where

$$
\begin{gather*}
M_{n}=N_{n+1} N_{n-1},  \tag{97}\\
A=\frac{k^{2} p}{q},  \tag{98}\\
B=\frac{k(q-p)}{q},  \tag{99}\\
C=\frac{k(q-p-1)}{2 q},  \tag{100}\\
\varepsilon(n): \text { error, and } E[\varepsilon(n)]=0 . \tag{101}
\end{gather*}
$$

Given regression coefficients ${ }^{3} A, B$, and $C$, parameter estimates $\hat{p}, \hat{q}$, and $\hat{k}$ are easily obtained as follows:

$$
\begin{align*}
& \hat{p}=\frac{-B+\sqrt{B^{2}+4 A}}{2 B-C},  \tag{102}\\
& \hat{q}=\frac{B+\sqrt{B^{2}+4 A}}{2 B-C}, \text { and }  \tag{103}\\
& \hat{k}=\frac{B+\sqrt{B^{2}+4 A}}{2} . \tag{104}
\end{align*}
$$

These procedures have the advantage of simplicity, which is also provided by parameter estimation through the OLS procedure in the continuous Bass model.

Applying the NLS procedure to the discrete Bass model is also relatively easy, because the discrete Bass model has an exact solution (83). We propose two NLS procedures for the discrete Bass model. One of these provides estimated parameter $\hat{p}, \hat{q}$, and $\hat{k}$ by using the following expressions for the number of adopters $X_{n}$ in the $n$th time interval:

$$
\begin{equation*}
X_{n}=N_{n+1}-N_{n-1}+\mu_{n} \tag{105}
\end{equation*}
$$

[^1]where $\mu_{n}$ is an additive error term.
The other NLS procedure for the discrete Bass model is the following equation:
\[

$$
\begin{equation*}
Y_{n}=N_{n+1} N_{n}+\nu_{n} \tag{106}
\end{equation*}
$$

\]

where $Y_{n}$ is the ratio between the number of adopters at the $n$th time-step and that at the ( $n+1$ )st time-step.

These procedures have the advantage of allowing the direct estimation of the asymptotic standard errors of the parameters, as does the NLS procedure with the continuous Bass model. Moreover, since the error terms in these procedures may be considered to represent the net effect of sampling errors, excluded variables, and mis-specification of the density function, the derived standard errors for the parameter estimates may be as realistic as those of the NLS procedure for the continuous Bass model.

Either of the OLS procedures in the discrete Bass model overcomes the three shortcomings of the OLS procedure in the continuous Bass model: the time-interval bias, standard error, and multicolinearity.

When we use the discrete Bass model to avoid using the continuous model in forecasting the diffusion of innovation, there is no timeinterval bias because the model is a discrete model. Furthermore, even if the discrete Bass model is regarded as only the procedure used to obtain the parameters for the continuous model, the OLS procedures do not suffer from a time-interval bias because a solution of the discrete Bass model gives the same values as a solution of the continuous Bass model, as was already stated in this section.

From Eq. (82), Eq. (87) is equivalent to Eq. (105), and Eq. (96) is equivalent to Eq. (106) under no constraints. Therefore, the same parameter estimation is done through both procedures in the discrete Bass model. This is a significant advantage of the discrete Bass model because we can get the global optimum through OLS, and then apply NLS to obtain the standard error. By using both procedures together, we overcome their shortcomings in separate application. That is, the standard error of the results of the OLS procedure is obtained through the NLS procedure. Equations (87) and (96)
overcome the three shortcomings of NLS: that final parameter estimates are sensitive to the initial values of $p, q$, and $k$, that parameter estimates may sometimes be very slow to converge or may not converge at all, and that the optimum provided by the procedure may not be global.
Table 7 shows the condition number, the determinant of correlation matrix $R$, and the variance inflation factors (VIFs) for three procedures: the conventional OLS procedure (OLS), discrete analogue 1 of the OLS (87) (dOLS1), and discrete analog 2 of the OLS (96) (dOLS2), where we chose the exact solution ( $p=0.002$, $q=1, m=100$ ) to differential equation (69) as the data from every period from $t=0$ to $t=11$. The VIF in the conventional OLS row is the VIF of the variable $N\left(t_{i-1}\right)$ in Eq. (72). From the definition of the VIF, the value of the VIF of the variable $N\left(t_{i-1}\right)$ is the same as that of the VIF of the other variable, $N\left(t_{i}\right)^{2}$. The VIF in the dOLS1 row is the VIF of the variable ( $N_{n+1}+N_{n-1}$ ); the VIF in the dOLS2 row is the VIF of the variables $N_{n-1}$ in Table 7. dOLS2 excludes the problem of multicolinearity. Therefore, with this procedure, a wrong sign for a parameter suggests that the obtained data is not appropriate for the Bass model.

Table 7: Condition number, $\operatorname{det} R$, and VIF.

| Procedure | Condition <br> number | $\operatorname{det} R$ | VIF |
| :--- | :---: | :---: | :---: |
| OLS | 14.0111 | 0.01428 | 20.85 |
| dOLS1 | 11.68 | 0.01914 | 12.68 |
| dOLS2 | 3.548 | 0.2059 | 1.000 |

### 5.3 Parameter estimation

The accuracy of the parameter estimate provided by the conventional OLS procedure and the two OLS procedures in the discrete Bass model was compared. To compare the accuracy of the parameter estimates only, we chose data which satisfy the exact solution ( $p=0.002, q=$ $1, k=100$ ) of differential equation (69) in every period from $t=0$ to $t=11$ (the same data as was used in the previous section). This data
has a point of inflection where $t^{*}=6.2022$ and $N\left(t^{*}\right)=49.9$. We analyzed three sets of data; data 1: the data up to the point just before the point of inflection $(t=0,1, \cdots, 6)$, data 2 : the data up to the point just after the point of inflection ( $t=0,1, \cdots, 7$ ), and data 3: the data up to the ceiling ( $t=0,1, \cdots, 11$ ).

The results of comparison of the conventional OLS, dOLS1 and dOLS2 procedures are given in Table 8. Both dOLS1 and dOLS2 provide accurate estimates. Since we used the exact solution to provide the data, an accurate procedure should reproduce the values of the parameters of the exact solution. Table 8 shows that both dOLS1 and dOLS2 reproduced $k$ perfectly, even when the data did not include the point of inflection and there were fewer than eight data points.

Table 8: Estimated parameter $k$.

| Data set | OLS | dOLS1 | dOLS2 |
| :--- | :---: | :---: | :---: |
| data 1 | 55.71 | 100 | 100 |
| data 2 | 71.61 | 100 | 100 |
| data 3 | 97.27 | 100 | 100 |

The accuracy of the conventional OLS procedure is poor despite the fact that the data is drawn from an exact solution of the differential equation. In particular, the conventional OLS procedure yields poor estimates of the parameters with data 1. This is consistent with the findings of Heeler and Hustad [4] and Srinivasan and Mason [33]. Through empirical studies, they found that stable and robust estimates of the parameters of the basic diffusion models cannot be obtained unless one uses at least eight data points, within which the point of inflection falls. The estimates of parameters with data 2 were also not accurate enough, even though data 2 satisfies the above condition.

Whenever a data set is a set from an exact solution of Eq. (69), the dOLS1 and dOLS2 procedures reproduce all values of the parameters, i.e., $k, p$, and $q$; theoretically, this is because the solution of Eq. (82) is the same as that of Eq. (69) through Eqs. (84), (85), and (86). This is independent of the number of
data points and the values of the parameters. However, the conventional OLS procedure does not reproduce values of the parameters and depends on the number of data points, as shown in Table 8, because regression Eq. (72) does not have an exact solution and gives only an approximation of the Bass model.
We also evaluated the discrete Bass model on actual data. This data was the same as that used by Mahajan et al. [11], which was on the data diffusion of seven products: room air conditioners, color televisions, clothes dryers, ultrasound, mammography, foreign language, and accelerated program. These seven products represent a diverse set of innovations, and thus of sets of data, for all of which a minimum of eight annual data points covering the peak (point of inflection), is available. In addition, these products have been used extensively in the diffusion modeling literature to illustrate the application of alternative diffusion models or estimation procedures $[1,9,32,33]$.

To compare the predictive performance of the four estimation procedures, the OLS and the NLS procedure in the continuous Bass model and the two OLS procedures in the discrete Bass model, results related to a statistic of fit (MSE) are given in Table 9. The numbers (1, $2, \cdots, 7$ ) in the left column represent, respectively, room air conditioners, color televisions, clothes dryers, ultrasound, mammography, foreign language, and accelerated program. The statistics of fit for dOLS2 is not directly comparable with those of the other estimation procedures, because the error term of dOLS2 is different from the error terms of the other estimation procedures. However, from Eqs. (87) and (96), the error term $\varepsilon(n)$ may be regarded as following

$$
\begin{equation*}
\varepsilon(n)=\frac{k}{q} \epsilon(n) . \tag{107}
\end{equation*}
$$

Therefore, we compared the fit statistics of dOLS2 with those of other procedures by using this equation.

Of the four procedures (the OLS, MLE, NLS, and AE procedures in the continuous Bass model), the NLS procedure provides the best fit to the data [11]. Mahajan et al. stated that, if we assume global optimum parameter

Table 9: Mean squared error.

|  | OLS | NLS | dOLS1 | dOLS2 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 41,265 | 26,267 | 13,205 | 15,177 |
| 2 | 282,522 | 119,474 | 38,477 | 40,320 |
| 3 | 20,818 | 16,367 | 7,692 | 9,115 |
| 4 | $\beta$ | 11.6 | 5.26 | 6.09 |
| 5 | $\beta$ | 3.9 | 2.19 | 2.30 |
| 6 | $\beta$ | 0.5 | 0.0949 | 0.0993 |
| 7 | 11.3 | 6.2 | 0.528 | 0.544 |

estimates, the NLS procedure should, by definition, provide the best fit in terms of the mean squared error [11]. However, a comparison of the statistics of fit in Table 9 indicates that both dOLS1 and dOLS2 provided a better fit to the data than did the OLS or NLS in terms of mean squared error. The fit statistic of dOLS1 was the best of all. A $\beta$ in Table 9 indicates cases where the OLS procedure yielded an incorrect sign for the regression coefficient $\hat{\alpha_{1}}$ in the regression equation.

Table 10: Parameter estimates of $k$.

|  | OLS | NLS | dOLS1 | dOLS2 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 17.1 E 6 | 18.7 E 6 | 18.0 E 6 | 17.1 E 6 |
| 2 | 35.5 E 6 | .39 .7 E 6 | 39.1 E 6 | 38.4 E 6 |
| 3 | 15.3 E 6 | 16.5 E 6 | 16.19 E 6 | 15.3 E 6 |
| 4 | $\beta$ | 167.4 | 187.2 | 180.2 |
| 5 | $\beta$ | 111.4 | 122.1 | 121.2 |
| 6 | $\beta$ | 37.6 | 40.1 | 39.6 |
| 7 | 63.6 | 64.4 | 65.5 | 65.1 |

Tables 10 and 11 show the parameters estimated by the OLS, NLS, dOLS1, and dOLS2 procedures. Again, $\beta$ indicates where the OLS procedure yielded an incorrect sign for the regression coefficient $\hat{\alpha_{1}}$ in the regression equation. The results for the parameter estimates in Table 11 show that both dOLS1 and dOLS2 provided the wrong sign for the regression coefficient $a$ in Eq. (87) and for the regression coefficient $A$ in Eq. (96) for ultrasound, mammog-
raphy, foreign language, and accelerated program. Both $a$ in Eq. (87) and $A$ in Eq. (96) are the regression coefficients of the constant term.

Table 11: Parameter estimates of $p$.

|  | OLS | NLS | dOLS1 | dOLS2 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.0170 | 0.0094 | 0.0139 | 0.0107 |
| 2 | 0.0357 | 0.0185 | 0.02448 | 0.02194 |
| 3 | 0.0196 | 0.0136 | 0.01790 | 0.014322 |
| 4 | $\beta$ | 0.0013 | -0.01755 | -0.02826 |
| 5 | $\beta$ | 0.0004 | -0.02501 | -0.030308 |
| 6 | $\beta$ | 0.0019 | -0.0249 | -0.02871 |
| 7 | 0.0120 | 0.0007 | -0.01825 | -0.0215363 |

A wrong sign in Table 11, however, does not indicate multicolinearity. Tables 12,13 , and 14, respectively, show the condition number, determinant of the correlation matrix, and variance inflation factors for each product. These tables show that there is no multicolinearity in dOLS2. Cases where the wrong signs were applied have smaller condition numbers, larger determinants of the correlation matrices, and smaller VIFs than the cases that had the right signs. Therefore, the wrong sign on a parameter suggests that the obtained data is not appropriate for the Bass model.

Table 12: Condition number.

|  | OLS | dOLS1 | dOLS2 |
| :---: | :---: | :---: | :---: |
| 1 | 11.943 | 12.615 | 7.743 |
| 2 | 13.321 | 15.768 | 10.123 |
| 3 | 13.145 | 14.499 | 9.723 |
| 4 | 13.380 | 13.436 | 4.513 |
| 5 | 14.982 | 13.648 | 3.703 |
| 6 | 13.132 | 13.213 | 4.700 |
| 7 | 13.546 | 11.736 | 3.503 |

## 6 Discrete stochastic logistic curve model

As shown in the previous sections, the proposed discrete models yield accurate estimates of parameters, even with small amounts of input data. These models, however, are deterministic equations, so they do not yield the distribution of an estimate. In this section, we propose a discrete stochastic logistic equation that has an exact solution and then derive an SRGM from it, such that the distribution of an estimate is yielded along with the estimates themselves.

### 6.1 Discrete stochastic equation

We propose the following form of discrete stochastic logistic equation:

$$
\begin{equation*}
L_{n+1}-L_{n}=\delta \frac{A_{n+1}}{k} L_{n}\left(k-L_{n+1}\right), \tag{108}
\end{equation*}
$$

where $\left\{A_{n}: n=1,2, \ldots\right\}$ is a sequence of independent and identically distributed (i.i.d.) random variables. Its exact solution is described by

$$
\begin{equation*}
L_{n}=\frac{k}{1+m \prod_{j=0}^{n}\left(\frac{1}{1+\delta A_{j}}\right)} . \tag{109}
\end{equation*}
$$

We suppose that $\left\{X_{j}: j=1,2, \ldots\right\}$ in Eq. (109)

$$
\begin{equation*}
X_{j}=\frac{1}{1+\delta A_{j}} \tag{110}
\end{equation*}
$$

has the i.i.d. power-function distribution. We consider the probability $P\left\{L_{n}>\underline{l}\right\}$ where

$$
\begin{equation*}
\underline{l}=\frac{k}{1+m \underline{x}} . \tag{111}
\end{equation*}
$$

Then, $P\left\{L_{n}>\underline{l}\right\}$ is described as follows,

$$
\begin{align*}
& P\left\{L_{n}>\underline{l}\right\} \\
= & (\exp (\gamma \log \underline{x})) \sum_{j=0}^{n-1} \frac{(-\gamma \log \underline{x})^{j}}{j!},(1 \tag{112}
\end{align*}
$$

Therefore, the proposed equation enables us to obtain a distribution for the estimate at a step $n$.

### 6.2 Distribution of actual data

The assumption of the power-function distribution stated in the previous section was evaluated on the same actual data as had been used in Sect. 2. We used the last value in the data series as the value of $k$. The distribution of $X_{j}$ is shown in Fig. 9. Figure 9 indicates that $X_{j}$ has the power-function distribution except at its tail, where the small amount of data leads to deviation from this distribution.


Figure 9: Distribution of the actual data

## 7 Conclusion

Through our discussions, we have shown that growth curve models based on integrable discrete equations provide characteristics which are beneficial in forecasting. We have applied these discrete models to software reliability models and a model of diffusion from marketing. The desirable properties of integrable discrete equations include their production of accurate estimates and accurate estimates of parameters early in the testing phase, and the fact that they avoid multicolinearity. These discrete models will be applicable to growth curve models in other fields, providing the same benefits as have been shown in this paper.

In Sect. 2, we proposed discrete logistic curve models, which are SRGMs that yield accurate parameter estimates from even small amounts of data. They are based on discrete forms of the logistic equation which were
obtained by Morishita and Hirota. We constructed the SRGMs with no continuous components because the discrete equations have exact solutions. Morishita's and Hirota's models give the same parameter estimates. Although the conventional model uses a discrete equation as a regression equation, the model itself is a continuous time model, so it includes errors generated by discretization. However, our proposed models do not have this problem because they are themselves discrete models. We can thus analyze software reliability without having to use a continuous time model.
In Sect. 3, we proposed a discrete Gompertz equation that has an exact solution. The difference equation conserves the properties of the differential equation because it has an exact solution.

We also described an SRGM that yields accurate parameter estimates even from small amounts of data. It is based on the discrete Gompertz equation. Only regression analysis is need to estimate the parameters in the discrete model; this is also the case for the conventional model.

The proposed model enables us to accurately estimate parameters early in the testing phase, on the basis of actual data. In the conventional model, the parameter estimates change according to the number of data points. The discrete model provides parameter estimates that are stable against variation in the number of data points. This property is very important for an SRGM.
In predicting total numbers of potential software failures, it is also important, though difficult, to determine which model is the most appropriate for the early testing phase. In Sect. 4, we proposed a criterion for use in determining the most appropriate SRGM. This criterion, together with discrete SRGMs, determines the absolute worth of a model because the discrete SRGM perfectly reproduces the original parameters when the data used are from the exact solution of the equation with these parameters. The criterion is also applicable in determining the absolute worth of a discrete SRGM in operation on actual data sets. Therefore, the proposed criterion and the dis-
crete model enable us to identify the potential number of failures in an item of software early in the testing phase.

In Sect. 5, we described the discrete Bass model, a difference equation that has an exact solution. The discrete Bass model enables us to analyze diffusion processes. This discrete model has an exact solution, which is the same as the value of the corresponding solution of the continuous Bass model.

The two parameter estimation procedures in the discrete Bass model, the OLS and NLS procedures, give the same parameter estimates under no constraints. For actual data sets, both dOLS1 and the dOLS2 provide a better fit in terms of mean squared error, than the OLS or NLS procedure in the conventional Bass model. The parameter estimation procedures in the discrete Bass model are superior to the conventional procedures in terms of this criterion.

The parameter estimation procedures in the discrete Bass model also have certain broader advantages over those of the conventional Bass model. The OLS procedures of the discrete Bass model overcome the three shortcomings of the OLS procedure in the continuous Bass model: the time-interval bias, standard error, and multicolinearity. Although wrong signs on the parameters have been regarded as a problem caused by multicolinearity, we found that, in the case of the discrete method, wrong signs could be taken as indicators that the Bass model works poorly on the data.

In Sect. 6, a discrete stochastic logistic equation and an SRGM based on this equation were proposed. The equation has an exact solution and enables us to obtain a distribution of the estimate for any step, this is not possible with any discrete deterministic model.

In this paper, the discrete models have been shown to have six advantages over the conventional model. When the exact solution is used as the input data, the conventional model cannot reproduce the parameter estimates. It provides inaccurate parameter estimates when given data that do not encompass the inflection point. As has been done numerous times in the past, the accuracies were confirmed as being not too good, even with sufficient data
points. However, the parameter estimation mechanisms in the discrete models reproduced the values of the parameters perfectly. Even if few data are given and the point of the inflection is not encompassed, the discrete models reproduce the values of the parameters either very accurately or perfectly. This is the first advantage.

The second advantage is that the discrete models are independent of time scale. We have to carefully choose the time scale for the conventional model because it must be used in the regression equation and the estimates depend on the choice of time scale. However, the time scale is not used in the discrete model's regression equation. The same parameter estimates are obtained whatever time scale we choose.

The third advantage is that the discrete models enable us to accurately estimate parameters from actual data gathered early in the testing phase. The parameter estimates of the conventional model vary with the number of data points. The discrete models provide stable values of parameter estimates for various numbers of data points. This property is very important for SRGMs.

The fourth advantage is that the criterion proposed for use with the discrete models allows us to determine which model is the most appropriate to use early in the testing phase. The proposed criterion and discrete models enable us to identify potential number of failures in software early in the testing phase.

The final advantage is that the discrete Bass model eliminates the multicolinearity of the conventional model.

The first and second advantages are provided by the exact solutions to the discrete equations. A given exact solution is equivalent to the exact solution of the differential equation. Although the other advantages are also provided by the exact solutions, it is difficult to see a direct relationship. Further studies investigation will be needed to determine these relationships.
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[^0]:    ${ }^{1} \hat{\alpha}_{1}>0, \hat{\alpha}_{2}>0$, and $\hat{\alpha}_{3}<0$ because $\hat{p}, \hat{q}$, and $\hat{k}$ are positive.

[^1]:    ${ }^{2} a>0, b>0$, and $c<0$ because $\hat{p}, \hat{q}$, and $\hat{k}$ are positive.
    ${ }^{3} A>0, B>0$, and $C<0$ because $\hat{p}, \hat{q}$, and $\hat{k}$ are positive.

