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Abstract

The web community is one of the structures which the World Wide Web
(WWW) network has. And a network such as the WWW is represented as a graph.
In this paper, we consider the following structure called NK-community (standing
for Nakamura-Kudo Community) on a given simple (undirected and unweighted)
graph. The NK-community is a set of vertices that link to more vertices inside the
community than to vertices outside the community. We proved intractability of
the stNK-community problem which is a variant of the NK-community problem.

1 Introduction

The rapid growth of the World Wide Web (WWW) has made more information {reely
available than ever before. In the WWW, web sites are linked to each other so that
they are referred to their related sites. It would be more useful if communities, that is
groups of individuals which share a common interest, were identified.

Consider, for example, search engine crawlers sample the indexable web often enough
to insure that results are valid, and broadly enough to insure that all valuable documents
are indexed. However, it doesn’t seem to be practical accroding to the fact [4] that no
search engine covers more than about 16%, and the union of eleven major searh engines
covers less than 50%.

For another example, in information retrieval, there’s a classic tension between recall
and precision. Specifying more recall (trying to find all the relevant items), you often
get a lot of junk. If you limit your search trying to find only precisely relevant items,
you can miss important items because they don’t use quite the same vocabulary.

By those reasons, a notion of web community was introduced in [1]. It may enable
web crawlers to effectively focus on narrow but topically related subsets of the web, and
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also enable search engines to increase the precision and recall of search results. They
define a community to be a set of web sites that are linked to more web sites inside the
community than to web sites outside the community. Specifically, regarding web sites
as vertices V and links as (undirected) edges E, a subset C of V' is a community iff,

U {u,v}

veC

VueC > | U {wv} (1)

veV\C

On the other hand, Nakamura and Kudo gave different definitions of communities,
pointing out the uncertainty of their definition (see [2]): weak NK-community, NK-
community, and stNK-community. Given an undirected graph G(V, E), a community
C C V is an NK-community iff C satisfies a stricter condition

U{u,v}

vel

Yu e C > | {we}|], (2)

veV\C

and V\C satisfies the condition (1) above. An weak NK-community requires that both
C and V\C satisfy the condition (1). In particular vertices s and ¢, an stNK-community
is an NK-community such that s € C'and t € V\C. They state in the concluding section
as a future work that to analyse the hardness of finding stNK-community will promote
new algorithm for the NK-community problem.

In this paper, we solve this problem: we’ll show that stNK-community is NP-
complete. The rest of paper is organized as follows. Some definitions and preliminaries
are described in Section 2. In Section 3, we prove this problem is NP-complete. Finally,
we give some concluding remarks and future works in Section 4.

2 Preliminaries

We consider the following structure called st NK-community (standing for Nakamura-
Kudo Community) on a given simple (undirected and unweighted) graph. In particular,
we consider about the hardness of the following problem:

stNK-community Problem

Instance: A simple (undirected and unweighted) graph G = (V, E), and a
pair (s,t) of vertices of V.

Question: Is there any partition (S,T) (ie., SNT = ¢ and SUT = V)
such that s € S, ¢t € T, and the following two are satisfied?

Vue S[[{{wv} e E:ve SH > |{{y,v}e E:veT} ],
VueT[|{{u,v} € E:veT} > |{{u,v} € B:veS}].

Moreover, we consider a variant of stNK-community problem as follows.
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Weak stNK-community Problem

Instance: A simple (undirected and unweighted) rgraph G=(V,E), and a
pair (s,t) of vertices of V.

Question: Is there any partition (S,7) (i.e., SN T = $pand SUT =V)
such that s € S, t € T, and the lelowing two are satisfied?

Vue S| [{{u,v} e E:ve S} > |{{u,v} e E:veT} ],
VueT||[{{u,v} e E:veT} 2 |{{y,v} e E:ve S}].

Given a graph G = {V, E), we say that a vertex set S C V is an (weak) stNK-
community if such a partition (S,T) as above exists.
Finally, we define a useful notation to describe stNK-community conditions.

Definition 2.1

Yo eS8, GAPw) = |{{u,v}:ue S} —|{{u,v}:ueT},
YoeT, GAPw)={{u,v} :veT} —|{{u,v}:uveS}.

3 Hardness of (Weak) stNK-community

In this section, we’ll show both stNK-community problem are NP-complete as follows:
We first reduce 3-SAT to a variant of 3-SAT, and then the variant of 3-SAT is reduced
to stNK-community problem. Note that this reduction is suitable for both of the stNK-
community problem and weak stNK-community problem. So we’ll simply call that
community stNK-community when there is no confusion.

NOIT (No-One-In-Three) 3-SAT Problem
Instance: A 3-CNF formula F over X.

Question: Is there any assignment ¢ to X such that no clause of F' has
exactly one true literal under o7

Lemma 3.1 NOIT 3-SAT is NP-complete. |

Theorem 3.2 (Weak) stNK-community problem is NP-complete.

Proof. Given a 3-CNF formula F over X = {z1," -, z,} for NOIT 3-SAT, we construct
a graph G = (V, E) for stNK-community problem as follows: Indeed, G is composed
of three parts of graphs G = (W4, Ey), Go = (Vo, By), and Gs = (V3, E3), that is,
V=ViUV,UVsand E = E;U Ey U E3.

Construction: Let occ(l) be the number of occurrences of literal [, and let L = {l:
le Xorle X} and

k% 24 max{n, max{occ(l) : 1 € L}}.



14

Figure 1: G4 - (W1, Ey)

We explain the construction of GG; presented in Figure 1. For each variable z of X, we
first construct two parts made up from vertex sets V,U{s, ¢t} and VzU{s, t}, respectively,
which are identical and associated with z and Z, respectively. For the part of V, U {s,t},
k vertices uq, - - - , ux and n vertices wy, - - - , w, are all connected to a vertex v. Moreover,
each of wy, - - - , w, is connected to both of s and t. We finally make a clique M, consisting
of vertices uy, -+ ,u and uf,--- ,u}. (In the figure, only edges between uy,- -+, uy and
ul, -+ ,up are shown.)

Next, we explain the construction of G5 presented in Figure 2. In this figure, all
the clique parts M,,,--- , M, which appear in G; are shown again. Every clique part,
say M,, associated with a variable z; € X, is connected to a vertex s’ through the
last two vertices zy, and 7, as shown in the figure. We call vertices y1,93, - ,Un, Uy,
in the figure, extra vertices for {Z1x—1, Z1k b, {Z1e- 1> Tk b -+ » {Znk=15 Tnr b {Tri 1> Tt}
respectively. A clique 7" is composed of ¢1,- -, ¢, . The vertex s is directly connected
to s, and is also connected to t through ¢1,- -, 1,.

Finally, we explain the construction of G3 presented in Figure 3. In this figure, only
one part of G3 which corresponds to, say a clause C = (z; V T3 V z3), is shown as an
example. We first construct a clique composed of ¢, a1, ao, a3, which has four dummy
vertices as shown in the figure, and then we connect each of vertices a1, a, and a3 to
Z11, Ty and z31, respectively. We call the vertex ¢ as clause vertex. Finally, we construct
the vertex s” as shown in the figure. Each of ¢, , ¢m is connected to s’) and §" is
connected to s. Moreover, s” has m dummy vertices. If literal ; appears 7 times in F,
each of 21y, -+, zy; of M,, is connected to some triangle which z; appears in. Observe
that we never have ¢ > k. The rest except for z1; (i.e., Zyi41,+ -+, Z1x—1) are connected
to dummy vertices for each. (We do the same construction for the other literals of
L.) We call the vertex, say a;, of the clique connected to w;;, extra for uy;, and also
each of those dummy vertices connected t0 w41, -, T1x—1, extra for vy, -+, Tip-1,
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Figure 2: Gy = (Vs, Es)
Figure 3: G3 = (V3, E3)

respectively.

Consistency: We prove that F is satisfiable in the sense of No-One-In-Three if and
only if G constructed above has an stNK-community S. Let 7' = V\S. We first observe
a few necessary conditions for the existence of stNK-community , which are independent

of the given formula F. Observe first that for each z € X, the set of vertices wy,- -+, wp,
and v cannot be partitioned because for each 4, it is impossible that vertices w; and v
are divided. We further have the following claim about vertices uy, -+, ug:

Claim 1 It is necessary that for every clique M,, the set U of k vertices uy, -, u 18
not partitioned, and neither is the set U’ of k vertices uy, - - ) U

Proof of the claim: Suppose that there is an stNK-community S such that at least one
of U and U’ is partitioned into S and 7. We assume w.l.o.g. that U is partitioned so
that 7 (0 < < k) vertices uy, - ,u; are in S, and (k- i) vertices 31, -+ ,ug are in 7.
Similarly, j (0 < j < k) vertices uj, - -+ ,u; arein S and (k—7) vertices uj, 4, - , U, arein
T. Suppose further that v € S. (It is similarly proved for the case of v € T.) Thus, there
exist two vertices, say u; € S and ug € T, such that GAP(u;) > 0 and GAP({ug) > 0. It
is easy to see that GAP(u;) = (i—1)+j+2—~(k—i+k—j) = 2(i+j)—2k+1 > 0, for the
case that the extra vertex for u; isin S, and GAP(uy) = (k—i—1)+(k—7)+1=(i+j+1) =
2k — 2(i +j) — 1 > 0, for the case that the extra vertex for u is in T. (Note that it
suffices to show for these cases.) These two inequalities above lead to a contradiction
because we have i + 7 > k from the first, and k£ > ¢ + 7 + 1 from the second.
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Summing up the above mentioned, we have that for each z € X, the set W of
wy, - Wy, and v cannot be partitioned, and neither can the set U of uy, -+, up. It
follows that the set U U W cannot be partitioned because n < % and therefore v must
be in the same partition as U. Thus, for every z € X, all vertices of V, must be in the
same partition, so must those of Vz. We now claim the following.

Claim 2 All vertices of cliqgue T' are in T .

Proof of the claim: First, we prove that all vertices of clique 7" are always in the
same partition. If 77 is partitioned into different partition, e.g. ti,---,% € S and
tivt, -yt €T, we have

GAP(h) = 1+1-1-(@m-1+1)<0 (if1<|7])

GAP(t,) = 14 (n—1-1)—(1+1) <0 (ifl> [gj)

This contradicts that 7" is partitioned into different partition. Suppose that for X' C X
and X" C X such that X' N X" = ¢, for every z € X' all vertices of V, UV; are in S,
and for every z € X" all vertices of V, UV} are in 7. Let |[X'| = ¢ and | X”| = j. And
we assume all vertices t;,--- ,t, are in S, we have GAP(¢) = 2nj — (1 + 2ni +n) =
2n(j —i) —1—n > 0. From this we obtain j > 4. Since t1,--- ,t, are in S, s’ must be in
S. Thus, we have GAP(s) = 2ni — (2nj + 1) = 2n(i — j) + 1 > 0. From this we obtain
7 <4, this is a contradiction.

We now claim the following which implies the correspondence of a partition of V' to
an assignment to X.

Claim 3 For every z € X, all vertices of V, are in S iff all vertices of V; are in 7.

Proof of the claim: Suppose that X', X” i and j are same as the proof of claim 2.
Because of claim 2, vertices t1, - - - , ¢, must be all in 7', we have GAP(t) = n+2nj—2ni =
n+2n(j —i) > 0. From this we obtain j > i. We now assume j > 0, e.g., V,, UV, CT.
Then, s’ must be in T because y1,¥},2; must be in T (see Figure 2), and therefore
the number of vertices which is in T and adjacent to &' is at least n + 1 while the
number of vertices which is in S and adjacent to s’ is at most n. Thus, we have
GAP(s) = 2ni — 2nj — 1 = 2n(i — j) — 1 > 0. From this we obtain 4 > j. This
contradicts to j > 4, therefore we have j = 0. Immediately, we also have ¢ = 0 because
of 7 > 1.

From this claim, s’ must be in .S, which follows that all vertices z1, ..., z, in Figure 2
must be in S. Moreover, all the extra vertices must be in the same partition as vertices
in M, adjacent to those extra vertices. Note that those conditions on S all mentioned
above must be satisfied whatever the given formula F' is.

We now show the relationship: F is satisfiable in the sense of No-One-In-Three if and
only if the stNK-community condition on S is satisfied at all the vertices of triangles in
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Gs. Recall that, for example, z1; and the extra vertex a; in the triangle must be in the
same partition. Thus, we can regard the partition (S,T) as an assignment to X: that
is, the variables z such that V} is in S is assigned true, and the variables  such that
V, is in T is assigned false. Consider an arbitrary assignment o to X. According to the
assignment o, we have four types of the placement of triangles: 1) all the three vertices
of a triangle are in the same partition, 2) two vertices out of the three are in S, and 3)
two vertices out of the three are in 7. For the cases 1) and 2), the stNK-community
condition is satisfied at all the three vertices, which corresponds to the clauses satisfied
by ¢. On the other hand, for the case 3), the stNK-community condition is not satisfied
at a vertex in S, which corresponds to the clauses not satisfied by . B

4 Summary and future work

The stNK-community problem is introduced by Nakamura and Kudo [2]. We've proved
this problem is NP-complete.

Since the stNK-community problem is NP-complete, we consider about the random-
ized algorithm to solve it with high probability. And we consider about the suitable
definition of the optimization problem and the approximation algorithm for it. Per-
haps, we need to make a simpler reduction in the proof of the NP-hardness of opti-
mized version of stNK-community problem to consider the approximation algorithm.
The purpose of this problem is mining the communities of web structure. We also
consider about the NK-community problem whose instance doesn’t fix (s,t). Flake,
Tarjan and Tsioutsiouliklis [3] proved NP-completeness for this problem in case of G
has edge weight function w : E — Z* and the community condition inequality is

Vu € S, [ > ttumpervesy WHE® U > 2o ruviemeny w({u, v}) ] But, it’s not trivial to
translate their proof to the case of the weights restricted to be 1.
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