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Maillet Type Theorem for Singular First Order
Nonlinear Partial Differential Equations of
Totally Characteristic Type

3+ B (Akira SHIRAI)
£ 1 B RS R LR T HEER %R (Nagoya University)

1 Introduction.

Let (t,z) € C¢ x C?, N = {0,1,2,...} and Ny = {1,2,...}. We consider the

following first order nonlinear partial differential equation:

(L.1) { f(t, 3, ult, 2), Bult, @), Bsult, z)) = O,

u(0,z) =0,
where S = Oy, . - ., O 1), Ot = (B5,4, . . ., O, ).
In this paper, we always assume the following assumptions:
(H1) f(t,z,u,7,€) (r = () € C% & = (&) € C") is holomorphic in a neigh-
bourhood of the origin, and is an entire function in 7 variables for any fixed

t, z, u and &.

(H2) (Singular Equation) The holomorphic function f(t,z,u,T,§) satisfies
(1.2) £(0,2,0,7,0)=0
for z € C" near the origin and 7 € C9.

(H3) (Existence of Formal Solution) The equation (1.1) has a formal solu-

tion of the form

d
(1.3) ult,z) =Y wi(@ti+ Y uspt®a’ € Cllt, zl],

lo|>2,18120
where |a| and |3] denote the sum of multi-indices & € N and § € N™, re-
spectively. Moreover we assume that all ¢;(z) are holomorphic in a neigh-

borhood of the origin.



We would like to consider the equation (1.1) under the condition which is

called Totally characteristic type, that is, we assume

(H4) (Totally Characteristic Type) The equation (1.1) is totally character-
istic type, which is defined by

fe.(0, 7,0, {w;(z)}, 0) ‘# _
(1.4) { f;(o,o,o, {0 (0]}.0) = fork=1,...,n

Remark 1.1 By the above assumptions, {¢;(z)} satisfy the following system of

equations:

(1.5) 5% b3 ut,2), g ult, D} et 2))

- g{ f(D z,0,{p;(z)}, 0)¢i(z)

+3 G 0506052 @) =0

(0,2,0,{p;()},0) +

with fe, (0,0,0,{p;(0)},0) = 0 for & = 1,2,...,d. The formal solution of this
system is not convergent in general, but we have a sufficient condition for the
formal solution of system (1.5) to be convergent, which is found in [S2, Section

6]. By this reason we assumed the convergence of ¢;(z) in (H3).

Now we put a(z) = (0,z,0, {g;(z)},0) for simplicity, and define

i 5‘2f . 32f 5%
(16) ay(2) i= g5-(a(e) + g5 (a )+ 2 5708, ) g, @
fori,j =1,2,...,d. Moreover we define
(1.7) bi(z) = of —(a(z)), fork=12,...,n
&

We remark that the functions a;;(x) and bi(z) are determined as holomorphic
functions in a neighborhood of the origin and be(z) # 0, bx(0) = 0 by the as-

sumptions.

Remark 1.2 If by(z) = 0 for all k = 1,2,...,7, the equation (1.1) is called the
Fuchsian type. In this case, the convergence or divergence criterion is obtained
by Gérard-Tahara in [GT] or Miyake-Shirai in the forthcoming paper [MS2].
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We put v(t,z) = u(t,z) — Z;l:l @;(x)t; = O(|z|¥), (K = 2). Then v(t,z)

satisfies the following equation:

( (2]22 aij(2)t:0, + kz: bi(2)0s, + g%(a(m))) v(t, z)
= Z do ()% + frer1(t, 7, 0(t, 7), Ov(t, z), Bv(t, T)),

fo|=K
\ ’U(t,ﬂf) = O(MK)v
where d,(z) are holomorphic in a neighborhood of the origin, and the function

fr+1(t,z,v,7,€) is holomorphic in a neighborhood of the origin with Taylor ex-

(1.8) <

pansion

(1'9) fK+1 (t’ z,v,T, 5) = Z fongr (x)tavaQ§T>

Viapgr)zK+1

where p € N, g € N% and r € N™ and
(1.10) V(a,p,g,7) = la| + Kp + (K — 1)|q| + K]r].

The problem in this paper is to obtain the Gevrey order of formal solution
of (1.1) or (1.8) in the case where all the eigenvalues of the Jacobi matrix of
{bx(2)} at = = 0 are equal to zero. For this problem, Chen-Luo-Tahara [CLT]
obtained the answer in the case where (t,z) € C; x G, and they proved that
their Gevrey order is the best constant in general. The purpose of this paper is
to give a generalization of Chen-Luo-Tahara’s result to the case of several (¢, )

variables.

We put the Jordan canonical form of the Jacobi matrix of {b1(z),...,b.(2)}

at © =0 by

N
8(by,. .., by) '

(1.11) GO |
216 5 S S N,

where

denotes the nilpotent matrix block of size k;.

The following theorem is the main theorem in this paper.



Theorem 1.1 Suppose (H1), (H2), (H3) and (H4). If the following condition

d
3 e+ 5, 600)

holds by some positive constant C > 0 for all |a| > K, then the formal solution

(1.12)

> Clal, (Non-resonance Poincaré condition)

(1.3) of the equation (1.1) belongs to the formal Gevrey class of order at most 20

by ‘
max{kl, kg, cen ,k‘[} (Zf I< n)

(1.13) o= p
if IT=n),
-1 =T
where p = ming=12__n{mx > 2 ; bx(z) = O(|z|[™)}. Namely, the power series

Uap :Bﬁ
> e

|laf21,{8]20

converges in a neighborhood of the origin.

2 Refinement of Theorem 1.1

After a linear change of independent variables which reduces the matrices (a;;(0))
and a—(H(O) to the Jordan canonical forms, we can obtain more precise es-
timates of the Gevrey order in each variable. In order to state the result, we

prepare some notation and definitions.

Definition 2.1 (s-Borel transformation) Let s = (s,8) € (Rx1)% x (R>1)"
where Ry1 = {z € R ; z > 1}. The s-Borel transformation B,(f)(t,z) of

f(t, .’L’) == zlaH"ﬁlZO faﬁtaxﬁ iS deﬁned by

(21) B?m Z faﬁ |CEI ‘18“ tafE'G

1
lal+]81>0 s a (S 6)

where (s'-@)! and (8- 3)! denote the Gamma functions I'(s’-a+1) and [(s-8+1),

respectively.

Definition 2.2 (Gevrey class G5,) Wesay that f(t,2) = Y ena genn fapt®2”
€ Gi,, if the s-Borel transformation BZ, (£)(t,z) converges in a neighborhood of

the origin, and s is called the Gevrey order.

a7
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Remark 2.1 (i) If two Gevrey orders s = {s;} and 8 = {§;} satisfy 5; < 5; for
all j = 1,2,...,d+n, then G§, C G;,.
(ii) If s = (s,8,...,8) € (Ry1)", then f(t,z) € G, if and only if

fa,@ alﬁ
2 e la T

converges in a neighborhood of the origin.
(iff) For a formal power series u(t,z) € C[[t, zl], if Bf,(u)(t,z) € s, then
we have u(t,z) € QS“LS Ytn with 1gem = (1,1,...,1) € N,

Let us give a refined form of Theorem 1.1. By a linear change of indepen-
dent variables which brings the matrices (a;;(0)) and gg%—-—%im:o to the Jordan

canonical forms, the equation (1.8) is reduced to the following form:

d
(22) (A+A+Nu Z i5( t@,u+22ﬁgk

+n(z)u + Z Calx)t® +gK+1(t T, U, Oy, Opth)
o] =K
where u = u(t,z), (t,z) = (t,x,x%...,x/) € C x Ck x Ck2 x ... x C¥,
x! = {21 }p=12, ., € C*, and A, A and N denote the following linear operators:

d d-1
(2.3) A=Y "Nt0, +c(0), A= > Oiti110,,
j=1 j=1
I kj——l
(2.4) N=Y" 64110,

j=1 k=1
The coeficients a;;(z), B;x(z), Y (z), n(z) and {,(z) are holomorphic in a neigh-
borhood of the origin satisfying

(2.5) aij(z), n(z) = O(zl),  Bi(z) = O(|=[*).

and gx41(t, %, u, 7, &) is holomorphic in a neighborhood of the origin with Taylor

expansion

gt z,u, 7,§) = Z gapqr(x)tauqugr.
Viep,gr)zK+1



Remark 2.2 By the linear change of variables as above, we have §; = 0 or 1
and § = 1, which appeared in the operators A and N. However, we may assume
that the constants §; and § are as small as we want. Indeed, we introduce new
independent, variables #; = &/t; and Z;, = eftFhi-ithg, . Then §; and ¢ are
changed by €d; and &6, respectively. Therefore, by chbosing g > 0 small enough,

we may assume that §; and ¢ are arbitrary small.

In order to state more precise result for Theorem 1.1, we put the valuation of

ﬁjk(yvz) by
Bir(z) = O(lz|*), (£ > 2).

For a vector p = (p1,...,ps) and a constant a, the notaion p(a) is defined by
p(a) =(pi +a,p2+a,...,pn +a)
Theorem 1.1 is obtained immediately from the following:

Theorem 2.1 Let Ky = max{ky,..., kr}. The equation (2.2) has a unique for-

mal solution which belongs to the Gevrey class G5, of order at most s by
(2.6) s = (14(01),8'(03), - -, 8" (02)),

where 14 = (1,1,...,1) € N* and

(2.7) §=(1gs8Y...,8), ¢ =(1,2,...,k),
o9 + K(] -1 .
(2.8) oy = égﬁi{r{V(a,p, o) —K Goper(T) # O} )
k
(2.9) 0y = IMAx {Ejk — }
k=1,..‘,kj

Proof of Theorem 1.1. If Ky = 1, then we have g3 < 1/(p—1) and 01 < 1/(p—1)
where p is the constant which appeared in Theorem 1.1. In the case Ko 2> 2, we
have oy < Ky and o1 < 2Ky — 1. Therefore, the maximal component ||s|| of s

which appeared in (2.6) is estimated by
90Ky (if Ko > 2)
Islf<q »

. =20
5—_—1' (lf KO = 1)

Thus, Theorem 1.1 is proved. -
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3 Sketch of the Proof of Theorem 2.1.

Tn this section, we shall prove Theorem 2.1 by assuming lemmas which are tools

to prove Theorem 2.1.

3.1 Construction of Majorant equations.

First we give the following lemma:
Lemma 3.1 Let P= A+ A+ N. Then the following propositions hold:
(i) P: Cltlilz]sr — Cltle[zlnm is invertible for all L > K and M > 0.

(11) Fors = (103,51, . ,SI) = (ld,AS/) € (Rzl)d X (Rzl)k1+"'+kl, Zf a majomnt
relation B, (u)(t,z) < W TEXM (T = |t|, X = |z|) does hold, then
there exists a positive constants Cy > 0 independent of L and M such that

(3.1) B (P lu)(tz) < %WLMTLXM = Co(T D) "W TEXM.

We put Pu(t,z) = U(t,z) as a new unknown function. Then the equation
(2.5) is reduced to the following:

I
(3.2) Ult, z) Z%(mat 1U+Zz,ﬁgk 2)8y,, P7U +n(z)P™'U

5‘7 1 j =1 k=1
+ 3 Galm)t + gralt, z, PTU, P, 8, PU).
|ajl=K

We apply the §-Borel transformation for (3.2), where § is the same vector which

appeared in Lemma 3.1 (ii).

I
B, ( ZB;"E{% )t:0,, P 1U}+ZZB A Bin(@)8s,,, PTUY
i§=1 j=1 k=1
+B {n(x)PTUY + Y B {¢a()t%}
la|=K

+B5 {gxs1(t 3, PU, 8,P7'U, 8,P7 U},

In order to construct a majorant equation of (3.3), we prepare a lemma.



Lemma 3.2 Let u(t,z), v(t,z) be formal power series, and the multi-indez s =
(14,8%,...,87) be the same constants as (2.7). Then the following majorant rela-
tions hold:

(i) There exists a positive constant Cy > 0 independent of v and v, such that

(3.3) B o (wo)(t,2) < CiB3,(Jul)(t, 2) x By (Jv])(t, ).

(i) Let T = |t| and X = |z|. If a majorant relation B ,(u)(t, z) <« W(T, X)
=Y LSK.M>0 Wi XM does hold, then there exists a positive constant Cy > 0

which depends only on'S, such that
(3.4) B (0, P u)(t, z) < Codr(Tdr) "W (T, X),

(3.5) BE ,(0s,, P7Mu)(t, 7) < Co(T0r) ' 0x (X 0x)* W (T, X),

By Lemmas 3.1 and 3.2, if Bim(u)(t, z) € W(T, X), then we have the following

majorant relations by the positive constant Cs = CoC1Co:
o BL{04(@)id, PU} < Cslos|(OW(T, X),
o B {Bji(2)8x,, P U} < Cs|B|(X)(T0r) " 0x (X 0x ) W(T, X)
< Cg\ﬁjk{(X)aX(XBX)k—lW(T, X),
o B, {n(z)P'U} < Cs|(X)W(T, X)),

e ¥ B G} < (Z ICaI(X)) T,

lal=K la|=K

o B} {9x(t,z, P7IU,8,P7U, 8, P7U)}
<loreal (T X, O {035T(T5T)‘1(W>}, {Co(Tor)0x (Xax)k-lw}),

where T = (T,T,...,T) € C?and X = (X, X,...,X) € C".
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Here we consider the following equation:

(3.6) W(T,X) = (Z I‘gcx;(X)) T + F(X)W(Tv X)

lol=K

Ik
ZZ 51 Bl (X)Ox (X 0x )7 W (T, X)
j=1k

+19K+1r(T X, CyW, { Csdp(Tor) W }, { Ga(T'8r)™ B (X0x)" wh),

where F(X) is a holomorphic function given by

=Y Cslay|(X) + Cslnl(X) = O(X).

ij=1
By the construction of the equation (3.6), the following majorant relation is

clearly holds:
(3.7) B, (U)(t,z) < W(T, X).

By multiplying (1 — F(X))~! € C{X} on the both hands side of (3.6), the

equation (3.6) is rewritten by

J

Tk
(3.8) W =2Z(X)TX + ZZBJk N Xdx )W
j=1 k=1
+Gxan (T, X, C5W, {ogaT(TaT)- W}, {03(T3T>—16X (X@X)’c'li/T/}),

where W = W(T, X) and

Z<X Z Ka 7 Jk X) 1 _%(X) 'ﬂﬂ;’{(X) = O(XEjk—l)s

Ial K

GK—(—I(Ta X) U, T, E) = igK-%-l’(T’X? U, 7, &)

b
1 — F(X)
Remark 3.1 From now on, we shall prove that the formal solution W (T, X)

U“Ll 92+l where oy and o9 are the

of (3.8) belongs to the formal Gevrey class Gy
constants which appeared in (2.8) and (2.9). If we can prove this fact, then we
obtain the consequence of Theorem 2.1. Indeed, by Remark 2.1, Lemma 3.1 (ii)

and (3.7), we have v(t,z) € G, where s is the vector introduced by (2.6).
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- 3.2 The estimate of Gevrey order in X.

By substituting W (T, X) = Y, Wir(X)T" into (3.8), we have the following

recursion formulas:

Ik
(3.9) =3 Bu(X)(X8x)*'Wi(X)
=1 k=1
+Hy (X AW (X) ek, -1, {0x (X 8x)* W5 (X )};ﬂ ;{?HLI_(E)a

where Hp(X, {¢;}, {n;x}) denotes a polynomial in {£;} and {n;s} variables in the
case L > K or Hx = Z(X), and K| is a positive integer defined by

KO = max{kl, ey k[}

In order to construct majorant recursion formulas of (3.9), we prepare a lem-

mas.

Lemma 3.3 Let {a;(z)} (z € C) be holomorphic functions and the vanishing
order of a;(x) be m; € N4 for j = 1,2,...,n, and f(z) € Gt where 0 =
max;_1,.4{j/m;}. Then the formal solution w(z) of linear ordinary differential

equation .
n \J
(3.10) ue) = S ay(o) (a7 ) ule)+ )

belongs to the formal Gevrey class of order o + 1. Moreover, the formal solution
U(z) of linear functional equation

n -

(3.11) Ulz) =Y lal{z)U(z) + BI7 (1) (=)

Jj=1

is a majorant function of BST (u)(x).
For s > 0, we define the formal s differential operator (X8x)° by
(3.12) (X8x)* (XM := M° XM,

for all M € N.
By Lemma 3.3, the formal solutions {W3(X)}1>x belong to the formal Gevrey
class of order g, + 1 where o, is the same constant as (2.9). Namely, by this
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observation, we see that the Gevrey order of W(Z7,X) in X variable is oz +
1. Furthermore, by the second statemant of Lemma 3.3, the formal solutions

{Vi(X)}r>k of recursion formulas

(3.13) Vi(X)=)_ Z Bip(X)Vi(X)

7=1 k=1

Hy (X, V(XY e, (B (X B0 (X0} s )
are the majorant functions of {BZ T (W.)(X)} >k, that is,
(3.14) BEH (W) (X) <« Vg (X), forallL>K.

Because by Lemma 3.2, we can obtain the following majorant relation:
If BT (W) (X) < V;(X) for j > K, then

B { Hy (X AW () ot {0 (X0 WS X))y ) |

j=K, M,L

<<HL(X>{V( V}imk,..n-1, {0x (X8x)* V(X )}k =12, Ko)~

""" K,.._,L i

Now we consider the following equation:

I ks
BB VT, X) = Z(X)T" + 3 Y Bu(X)(Tor)"'V(T, X)

j=1 k=1

+Cxs (T, X, Gy, {cgaT(TaT)—lv}, {Cg(T&T)‘lé‘X(Xax)"2+’“‘1V}).

We put V(T,X) = 315k Vo(X)T". Then the coefficients {VL(X)} are de-
termined as holomorphic functions by the same recursion formulas as (3.13).

Therefore, the formal solution V(7, X) is a majorant function of the power series
DI BRTH W) (X)TE, that is,

(3.16) > BT WL X)T! < V(T X).

L2K

3.3 The estimate of Gevrey order in 7'

We give the Gevrey order in T variable. We take holomorphic majorant functions
Q(X) and RK—&~1(T7 X! U, T, E) 77) by

A

> P(X)Z(X),
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and

—_ Aapqr =
Ren(T, X, u,m6m) = > (R = X)HoHar TleluPrigr
Viep,qr)>K+1

> P(X)GK-{-I(T) X7 U, T, 5)
by some positive constants R, A and {Aqgper} Where
1
I kj :
1 - ijl Ek:l By'k(X)
By the above majorant relations, we can easily see that the formal solution
of the following equation satisfies Y (T, X) > V(T, X):

P(X) =

(3.17)Y (T, X) = Q(X)TX
4 Ricen (T, X, CsY, {cgaT(TaT)—ly}, {cg(TaT)—lax (XBX)"2+’““1Y}>.

Put y(T, X) = (T8r)"'Y(T, X). Then y(7, X) satisfies the following equa-
tion:
Tory(T, X) = QX)T*
(3.18) + Ry (T.X, CsTory, { Codry }, { Cadx(Xax)7H0 ),
y(T, X) = O(T*).

We know that the formal solution y(T, X) belongs to the Gevrey class Gart

Indeed, by drawing the Newton polygon for the nonlinear equation, we have

O'Q—I'Ko—l
=1 .
{V(a,p,q,r)—K} o

The definition of the Newton polygon for nonlinear equation is found in [S1]. The

The Gevrey order in 7' =1 4+ max

a}plq’T

details are omitted here.

Therefore, we have

VT, X) € g3 = W(T, X) € GZ ™ == U(t, ) € G-
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