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#### Abstract

Let $C$ be a nonempty closed convex subset of a Banach space $E$ and let $A$ be an inverse－strongly－monotone operator of $C$ into the dual space $E^{*}$ of $E$ ．In this paper，we introduce the following iterative scheme for finding a solution of the variational inequality problem for $A$ ：$x_{1}=x \in C$ and $$
x_{n+1}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$ for every $n=1,2, \ldots$ ，where $\Pi_{C}$ is the generalized projection from $E$ onto $C, J$ is the duality mapping from $E$ into $E^{*}$ and $\left\{\lambda_{n}\right\}$ is a sequence of positive real numbers．Then we obtain a weak convergence theorem（Theorem 3．1）．Using this result，we consider the problem of finding a minimizer of a convex function，the problem of finding a point $u \in E$ satisfying $0=A u$ and so on．


## 1．Introduction

Let $E$ be a real Banach space with norm $\|\cdot\|$ ，let $E^{*}$ denote the dual of $E$ and let $\langle x, f\rangle$ denote the value of $f \in E^{*}$ at $x \in E$ ．Let $C$ be a nonempty closed convex subset of $E$ and let $A$ be a monotone operator of $C$ into $E^{*}$ ．Then we deal with the problem of finding

$$
\begin{equation*}
\text { a point } u \in C \text { such that }\langle v-u, A u\rangle \geq 0 \text { for all } v \in C \text {. } \tag{1.1}
\end{equation*}
$$

This problem is called the variational inequality problem；see［14］and［13］．The set of solutions of the variational inequality problem is denoted by $\mathrm{VI}(C, A)$ ．An operator $A$ of $C$ into $E^{*}$ is said to be inverse－strongly－monotone if there exists a positive real number $\alpha$ such that

$$
\langle x-y, A x-A y\rangle \geq \alpha\|A x-A y\|^{2}
$$

for all $x, y \in C$ ；see［6］，［15］and［9］．For such a case，$A$ is said to be $\alpha$－inverse－strongly－ monotone．

For finding a zero point of an inverse－strongly－monotone operator of the Euclidean space $\mathbb{R}^{N}$ into itself，Gol＇shteĭn and Tret＇yakov［8］introduced the following scheme：$x_{1}=x \in \mathbb{R}^{N}$ and

$$
\begin{equation*}
x_{n+1}=x_{n}-\lambda_{n} A x_{n} \tag{1.2}
\end{equation*}
$$

for every $n=1,2, \ldots$ ，where $\left\{\lambda_{n}\right\}$ is a sequence in $[0,2 \alpha]$ ．They proved that the sequence $\left\{x_{n}\right\}$ generated by（1．2）converges to some element of $A^{-1} 0$ ，where $A^{-1} 0=\left\{u \in \mathbb{R}^{N}: A u=\right.$ $0\}$ ．

In the case when $A$ is an inverse－strongly－monotone operator of a closed convex subset $C$ of a Hilbert space $H$ into $H$ ，one method of finding a point $u \in \mathrm{VI}(C, A)$ is the projection algorithm：$x_{1}=x \in C$ and

$$
\begin{equation*}
x_{n+1}=P_{C}\left(x_{n}-\lambda_{n} A x_{n}\right) \tag{1.3}
\end{equation*}
$$
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for every $n=1,2, \ldots$, where $P_{C}$ is the metric projection of $H$ onto $C$ and $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. Iiduka, Takahashi and Toyoda [9] proved that the sequence $\left\{x_{n}\right\}$ generated by (1.3) converges weakly to some element of $\mathrm{VI}(C, A)$.

In the case when the space is a Banach space $E$, Alber [1] proved the following strong convergence theorem by the genelarized projection algorithm:
Theorem 1.1 (Alber [1]). Let $C$ be a nonempty closed convex subset of a uniformly convex and uniformly smooth Banach space E. Suppose an operator $A$ of $E$ into $E^{*}$ satisfies the following conditions:
(i) $A$ is uniformly monotone, that is, $\langle x-y, A x-A y\rangle \geq \psi(\|x-y\|)$ for all $x, y \in E$, where $\psi(t)$ is a continuous strictly increasing function for all $t \geq 0$ with $\psi(0)=0$,
(ii) $\mathrm{VI}(C, A) \neq \emptyset$,
(iii) $A$ has $\phi$-arbitrary growth, that is, $\|A y\| \leq \phi(\|y-z\|)$ for all $y \in E$ and $\{z\}=$ $\mathrm{VI}(C, A)$, where $\phi(t)$ is a continuous nondecreasing function with $\phi(0) \geq 0$.
Define a sequence $\left\{x_{n}\right\}$ as follows: $x_{1}=x \in E$ and

$$
x_{n+1}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$

for every $n=1,2, \ldots$, where $\Pi_{C}$ is the generalized projection from $E$ onto $C, J$ is the duality mapping from $E$ into $E^{*}$ and $\left\{\lambda_{n}\right\}$ is a positive nonincreasing sequence which satisfies $\lim _{n \rightarrow \infty} \lambda_{n}=0$ and $\sum_{n=1}^{\infty} \lambda_{n}=\infty$. Then the sequence $\left\{x_{n}\right\}$ converges strongly to a unique element $z$ of $\mathrm{VI}(C, A)$.

On the other hand, for finding a zero point of a maximal monotone operator, by using the proximal point algorithm, Kamimura, Kohsaka and Takahashi [12] proved the following weak convergence theorem:
Theorem 1.2 (Kamimura, Kohsaka and Takahashi [12]). Let E be a uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous. Let $A \subset E \times E^{*}$ be a maximal monotone operator, let $J_{r}=(J+r A)^{-1} J$ for all $r>0$ and let $\left\{x_{n}\right\}$ be a sequence defined as follows: $x_{1}=x \in E$ and

$$
x_{n+1}=J_{r_{n}} x_{n}
$$

for every $n=1,2, \ldots$, where $\left\{r_{n}\right\} \subset(0, \infty)$ satisfies $\lim \sup _{n \rightarrow \infty} r_{n}>0$. If $A^{-1} 0 \neq \emptyset$, then the sequence $\left\{x_{n}\right\}$ converges weakly to an element $z$ of $A^{-1} 0$. Further $z=\lim _{n \rightarrow \infty} \Pi_{A^{-1} 0}\left(x_{n}\right)$, where $\Pi_{A^{-1} 0}$ is the generalized projection from $E$ onto $A^{-1} 0$.

In this paper, motivated by Alber [1], we introduce an iterative scheme for finding a solution of the variational inequality problem for an operator $A$ which satisfies the following conditions in a 2 -uniformly convex and uniformly smooth Banach space $E$ :
(1) $A$ is inverse-strongly-monotone,
(2) $\operatorname{VI}(C, A) \neq \emptyset$,
(3) $\|A y\| \leq\|A y-A u\|$ for all $y \in C$ and $u \in \mathrm{VI}(C, A)$.

Then we obtain a weak convergence theorem (Theorem 3.1). Further, using this result, we consider the minimization problem (Theorem 3.3 and Corollary 3.5), the complementarity problem (Theorem 3.7), the problem of finding a point $u \in E$ satisfying $0=A u$ (Theorem 3.4) and so on.

## 2. Preliminaries

Let $E$ be a real Banach space. When $\left\{x_{n}\right\}$ is a sequence in $E$, we denote strong convergence of $\left\{x_{n}\right\}$ to $x \in E$ by $x_{n} \rightarrow x$ and weak convergence by $x_{n} \rightarrow x$. A multivalued operator $T: E \rightarrow 2^{E^{*}}$ with domain $\mathrm{D}(T)=\{z \in E: T z \neq \emptyset\}$ and range $\mathrm{R}(T)=\bigcup\{T z \in E: z \in \mathrm{D}(T)\}$ is said to be monotone if $\left\langle x_{1}-x_{2}, y_{1}-y_{2}\right\rangle \geq 0$ for
each $x_{i} \in \mathrm{D}(T)$ and $y_{i} \in T x_{i}, i=1,2$. A monotone operator $T$ is said to be maximal if its graph $\mathrm{G}(T)=\{(x, y): y \in T x\}$ is not properly contained in the graph of any other monotone operator.

Let $U=\{x \in E:\|x\|=1\}$. A Banach space $E$ is said to be strictly convex if for any $x, y \in U$,

$$
x \neq y \text { implies }\left\|\frac{x+y}{2}\right\|<1
$$

It is also said to be uniformly convex if for each $\varepsilon \in(0,2$ ], there exists $\delta>0$ such that for any $x, y \in U$,

$$
\|x-y\| \geq \varepsilon \text { implies }\left\|\frac{x+y}{2}\right\| \leq 1-\delta
$$

It is known that a uniformly convex Banach space is reflexive and strictly convex. And we define a function $\delta:[0,2] \rightarrow[0,1]$ called the modulus of convexity of $E$ as follows:

$$
\delta(\varepsilon)=\inf \left\{1-\left\|\frac{x+y}{2}\right\|: x, y \in E,\|x\|=\|y\|=1,\|x-y\| \geq \varepsilon\right\}
$$

It is known that $E$ is uniformly convex if and only if $\delta(\varepsilon)>0$ for all $\varepsilon \in(0,2$. Let $p$ be a fixed real number with $p \geq 2$. Then $E$ is said to be $p$-uniformly convex if there exists a constant $c>0$ such that $\delta(\varepsilon) \geq c \varepsilon^{p}$ for all $\varepsilon \in[0,2]$. For example, see [4] and [23] for more details. We know the following fundamental characterization [4,5] of $p$-uniformly convex Banach spaces:

Lemma 2.1 ([4, 5]). Let $p$ be a real number with $p \geq 2$ and let $E$ be a Banach space. Then $E$ is p-uniformly convex if and only if there exists a constant $c$ with $0<c \leq 1$ such that

$$
\begin{equation*}
\frac{1}{2}\left(\|x+y\|^{p}+\|x-y\|^{p}\right) \geq\|x\|^{p}+c^{p}\|y\|^{p} \tag{2.1}
\end{equation*}
$$

for all $x, y \in E$.
The best constant $1 / c$ in Lemma 2.1 is called the $p$-uniformly convexity constant of $E$; see [4]. Putting $x=(u+v) / 2$ and $y=(u-v) / 2$ in (2.1), we readily conclude that, for all $u, v \in E$,

$$
\begin{equation*}
\frac{1}{2}\left(\|u\|^{p}+\|v\|^{p}\right) \geq\left\|\frac{u+v}{2}\right\|^{p}+c^{p}\left\|^{u-v} 2\right\|^{p} \tag{2.2}
\end{equation*}
$$

A Banach space $E$ is said to be smooth if the limit

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{\|x+t y\|-\|x\|}{t} \tag{2.3}
\end{equation*}
$$

exists for all $x, y \in U$. It is also said to be uniformly smooth if the limit (2.3) is attained uniformly for $x, y \in U$. One should note that no Banach space is $p$-uniformly convex for $1<p<2$; see [23] for more details. It is well known that Hilbert and the Lebesgue $L^{q}$ ( $1<q \leq 2$ ) spaces are 2-uniformly convex and uniformly smooth. Let $X$ be a Banach space and let $L^{q}(X)=L^{q}(\Omega, \Sigma, \mu ; X), 1 \leq q \leq \infty$, be the Lebesgue-Bochner space on an arbitrary measure space $(\Omega, \Sigma, \mu)$. Let $2 \leq p<\infty$ and let $1<q \leq p$. Then $L^{q}(X)$ is $p$-uniformly convex if and only if $X$ is $p$-uniformly convex; see [23]. For the weak convergence in the Lebesgue spaces $L^{p}(p \geq 2)$, see Aoyama, Iiduka and Takahashi [10].

On the other hand, with each $p>1$, the (generalized) duality mapping $J_{p}$ from $E$ into $2^{E^{*}}$ is defined by

$$
J_{p}(x)=\left\{x^{*} \in E^{*}:\left\langle x, x^{*}\right\rangle=\|x\|^{p},\left\|x^{*}\right\|=\|x\|^{p-1}\right\}
$$

for all $x \in E$. In particular, $J=J_{2}$ is called the normalized duality mapping. The duality mapping $J$ has the following properties:

- If $E$ is smooth, then $J$ is single-valued;
- if $E$ is strictly convex, then $J$ is one-to-one and $\left\langle x-y, x^{*}-y^{*}\right\rangle>0$ holds for all $\left(x, x^{*}\right),\left(y, y^{*}\right) \in J$ with $x \neq y$;
- if $E$ is reflexive, then $J$ is surjective;
- if $E$ is uniformly smooth, then $J$ is uniformly norm-to-norm continuous on each bounded subset of $E$.
See [22] for more details. The duality mapping $J$ from a smooth Banach space $E$ into $E^{*}$ is said to be weakly sequentially continuous if $x_{n} \rightarrow x$ implies that $J x_{n} \stackrel{*}{ } J x$, where $\stackrel{*}{\rightharpoonup}$ implies the weak* convergence; see [7]. It is also known that

$$
\begin{equation*}
p\left\langle y-x, j_{x}\right\rangle \leq\|y\|^{p}-\|x\|^{p} \tag{2.4}
\end{equation*}
$$

for all $x, y \in E$ and $j_{x} \in J_{p}(x)$. We know the following result [24], which characterizes a $p$-uniformly convex Banach space.
Lemma 2.2 ([24]). Let $p$ be a given real number with $p \geq 2$ and let $E$ be a p-uniformly convex Banach space. Then

$$
\|x+y\|^{p} \geq\|x\|^{p}+p\left\langle y, j_{x}\right\rangle+\frac{c^{p}}{2^{p-1}}\|y\|^{p}
$$

for all $x, y \in E$ and $j_{x} \in J_{p}(x)$, where $J_{p}$ is the generalized duality mapping of $E$ and $1 / c$ is the $p$-uniformly convexity constant of $E$.

Further we know the following result [ 5,25 ], which characterizes a $p$-uniformly convex Banach space.
Lemma 2.3 ([5, 25]). Let $p$ be a given real number with $p \geq 2$ and let $E$ be a p-uniformly convex Banach space. Then, for all $x, y \in E, j_{x} \in J_{p}(x)$ and $j_{y} \in J_{p}(y)$,

$$
\left\langle x-y, j_{x}-j_{y}\right\rangle \geq \frac{c^{p}}{2^{p-2} p}\|x-y\|^{p}
$$

where $J_{p}$ is the generalized duality mapping of $E$ and $1 / c$ is the $p$-uniformly convexity constant of $E$.

Let $E$ be a smooth Banach space. We know the following function studied in Alber [1], Kamimura and Takahashi [11] and Reich [16]:

$$
\phi(x, y)=\|x\|^{2}-2\langle x, J y\rangle+\|y\|^{2}
$$

for all $x, y \in E$. It is obvious from the definition of $\phi$ that $(\|x\|-\|y\|)^{2} \leq \phi(x, y)$ for all $x, y \in E$. The following lemma which was proved by Kamimura and Takahashi [11] is important:
Lemma 2.4 ([11]). Let $E$ be a uniformly convex and smooth Banach space and let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be sequences in $E$. If $\left\{x_{n}\right\}$ or $\left\{y_{n}\right\}$ is bounded and $\lim _{n \rightarrow \infty} \phi\left(x_{n}, y_{n}\right)=0$, then $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.

Let $E$ be a reflexive, strictly convex and smooth Banach space and let $C$ be a nonempty closed convex subset of $E$. For each $x \in E$, there corresponds a unique element $x_{0} \in C$ (denoted by $\Pi_{C}(x)$ ) such that

$$
\phi\left(x_{0}, x\right)=\min _{y \in C} \phi(y, x)
$$

The mapping $\Pi_{C}$ is called the generalized projection from $E$ onto $C$; see Alber [1]. If $E$ is a Hilbert space, then $\Pi_{C}$ is coincident with the metric projection from $E$ onto $C$. We also know the following lemmas [1]; see also [11]:

Lemma 2.5 ([1]; see also [11]). Let $E$ be a smooth Banach space, let $C$ be a nonempty closed convex subset of $E$, let $x \in E$ and let $x_{0} \in C$. Then

$$
\phi\left(x_{0}, x\right)=\min _{y \in C} \phi(y, x)
$$

if and only if

$$
\left\langle y-x_{0}, J x_{0}-J x\right\rangle \geq 0 \text { for all } y \in C
$$

Lemma 2.6 ([1]; see also [11]). Let $E$ be a reflexive, strictly convex and smooth Banach space, let $C$ be a nonempty closed convex subset of $E$ and let $x \in E$. Then

$$
\phi\left(y, \Pi_{C}(x)\right)+\phi\left(\Pi_{C}(x), x\right) \leq \phi(y, x)
$$

for all $y \in C$.
Using Lemmas 2.4 and 2.6, we have the following lemma:
Lemma 2.7 ([10]). Let $S$ be a nonempty closed convex subset of a uniformly convex and smooth Banach space $E$. Let $\left\{x_{n}\right\}$ be a sequence in $E$. Suppose that, for all $u \in S$,

$$
\begin{equation*}
\phi\left(u, x_{n+1}\right) \leq \phi\left(u, x_{n}\right) \tag{2.5}
\end{equation*}
$$

for every $n=1,2, \ldots$. Then $\left\{\Pi_{S}\left(x_{n}\right)\right\}$ is a Cauchy sequence.
Let $E$ be a reflexive, strictly convex and smooth Banach space and let $J$ be the duality mapping from $E$ into $E^{*}$. Then $J^{-1}$ is also single-valued, one-to-one and surjective, and it is the duality mapping from $E^{*}$ into $E$. We make use of the following mapping $V$ studied in Alber [1]:

$$
\begin{equation*}
V\left(x, x^{*}\right)=\|x\|^{2}-2\left\langle x, x^{*}\right\rangle+\left\|x^{*}\right\|^{2} \tag{2.6}
\end{equation*}
$$

for all $x \in E$ and $x^{*} \in E^{*}$. In other words, $V\left(x, x^{*}\right)=\phi\left(x, J^{-1}\left(x^{*}\right)\right)$ for all $x \in E$ and $x^{*} \in E^{*}$. For each $x \in E$, the mapping $g$ defined by $g\left(x^{*}\right)=V\left(x, x^{*}\right)$ for all $x^{*} \in E^{*}$ is a continuous and convex function from $E^{*}$ into $(-\infty, \infty)$. We know the following lemma [1]:
Lemma 2.8 ([1]). Let $E$ be a reflexive, strictly convex and smooth Banach space and let $V$ be as in (2.6). Then

$$
V\left(x, x^{*}\right)+2\left\langle J^{-1}\left(x^{*}\right)-x, y^{*}\right\rangle \leq V\left(x, x^{*}+y^{*}\right)
$$

for all $x \in E$ and $x^{*}, y^{*} \in E^{*}$.
An operator $A$ of $C$ into $E^{*}$ is said to be hemicontinuous if for all $x, y \in C$, the mapping $f$ of $[0,1]$ into $E^{*}$ defined by $f(t)=A(t x+(1-t) y)$ is continuous with respect to the weak ${ }^{*}$ topology of $E^{*}$. We denote by $\mathrm{N}_{C}(v)$ the normal cone for $C$ at a point $v \in C$, that is,

$$
\mathrm{N}_{C}(v)=\left\{x^{*} \in E^{*}:\left\langle v-y, x^{*}\right\rangle \geq 0 \text { for all } y \in C\right\}
$$

We know the following theorem [17]:
Theorem 2.9 (Rockafellar [17]). Let $C$ be a nonempty closed convex subset of a Banach space $E$ and let $A$ be a monotone and hemicontinuous operator of $C$ into $E^{*}$. Let $T \subset E \times E^{*}$ be an operator defined as follows:

$$
T v= \begin{cases}A v+\mathrm{N}_{C}(v), & v \in C, \\ \emptyset, & v \notin C .\end{cases}
$$

Then $T$ is maximal monotone and $T^{-1} 0=\mathrm{VI}(C, A)$.
We also know the following lemma (Lemma 7.1.7 of [22]):

Lemma 2.10 ([22]). Let $C$ be a nonempty closed convex subset of a Banach space $E$ and let $A$ be a monotone and hemicontinuous operator of $C$ into $E^{*}$. Then

$$
\mathrm{VI}(C, A)=\{u \in C:\langle v-u, A v\rangle \geq 0 \text { for all } v \in C\}
$$

It is obvious from Lemma 2.10 that the set $\mathrm{VI}(C, A)$ is a closed convex subset of $C$. Further, we know the following lemma (Theorem 7.1.8 of [22]):

Lemma 2.11 ([22]). Let $C$ be a nonempty compact convex subset of a Banach space $E$ and let $A$ be a monotone and hemicontinuous operator of $C$ into $E^{*}$. Then the set $\operatorname{VI}(C, A)$ is nonempty.

## 3. Weak convergence theorems

Let $C$ be a nonempty closed convex subset of a Banach space $E$. If an operator $A$ of $C$ into $E^{*}$ is $\alpha$-inverse-strongly-monotone, then $A$ is Lipschitz continuous, that is, $\|A x-A y\| \leq$ $(1 / \alpha)\|x-y\|$ for all $x, y \in C$.

Now we can state the following weak convergence theorem for finding a solution of the variational inequality for an inverse-strongly-monotone operator in a 2 -uniformly convex and uniformly smooth Banach space:
Theorem 3.1. Let $E$ be a 2-uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous and let $C$ be a nonempty closed convex subset of $E$. Let $A$ be an operator of $C$ into $E^{*}$ which satisfies the conditions (1), (2) and (3). Suppose $x_{1}=x \in C$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha / 2$, then the sequence $\left\{x_{n}\right\}$ converges weakly to some element $z$ of $\mathrm{VI}(C, A)$, where $1 / c$ is the 2 -uniformly convexity constant of $E$. Further $z=\lim _{n \rightarrow \infty} \Pi_{\mathrm{VI}(C, A)}\left(x_{n}\right)$.

Using Theorem 3.1, we consider some weak convergence theorems in a 2 -unifomly convex and uniformly smooth Banach space. We first study the problem of finding a minimizer of a continuously Fréchet differentiable convex functional in a Banach space. Before considering this problem, we state the following lemma which was proved by Baillon and Haddad [3]:
Lemma 3.2 ([3]). Let $E$ be a Banach space, let $f$ be a continuously Fréchet differentiable convex functional on $E$ and let $\nabla f$ be the gradient of $f$. If $\nabla f$ is $1 / \alpha$-Lipschitz continuous, then $\nabla f$ is $\alpha$-inverse-strongly-monotone.

Now we can consider the problem of finding a minimizer of a continuously Fréchet differentiable convex functional in a Banach space.

Theorem 3.3. Let $E$ be a 2 -uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous and let $C$ be a nonempty closed convex subset of $E$. Let $f$ be a functional on $E$ which satisfies the following conditions:
(1) $f$ is a continuously Fréchet differentiable convex functional on $E$ and $\nabla f$ is $1 / \alpha$ Lipshitz continuous,
(2) $S=\arg \min _{y \in C} f(y)=\left\{z \in C: f(z)=\min _{y \in C} f(y)\right\} \neq \emptyset$,
(3) $\left\|\left.\nabla f\right|_{C}(y)\right\| \leq\left\|\left.\nabla f\right|_{C}(y)-\left.\nabla f\right|_{C}(u)\right\|$ for all $y \in C$ and $u \in S$.

Suppose $x_{1}=x \in C$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=\Pi_{C} J^{-1}\left(J x_{n}-\left.\lambda_{n} \nabla f\right|_{C}\left(x_{n}\right)\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha / 2$, then the sequence $\left\{x_{n}\right\}$ converges weakly to some element $z$ of $S$, where $1 / c$ is the 2 -uniformly convexity constant of $E$. Further $z=\lim _{n \rightarrow \infty} \Pi_{S}\left(x_{n}\right)$.

We next consider the problem of finding a zero point of an inverse-strongly-monotone operator of $E$ into $E^{*}$. In the case when $C=E$, the condition (3) of Theorem 3.1 holds.

Theorem 3.4. Let $E$ be a 2-uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous. Let $A$ be an operator of $E$ into $E^{*}$ which satisfies the following conditions:
(1) $A$ is $\alpha$-inverse-strongly-monotone,
(2) $A^{-1} 0=\{u \in E: A u=0\} \neq \emptyset$.

Suppose $x_{1}=x \in E$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha / 2$, then the sequence $\left\{x_{n}\right\}$ converges weakly to some element $z$ of $A^{-1} 0$, where $1 / c$ is the 2 -uniformly convexity constant of $E$. Further $z=\lim _{n \rightarrow \infty} \Pi_{A^{-1} 0}\left(x_{n}\right)$.

Using Theorem 3.4, we can also consider the problem of finding a minimizer of a continuously Fréchet differentiable convex functional in a Banach space.
Corollary 3.5. Let $E$ be a 2-uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous. Let $f$ be a functional on $E$ which satisfies the following cinditions:
(1) $f$ is a continuously Fréchet differentiable convex functional on $E$ and $\nabla f$ is $1 / \alpha$ Lipshitz continuous,
(2) $(\nabla f)^{-1} 0=\left\{z \in E: f(z)=\min _{y \in E} f(y)\right\} \neq \emptyset$.

Suppose $x_{1}=x \in E$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=J^{-1}\left(J x_{n}-\lambda_{n} \nabla f\left(x_{n}\right)\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha / 2$, then the sequence $\left\{x_{n}\right\}$ converges weakly to some element $z$ of $(\nabla f)^{-1} 0$, where $1 / c$ is the 2 -uniformly convexity constant of $E$. Further $z=\lim _{n \rightarrow \infty} \Pi_{(\nabla f)^{-10}}\left(x_{n}\right)$.

Further we consider the problem of finding a unique solution of the variational inequality for a strongly monotone and Lipshitz continuous operator. An operator $A$ of $C$ into $E^{*}$ is said to be strongly monotone if there exists a positive real number $\alpha$ such that

$$
\langle x-y, A x-A y\rangle \geq \alpha\|x-y\|^{2}
$$

for all $x, y \in C$. For such a case, $A$ is said to be $\alpha$-strongly monotone. Let $C$ be a nonempty closed convex subset of a Hilbert space $H$. One method of finding a point $u \in \mathrm{VI}(C, A)$ is the projection algorithm which starts with any $x_{1}=x \in C$ and updates iteratively $x_{n+1}$ according to the formula (1.3). It is well known that if $A$ is an $\alpha$-strongly monotone and $\beta$-Lipschitz continuous operator of $C$ into $H$ and $\left\{\lambda_{n}\right\} \subset\left(0,2 \alpha / \beta^{2}\right)$, then the operator $P_{C}\left(I-\lambda_{n} A\right)$ is a contraction of $C$ into itself. Hence, the Banach contraction principle guarantees that the sequence generated by (1.3) converges strongly to the unique solution of $\mathrm{VI}(C, A)$. Motivated by this result, we obtain the following:

Theorem 3.6. Let $E$ be a 2-uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous and let $C$ be a nonempty closed convex subset of $E$. Let $A$ be an operator of $C$ into $E^{*}$ which satisfies the following conditions:
(1) A is $\alpha$-strongly monotone and $\beta$-Lipschitz continuous,
(2) $\mathrm{VI}(C, A) \neq \emptyset$,
(3) $\|A y\| \leq\|A y-A z\|$ for all $y \in C$ and $\{z\}=\mathrm{VI}(C, A)$.

Suppose $x_{1}=x \in C$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=\Pi_{C} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha /\left(2 \beta^{2}\right)$, then the sequence $\left\{x_{n}\right\}$ converges weakly to a unique element $z$ of $\mathrm{VI}(C, A)$, where $1 / c$ is the 2 -uniformly convexity constant of $E$.

Finally we consider the complementarity problem. Let $K$ be a nonempty closed convex cone in $E$, let $A$ be an operator of $K$ into $E^{*}$ and define its polar in $E^{*}$ to be the set

$$
K^{*}=\left\{y^{*} \in E^{*}:\left\langle x, y^{*}\right\rangle \geq 0 \text { for all } x \in K\right\} .
$$

Then an element $u \in K$ is called a solution of the complementarity problem for $A$ if

$$
A u \in K^{*} \text { and }\langle u, A u\rangle=0
$$

The set of solutions of the complementarity problem is denoted by $\mathrm{C}(K, A)$.
Theorem 3.7. Let $E$ be a 2 -uniformly convex and uniformly smooth Banach space whose duality mapping $J$ is weakly sequentially continuous and let $K$ be a nonempty closed convex cone in $E$. Let $A$ be an operator of $K$ into $E^{*}$ which satisfies the following conditions:
(1) $A$ is $\alpha$-inverse-strongly-monotone,
(2) $\mathrm{C}(K, A) \neq \emptyset$,
(3) $\|A y\| \leq\|A y-A u\|$ for all $y \in K$ and $u \in \mathrm{C}(K, A)$.

Suppose $x_{1}=x \in K$ and $\left\{x_{n}\right\}$ is given by

$$
x_{n+1}=\Pi_{K} J^{-1}\left(J x_{n}-\lambda_{n} A x_{n}\right)
$$

for every $n=1,2, \ldots$, where $\left\{\lambda_{n}\right\}$ is a sequence of positive numbers. If $\left\{\lambda_{n}\right\}$ is chosen so that $\lambda_{n} \in[a, b]$ for some $a, b$ with $0<a<b<c^{2} \alpha / 2$, then the sequence $\left\{x_{n}\right\}$ converges weakly to some element $z$ of $\mathrm{C}(K, A)$, where $1 / c$ is the 2 -uniformly convexity constant of E. Further $z=\lim _{n \rightarrow \infty} \Pi_{\mathrm{C}(K, A)}\left(x_{n}\right)$.

## References

[1] Y. I. Alber, Metric and generalized projection operators in Banach spaces : properties and applications, Theory and Applications of Nonlinear Operators of Accretive and Monotone Type (A. G. Kartsatos Ed.), Lecture Notes in Pure and Appl. Math., vol. 178, Dekker, New York, 1996, pp. 15-50.
[2] K. Aoyama, H. Iiduka and W. Takahashi, Weak convergence of an iterative sequence for accretive operators in Banach spaces, Fixed Point Theory Appl., to appear.
[3] J. B. Baillon and G. Haddad, Quelques propriétés des opérateurs angle-bornés et n-cycliquement monotones, Israel J. Math. 26 (1977), 137-150.
[4] K. Ball, E. A. Carlen and E. H. Lieb, Sharp uniform convexity and smoothness inequalities for trace norms, Invent. Math. 115 (1994), 463-482.
[5] B. Beauzamy, Introduction to Banach Spaces and Their Geometry, 2nd Ed., North Holland, 1985.
[6] F. E. Browder and W. V. Petryshyn, Construction of fixed points of nonlinear mappings in Hilbert space, J. Math. Anal. Appl. 20 (1967), 197-228.
[7] J. Diestel, Geometry of Banach Spaces -Selected Topics, Lecture Notes in Mathematics, 485. SpringerVerlag, Berlin-New York (1975).
[8] E. G. Gol'shteĭn and N. V. Tret'yakov, Modified lagrangians in convex programming and their generalizations, Math. Prog. Study 10 (1979), 86-97.
[9] H. Iiduka, W. Takahashi and M. Toyoda, Approximation of solutions of variational inequalities for monotone mappings, PanAmer. Math. J. 14 (2004), 49-61.
[10] H. Iiduka and W. Takahashi, Weak Convergence of a projection algorithm for variational inequalties in a Banach space, to appear.
[11] S. Kamimura and W. Takahashi, Strong convergence of a proximal-type algorithm in a Banach space, SIAM J. Optim. 13 (2002), 938-945.
[12] S. Kamimura, F. Kohsaka and W. Takahashi, Weak and strong convergence theorems for maximal monotone operators in a Banach space, Set-Valued Anal., 12 (2004), 417-429.
[13] D. Kinderlehrer and G. Stampacchia, An introduction to variational inequalities and their applications, Academic Press, New York, 1980.
[14] J. L. Lions and G. Stampacchia, Variational inequalities, Comm. Pure Appl. Math. 20 (1967), 493-517.
[15] F. Liu and M. Z. Nashed, Regularization of nonlinear ill-posed variational inequalities and convergence rates, Set-Valued Anal. 6 (1998), 313-344.
[16] S. Reich, A weak convergence theorem for the alternating method with Bregman distances, Theory and Applications of Nonlinear Operators of Accretive and Monotone Type (A. G. Kartsatos Ed.), Lecture Notes in Pure and Appl. Math., vol. 178, Dekker, New York, 1996, pp. 313-318.
[17] R. T. Rockafellar, On the maximality of sums of nonlinear monotone operators, Trans. Amer. Math. Soc. 149 (1970), 75-88.
[18] R. T. Rockafellar, Monotone operators and the proximal point algorithm, SIAM J. Control and Optim. 14 (1976), 877-898.
[19] W. Takahashi, Nonlinear variational inequalities and fixed point theorems, J. Math. Soc. Japan 28 (1976), 168-181.
[20] W. Takahashi, Nonlinear complementarity problem and systems of convex inequalities, J. Optim. Theory Appl. 24 (1978), 493-508.
[21] W. Takahashi, Convex Analysis and Approximation of Fixed Points, Yokohama Publishers, Yokohama, 2000 (Japanese).
[22] W. Takahashi, Nonlinear Functional Analysis, Yokohama Publishers, Yokohama, 2000.
[23] Y. Takahashi, K. Hashimoto and M. Kato, On sharp uniform convexity, smoothness, and strong type, cotype inequalities, J. Nonlinear and Convex Analysis 3 (2002), 267-281.
[24] H. K. Xu, Inequalities in Banach spaces with applications, Nonlinear Anal. 16 (1991), 1127-1138.
[25] C. Zălinescu, On uniformly convex functions, J. Math. Anal. Appl. 95 (1983), 344-374.
(Hideaki Iiduka) Department of Mathematical and Computing Sciences, Tokyo Institute of Technology, Oh-okayama, Meguro-ku, Tokyo, 152-8522, Japan

E-mail address: Hideaki.Iiduka@is.titech.ac.jp
(Wataru Takahashi) Department of Mathematical and Computing Sciences, Tokyo Institute of technology, Oh-okayama, Meguro-ku, Tokyo, 152-8522, Japan

E-mail address: wataru@is.titech.ac.jp

