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1 Introduction

Denote by $Z,$ $Z^{+}$ and $Z^{-}$ the set of all integers, the set of all nonnegative integers and
the set of all nonpositive integers, respectively. Let $C^{k}$ be the k-dimensional complex
Euclidean space with any convenient norm $|\cdot|$ and $\mathcal{B}^{\gamma}$ be the Banach space defined by

$\mathcal{B}^{\gamma}$

$:= \{\phi:Z^{-}arrow C^{k}|\sup_{s\in Z^{-}}|\phi(s)|\gamma^{s}<\infty\}$

equipped with the norm $|| \phi\Vert_{\mathcal{B}^{\gamma}}=\sup_{\epsilon\in Z^{-}}|\phi(s)|\gamma^{\delta}$ , where $\gamma$ is a positive constant with
$\gamma\geq 1$ . For any function $x$ : $(-\infty, m$] $arrow C^{k}$ and any $n\in Z$ with $n\leq m$ , we define a
function $x_{n}$ : $Z^{-}arrow C^{k}$ by $x_{n}(s)=x(n+s)$ for $s\in Z^{-}$ .

In this paper we are concerned with the nonlinear functional difference equation

$x(n+1)=L(x_{n})+f(n, x_{n})$ (1.1)

as a perturbation of the linear autonomous equation

$x(n+1)=L(x_{n})$ , (1.2)

where $L:\mathcal{B}^{\gamma}arrow C^{k}$ is a bounded linear operator and $f$ : $Z^{+}\cross \mathcal{B}^{\gamma}arrow C^{k}$ is continuously
Frech\’et differentiable with respect to the second variable. The purpose of this paper
is to present some results on the asymptotic behavior of solutions of Eq. (1.1), which
correspond to the following Perron type theorems (see, e.g., [2, Chapter 8]) for ordinary
difference equations.

For the nonlinear difference equation

$y(n+1)=Ay(n)+g(n,y(n))$ , (1.3)

where $A$ is a $k\cross k$ complex matrix and $g$ : $Z^{+}\cross C^{k}arrow C^{k}$ is a continuous function,
Coffman [1] established the following result provided that the nonlinear term $g(n, y(n))$

is small as $narrow\infty$ .
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Theorem A [1, Theorem 5.1]. Suppose that

$\frac{|g(n,y)|}{|y|}arrow 0$ as $(n, y)arrow(\infty, 0)$ . (1.4)

If $y$ is a solution of Eq. (1.3) such that $y(n)\neq 0$ for all large $n$ and $y(n)arrow 0$ as $narrow\infty$ ,
then

$\lim_{narrow\infty}\sqrt[n]{|y(n)|}=|\lambda_{j}|$ ,

where $\lambda_{j}$ is an eigenvalue of the $mat\dot{m}$ A. Moreover, $|\lambda_{j}|\leq 1$ .

In a recent paper [5], Pituk gave the following result for the linear difference equation

$y(n+1)=[A+B(n)]y(n)$ , (15)

where $A$ and $B(n)$ are $k\cross k$ complex matrices.

Theorem $B$ [$5$ , Theorem 1]. SuPpose $\Vert B(n)\Vert$ , the norm of the matrex $B(n)$ , satisfies

$\lim_{narrow\infty}\Vert B(n)||=0$. (1.6)

If $y$ is a solution of Eq. (1.5), then either $y(n)=0$ for all large $n$ or

$\lim_{narrow\infty}\sqrt[n]{|y(n)|}=|\lambda_{j}|$ ,

where $\lambda_{j}$ is an eigenvalue of the matrix $A$ .
By an argument similar to the direct proof of Theorem $B$ in [5], one can easily obtain

the following result for Eq. (1.3) under the condition

$|g(n, y)|\leq\beta(n)|y|$ for $(n, y)\in Z^{+}\cross C^{k}$ , (1.7)

where $\beta:Z^{+}arrow[0, \infty$) is a function satisfying

$\lim_{narrow\infty}\beta(n)=0$ , (18)

instead of (1.4).

Theorem C. Suppose (1.7) and (1.8) hold. If $y$ is a solution of Eq. (1.3), then either
$y(n)=0$ for all large $n$ or

$\lim_{narrow\infty}\sqrt[n]{|y(n)|}=|\lambda_{j}|$ ,

where $\lambda_{j}$ is an eigenvalue of the matrix $A$ .
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Only recently, the second author and Murakami [3] discussed the asymptotic behavior
of solutions of the linear functional difference equation

$x(n+1)=L(x_{n})+G(n)x_{n}$ , (1.9)

where $L,$ $G(n)$ : $\mathcal{B}^{\gamma}arrow C^{k}$ are bounded linear operators. In order to state their results,
we need the characteristic matrix and the characteristic equation of Eq. (1.2) defined by

$\Delta(z)$ $:=zI-L(\omega_{z}I)$ , $|z|> \frac{1}{\gamma}$ ,

det $\Delta(z)=\det(zI-L(\omega_{z}I))=0$ , $|z|> \frac{1}{\gamma’}$

respectively, where $I$ is the $k\cross k$ identity matrix and $\omega_{z}$ is defined as $\omega_{z}(s)=z^{s},$ $s\in Z^{-}$ .

Theorem $D$ [$3$ , Theorem 2.1]. Suppose $\Vert G(n)\Vert$ , the operator norm of $G(n)$ , satisfies

$\lim_{narrow\infty}\Vert G(n)||=0$ . (110)

If $x$ is a solution of Eq. (1.9), then either

$\lim_{narrow}\sup_{\infty}\sqrt[\hslash]{\Vert x_{n}||_{\mathcal{B}^{\gamma}}}\leq\frac{1}{\gamma}$

$or$

$\lim_{narrow\infty}\sqrt[n]{||x_{\mathfrak{n}}\Vert_{\mathcal{B}^{\gamma}}}=|\lambda|$ ,

where $\lambda$ is a root of det $\Delta(\lambda)=0$ with $|\lambda|>1/\gamma$ .

Theorem $E$ [$3$ , Theorem 2.2]. Suppose (1.10) holds. If $x$ is a solution of Eq. (1.9),
then either

$\lim_{narrow}\sup_{\infty}\sqrt[\hslash]{|x(n)|}\leq\frac{1}{\gamma}$

$or$

$\lim_{narrow}\sup_{\infty}\sqrt[\hslash]{|x(n)|}=|\lambda|$,

where $\lambda$ is a root of det $\Delta(\lambda)=0$ with $|\lambda|>1/\gamma$ .

Note that Theorems $D$ and $E$ correspond to Theorem $B$ in some sense. Our goal is to
extend Theorem $C$ to Eq. (1.1).
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2 PreliminarIes

We consider the nonhomogeneous functional difference equation

$x(n+1)=L(x_{n})+p(n)$ , (2.1)

where $L:\mathcal{B}^{\gamma}arrow C^{k}$ is a bounded linear operator and $p:Zarrow C^{k}$ . For any $(\tau, \phi)\in Z\cross \mathcal{B}^{\gamma}$,
there exists a unique function $x:Zarrow C^{k}$ such that $x(\tau+s)=\phi(s)$ for any $s\in Z^{-}$ and
$x$ satisfies Eq. (2.1) for all $n\geq\tau$ . The function $x$ is called a solution of Eq. (2.1) through
$(\tau, \phi)$ and is denoted by $x(\cdot, \tau, \phi;p)$ . For any $n\in Z^{+}$ , we define an operator $T(n)$ on $B^{\gamma}$

by
$[T(n)\phi](s)=x(n+s, 0, \phi;0)$ for $\phi\in \mathcal{B}^{\gamma},$ $s\in Z^{-}$ .

$T(n)$ is called the solution operator of the homogeneous difference equation (1.2). One
can easily see that the operator $T(n)$ is bounded and linear, and it satisfies the following
semigroup property:

$T(n)T(m)=T(n+m)$ for $n,$ $m\in Z^{+}$ .

Therefore, we obtain the relation $T(n)=T^{n}$ for $n\in Z^{+}$ where $T=T(1)$ .
Let $\Gamma(s),$ $s\in Z^{-}$ , be a matrix function defined by

$\Gamma(s)=\{\begin{array}{ll}I, s=0,O, s=-1, -2, \ldots ,\end{array}$

where $O$ is the $k\cross k$ zero matrix. It can easily be verified that if $y\in C^{k}$ , then $\Gamma y\in \mathcal{B}^{\gamma}$

and $\Vert\Gamma y||_{B^{\gamma}}=|y|$ .
The following result plays an important role in this paper, which yields a representation

formula for solutions of Eq. (2.1) in the phase space $\mathcal{B}^{\gamma}$ . Hereafter, we use the usual
convention

$\sum_{\tau}^{m}=0$ for $m<\tau$ .

Proposition 2.1 [4, Theorem 2.1]. Let $(\tau, \phi)\in Zx\mathcal{B}^{\gamma}$ be given. Then the segment
$x_{n}(\tau, \phi;p)$ of solution $x(\cdot, \tau, \phi;p)$ of Eq. (2.1) satisfies the following relation in $\mathcal{B}^{\gamma}$ :

$x_{n}( \tau, \phi;p)=T(n-\tau)\phi+\sum_{s=\tau}^{n-1}T(n-s-1)(\Gamma p(s))$ for $n\geq\tau$. (2.2)
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By repeating almost the same argument as in [4, Lemma 4.2], one can see that any $\lambda$

belonging to the spectrum $\sigma(T)$ of $T:=T(1)$ with $|\lambda|\geq 1/\gamma$ is characterized as a root of
det $\Delta(z)=0$ . Let $\rho$ be any constant satisfying $\rho>1/\gamma$ and det $\Delta(z)\neq 0$ for all $z$ with
$|z|=\rho$ , and consider the set

$\Sigma_{\rho}$ $:=$ { $\lambda\in C|$ det $\Delta(\lambda)=0,$ $|\lambda|>\rho$}.

Then $\Sigma_{\rho}$ is a finite set because $\Sigma_{\rho}$ does not intersect with the essentlal spectrum of $T$,
and therefore, the space $\mathcal{B}^{\gamma}$ is decomposed as a direct sum

$\mathcal{B}^{\gamma}=U\oplus S$ , (2.3)

where $U:=U_{\rho}$ and $S:=S_{\rho}$ are some invariant closed subspaces of $\mathcal{B}^{\gamma}$ which correspond
to $\Sigma_{\rho}$ . In the following, we use the notations $T^{S}\equiv T|s:Sarrow S$ and $T^{U}\equiv T|_{U}$ : $Uarrow U$ .
Note that $\sigma(T^{U})=\Sigma_{\rho}$ and $\sigma(T^{S})=\sigma(T)\backslash \Sigma_{\rho}$ .

3 Main Results

The following theorems are our main results.

Theorem 3.1. $Supp_{08}e$ that

$|f(n, \phi)|\leq\beta(n)\Vert\phi\Vert_{\mathcal{B}^{\gamma}}$ for $(n, \phi)\in Z^{+}\cross \mathcal{B}^{\gamma}$ , (3.1)

where $\beta:Z^{+}arrow[0, \infty$) is a function satisfying

$\lim_{narrow\infty}\beta(n)=0$ . (3.2)

If $x$ is a solution of Eq. (1.1), then either

$\lim_{narrow}\sup_{\infty}\sqrt[n]{\Vert x_{n}||_{B^{\gamma}}}\leq\frac{1}{\gamma}$

$or$

$\lim_{narrow\infty}\sqrt[\hslash]{||x_{n}||_{B^{\gamma}}}=|\lambda|$ ,

where $\lambda$ is a root of det $\Delta(\lambda)=0$ rryith I $\lambda|\cdot>1/\gamma$ .
Theorem 3.2. Suppose (3.1) and (3.2) hold. If $x$ is a solution of Eq. (1.1), then either

$\lim_{narrow}\sup_{\infty}\sqrt[h]{|x(n)|}\leq\frac{1}{\gamma}$

$or$

$\lim_{narrow}\sup_{\infty}\sqrt[h]{|x(n)|}=|\lambda|$ ,

where $\lambda$ is a root of det $\Delta(\lambda)=0$ with $|\lambda|>1/\gamma$ .
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Note that Theorem 3.1 is a extension of Theorem C. We also notice that Theorems
3.1 and 3.2 correspond to Theorems $D$ and $E$ , respectively.

The following result plays an essential role in the proof of Theorem 3.1, which coincides
with [3, Proposition 4.1].

Proposition 3.1. Suppose that the conditions (3.1) and (3.2) hold. Let $x$ be a solution

of Eq. (1.1) such that
$\lim_{narrow}\sup_{\infty}\sqrt[n]{||x_{n}\Vert_{\mathcal{B}^{\gamma}}}>\frac{1}{\gamma’}$

and let $\rho$ be any constant satisfying

$\frac{1}{\gamma}<\rho<\lim_{narrow}\sup_{\infty}\sqrt[\hslash]{\Vert x_{n}\Vert_{\mathcal{B}^{\gamma}}}$ and det $\Delta(z)\neq 0$

for all $z$ with $|z|=\rho$ . Then

$\lim_{narrow\infty}\frac{||\Pi^{S}x_{n}||_{B^{\gamma}}}{||\Pi U_{X_{n}||_{\mathcal{B}^{\gamma}}}}=0$ ,

where $\Pi^{S}$ and $\Pi^{U}$ are the projection operators corresponding to the decomposition of $\mathcal{B}^{\gamma}$ .

One can prove Theorems 3.1 and 3.2 by slightly modifying the proof of Theorems $D$

and $E$ , respectively. So we will omit the proof of the above theorems and the proposition.
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