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#### Abstract

In this note，as a sequel to our previous work［7］，we are concerned with adaptive models for uncertain Markov decision processes with regularly communicating structure where the state space is decomposed into a single communicating class and a absolutely transient class．

We give a pattern－matrix learning algorithm which finds the regularly communicating structure，by which an asymptotic sequence of adaptive properties with nearly average－ optimal properties is constructed．A numerical experiment is given．
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## 1 Introduction and notation

In our previous work［7］，we considered the adaptive Markov decision processes（MDPs）in which the state space is a single communicating class and constructed an average－optimal adaptive policy of reward－penalty types（cf．［9，10］）by applying the perturbation theory（cf．［16］）．

In this note，as a sequel to［7］，we are concerned with adaptive models for uncertain MDPs with regularly communicating structure where the state space is assumed to be decomposed into a single communicating class and a transient class（cf．［1，6，11］）．In this case，the corresponding adaptive policy will be compelled to learn the pattern of the structure．

Here，we give a pattern－matrix learning algorithm for regularly communicating structure， by which an asymptotic sequence of adaptive properties with nearly average－optimal properties is constructed by extending the results of［7］．

For general discussions of adaptive MDPs，refer to $[4,5,12,13,18]$ and for an approach by the neuro－dynamic programming refer to $[2,8,17]$ ．

In the reminder of this section，we formulate the adaptive MDPs with uncertain transition matrices．

Consider a controlled dynamic system with finite state space $S=\{1,2, \ldots, N\}$ ，containing $N<\infty$ elements．For each $i \in S$ ，the finite set $A(i)$ denotes the set of available actions at state $i$ ．Let $\mathbb{Q}$ denote the parameter space of unknown transition matrices，i．e．，

$$
\begin{equation*}
\mathbb{Q}=\left\{q=\left(q_{i j}(a)\right) \mid q_{i j}(a) \geqq 0, \sum_{j \in S} q_{i j}(a)=1 \text { for } i, j \in S \text { and } a \in A(i)\right\} \tag{1.1}
\end{equation*}
$$

The sample space is the product space $\Omega=(S \times A)^{\infty}$ such that the projections $X_{t}, \Delta_{t}$ on the $t$－th factors $S, A$ describe the state and action at the $t$－th stage of the process $(t \geqq 0)$ ．Let
$\Pi$ denote the set of all policies, i.e., for $\pi=\left(\pi_{0}, \pi_{1}, \ldots\right) \in \Pi$, let $\pi_{t} \in P\left(A \mid(S \times A)^{t} \times S\right)$ for all $t \geqq 0$, where, for any finite sets $X$ and $Y, P(X \mid Y)$ denotes the set of all conditional probability distribution on $X$ given $Y$. A policy $\pi=\left(\pi_{0}, \pi_{1}, \ldots\right)$ is called randomized stationary if a conditional probability $\gamma=(\gamma(\cdot \mid i): i \in S) \in P(A \mid S)$ such that $\pi_{t}\left(\cdot \mid x_{0}, a_{0}, \ldots, x_{t}\right)=\gamma\left(\cdot \mid x_{t}\right)$ for all $t \geqq 0$ and $\left(x_{0}, a_{0}, \ldots, x_{t}\right) \in(S \times A)^{t} \times S$. Such a policy is simply denoted by $\gamma$. We denote by $F$ the set of functions on $S$ with $f(i) \in A$ for all $i \in S$. A randomized stationary policy $\gamma$ is called stationary if there exists a function $f \in F$ with $\gamma(\{f(i)\} \mid i)=1$ for all $i \in S$, which is denoted simply by $f$.

We will construct a probability space as follows: For any initial state $X_{0}=i, \pi \in \Pi$ and a transition law $q=\left(q_{i j}(a)\right) \in \mathbb{Q}$, let $P\left(X_{t+1}=j \mid X_{0}, \Delta_{0}, \ldots, X_{t}=i, \Delta_{t}=a\right)=q_{i j}(a)$ and $P\left(\Delta_{t}=a \mid X_{0}, \Delta_{0}, \ldots, X_{t}=i\right)=\pi_{t}\left(a \mid X_{0}, \Delta_{0}, \ldots, X_{t}=i\right)(t \geqq 0)$. Then, we can define the probability measure $P_{\pi}\left(\cdot \mid X_{0}=i, q\right)$ on $\Omega$. For a given reward function $r$ on $S \times A$, we shall consider the long-run expected average reward:

$$
\begin{equation*}
\psi(i, q \mid \pi)=\liminf _{T \rightarrow \infty} \frac{1}{T+1} E_{\pi}\left(\sum_{t=0}^{T} r\left(X_{t}, \Delta_{t}\right) \mid X_{0}=i, q\right) \tag{1.2}
\end{equation*}
$$

where $E_{\pi}\left(\cdot \mid X_{0}=i, q\right)$ is the expectation operator with respect to $P_{\pi}\left(\cdot \mid X_{0}=i, q\right)$.
Let $\mathcal{D}$ be a subset of $\mathbb{Q}$. Then, the problem is to maximize $\psi(i, q \mid \pi)$ over all $\pi \in \Pi$ for any $i \in S$ and $q \in \mathcal{D}$. Thus, denoting the optimal value function as

$$
\begin{equation*}
\psi(i, q)=\sup _{\pi \in \Pi} \psi(i, q \mid \pi), \tag{1.3}
\end{equation*}
$$

a policy $\pi^{*} \in \Pi$ will be called $q$-optimal if $\psi\left(i, q \mid \pi^{*}\right)=\psi(i, q)$ for all $i \in S$ and called adaptively optimal for $\mathcal{D}$ if $\pi^{*}$ is $q$-optimal for all $q \in \mathcal{D}$.

Let $q \in \mathbb{Q}$. A subset $E \subset S$ is called a communicating class for $q$ if
(i) for any $i, j \in E$, there exists a path in $E$ from $i$ to $j$ with positive probability, rewritten by " $i \rightarrow j$ ", i.e., it holds that

$$
\begin{equation*}
q_{i_{1} i_{2}}\left(a_{1}\right) q_{i_{2} i_{3}}\left(a_{2}\right) \cdots q_{i_{l-1} i_{l}}\left(a_{l-1}\right)>0 \tag{1.4}
\end{equation*}
$$

for some $\left\{i_{1}=i, i_{2}, \ldots, i_{l}=j\right\} \subset E$ and $a_{k} \in A\left(i_{k}\right)$ and $2 \leqq l \leqq N$, and
(ii) $E$ is closed, i.e., $\sum_{j \in E} q_{i j}(a)=1$ for $i \in E, a \in A(i)$.

The transition matrix $q \in \mathbb{Q}$ is said to be regularly communicating if there exists an $\bar{E} \varsubsetneqq S$ such that
(i) $\bar{E}$ is a communicating class for $q$ and
(ii) $T=S-\bar{E}$ is an absolutely transient class, i.e.,

$$
\begin{equation*}
P_{\pi}\left(X_{t} \in \bar{E} \text { for some } t \geqq 1 \mid X_{0} \in T\right)=1 \tag{1.5}
\end{equation*}
$$

for all $\pi \in \Pi$
For a regularly communicating $q \in \mathbb{Q}$, this corresponding communicating class $\bar{E}$ will be denoted by $\bar{E}(q)$ depending on $q \in \mathbb{Q}$. For any $i_{0} \in S$, we denote by $\mathbb{Q}^{*}\left(i_{0}\right)$ the set of regularly communicating $q \in \mathbb{Q}$ with $i_{0} \in \bar{E}(q)$.

Let $n(D)$ denotes the number of elements in a set $D$. For any $q \in \mathbb{Q}^{*}\left(i_{0}\right)$, the pattern-matrix $M(q)$ (cf. [6]) corresponding with $q$ is generally represented as follows:

$$
M(q)=\left(\begin{array}{c:c}
E & O \\
\hdashline R & K
\end{array}\right)
$$

where $E$ is an $n(\bar{E}(q)) \times n(\bar{E}(q))$-matrix and $R$ is an $n(S-\bar{E}(q)) \times n(\bar{E}(q))$-matrix whose elements of both $E$ and $R$ are all 1 and that $i \rightarrow j$ means that the $(i, j)$ element of $M(q)$ is 1 .

The adaptive policy for $q \in Q^{*}\left(i_{0}\right)$ will be necessary to find the pattern-matrix $M(q)$, whose algorithm will be called the pattern-matrix learning one.

The sequence of policies $\left\{\tilde{\pi}^{n}\right\}_{n=0}^{\infty} \subset \Pi$ is called an asymptotic sequence of adaptive policies with nearly optimal properties for $\mathcal{D} \subset \mathbb{Q}$ and $E \subset S$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \psi\left(i, q \mid \tilde{\pi}^{n}\right)=\psi(i, q) \tag{1.6}
\end{equation*}
$$

for all $q \in \mathcal{D}$ and $i \in E$.
In [9], an adaptively optimal policy for

$$
\begin{equation*}
\mathbb{Q}^{+}:=\left\{q=\left(q_{i j}(a)\right) \in \mathbb{Q} \mid q_{i j}(a)>0 \text { for all } i ; j \in S \text { and } a \in A(i)\right\} \tag{1.7}
\end{equation*}
$$

was constructed by applying the value iteration and policy improvement algorithm (cf. [3]) which was extensively applied to the communicating case of multi-chain MDPs in Iki et. al. [7].

In this note, using the method of pattern-matrix learning we will construct an asymptotic sequence of adaptive policies with nearly optimal properties for $\mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$, which is thought of as a wider class for uncertain MDPs than the communicating case treated in [7]. In order to treat with the regularly communicating case with $q \in \mathbb{Q}^{*}\left(i_{0}\right)$, we use the so-called vanishing discount approach which studies the average case by considering the corresponding $(1-\tau)$-discounted one as letting $\tau \rightarrow 0$. The expected total $(1-\tau)$-discounted reward is defined by

$$
\begin{equation*}
v_{\tau}(i, q \mid \pi)=E_{\pi}\left(\sum_{t=0}^{\infty}(1-\tau)^{t} r\left(X_{t}, \Delta_{t}\right) \mid X_{0}=i, q\right) \tag{1.8}
\end{equation*}
$$

for $i \in S, q \in \mathbb{Q}$ and $\pi \in \Pi$, and $v_{\tau}(i, q)=\sup _{\pi \in \Pi} v_{\tau}(i, q \mid \pi)$ is called a $(1-\tau)$-discounted value function, where $(1-\tau) \in(0,1)$ is a given discount factor.

Let $B(S)$ be the set of all functions on $S$. For any $q=\left(q_{i j}(a)\right) \in \mathbb{Q}$ and $\tau \in(0,1)$, we define the operator $U_{\tau}\{q\}: B(S) \rightarrow B(S)$ by

$$
\begin{equation*}
U_{\tau}\{q\} u(i)=\max _{a \in A}\left\{r(i, a)+(1-\tau) \sum_{j \in S} q_{i j}(a) u(j)\right\} \tag{1.9}
\end{equation*}
$$

for all $i \in S$ and $u \in B(S)$. We have the following.
Lemma 1.1 ( $[14,15])$. It holds that
(i) the operator $U_{\tau}\{q\}$ is a contraction with the modulus $(1-\tau)$,
(ii) the $(1-\tau)$-discount value function $v_{\tau}(i, q)$ is a unique fixed point of $U_{\tau}\{q\}$, i.e.,

$$
\begin{equation*}
v_{\tau}=U_{\tau}\{q\} v_{\tau}, \tag{1.10}
\end{equation*}
$$

(iii) $v_{\tau}(i, q)=v_{\tau}\left(i, q \mid f_{\tau}\right)$ and $\lim _{\tau \rightarrow 0} \tau v_{\tau}(i, q)=\psi(i, q)$, where $f_{\tau}$ is a maximizer of the right-hand side in (1.10).
In Section 2, some elementary lemmas are given which show the effectiveness of patternmatrix leaning algorithm developed in the sequel. Section 3 is devoted to the construction of adaptive policies with nearly average-optimal properties for $\mathbb{Q}^{*}\left(i_{0}\right)$. A numerical experiment is given in Section 4.

## 2 Preliminary lemmas

In this section, several lemmas are given which are used in Section 3.
Let $i_{0} \in S$. For any $q \in \mathbb{Q}^{*}\left(i_{0}\right)$ and $E \subsetneq \bar{E}(q)$, we define the sequence $J_{k}(E)(k=1,2, \ldots)$ iteratively by

$$
J_{1}(E)=\left\{i \in E \mid \sum_{j \in E(q)-E} q_{i j}(a)>0 \text { for some } a \in A(i)\right\}
$$

and

$$
\begin{equation*}
J_{k}(E)=\left\{i \in E-\bigcup_{l=1}^{k-1} J_{l}(E) \mid \sum_{j \in J_{k-1}(E)} q_{i j}(a)>0 \text { for some } a \in A(i)\right\}(k \geqq 2) . \tag{2.1}
\end{equation*}
$$

Letting $K(\bar{E}(q))=\left\{(i, a, j) \mid p_{i j}(a)>0, i, j \in \bar{E}(q)\right.$ and $\left.a \in A(i)\right\}$, put $\delta:=\min p_{i j}(a)$ where the minimum is taken over $(i, a, j) \in K(\bar{E}(q))$. Then, from the definition of communicating class $\bar{E}(q)$, the following can be easily shown.
Lemma 2.1. For any $q \in \mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$ and $E \varsubsetneqq \bar{E}(q)$, there exists $l(E)(1 \leqq l(E) \leqq N)$ for which $J_{k}(E) \neq \emptyset(k=1,2, \ldots, l(E))$ and $J_{l(E)+1}(E)=\emptyset$.
Lemma 2.2. Let $q \in \mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$. Let a policy $\tilde{\pi}=\left(\tilde{\pi}_{0}, \tilde{\pi}_{1}, \ldots\right)$ and a decreasing sequence of positive numbers $\left\{\varepsilon_{t}\right\}_{t=0}^{\infty}$ satisfy that for each $t \geqq 0 \tilde{\pi}_{t}\left(a \mid h_{t}\right) \geqq \varepsilon_{t}$ with $a \in A\left(x_{t}\right)$ and $h_{t}=\left(x_{0}, a_{0}, x_{1}, \ldots, x_{t}\right) \in H_{t}$. Then, it holds that for any $E \subsetneq \bar{E}(q)$,

$$
\begin{equation*}
P_{\tilde{\pi}}\left(X_{t+l} \in \bar{E}(q)-E \text { for some } l(1 \leqq l \leqq N) \mid X_{t} \in E\right) \geqq\left(\delta \varepsilon_{t+N}\right)^{N} . \tag{2.2}
\end{equation*}
$$

Proof. By Lemma 2.1, it holds that

$$
\text { the left-hand side of } \begin{aligned}
(2.2) & \geqq\left(\varepsilon_{t} \delta\right)\left(\varepsilon_{t+1} \delta\right) \cdots\left(\varepsilon_{t+l(E)} \delta\right) \\
& \geqq\left(\delta \varepsilon_{t+N}\right)^{N}
\end{aligned}
$$

which completes the proof.
For $q \in \mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$, a sequence of stopping times $\left\{\sigma_{t}\right\}$ and subsets $\left\{E_{\sigma_{t}}\right\} \subset \bar{E}(q)$ will be defined as follows:

$$
\begin{aligned}
& E_{0}:=\left\{i_{0}\right\}, T_{0}:=\bar{E}(q)-E_{0}, \sigma_{1}:=\min \left\{t \mid X_{t} \in T_{0}, t>0\right\}, \\
& E_{\sigma_{1}}=E_{0} \cup\left\{X_{\sigma_{1}}\right\}, T_{\sigma_{1}}:=\bar{E}(q)-E_{\sigma_{1}},
\end{aligned}
$$

and iteratively for $n=2,3, \ldots$,
$\sigma_{n}:=\min \left\{t \mid X_{t} \in T_{\sigma_{n-1}}, t>\sigma_{n-1}\right\}, E_{\sigma_{n}}=E_{\sigma_{n-1}} \cup\left\{X_{\sigma_{n}}\right\}, T_{\sigma_{n}}=\bar{E}(q)-E_{\sigma_{n}}$, where $\min \emptyset=\infty$.

For any $E \subset \bar{E}(q)$, let $\bar{n}(E)=\min \left\{n \geqq 1 \mid E_{\sigma_{n}}=\bar{E}(q)\right\}$. If $\bar{n}(E)<\infty$, we can find the pattern-matrix $M(q)$. Here, we have the following.

Lemma 2.3. Let $q \in \mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$ and $\tilde{\pi}$ satisfy condition in Lemma 2.2 with $\sum_{t=0}^{\infty} \varepsilon_{t}^{N}=$ $\infty$. Then, for any $E \varsubsetneqq \bar{E}(q)$ it holds that
(i) $P_{\tilde{\pi}}\left(\bar{n}(E)<\infty \mid X_{0}=i_{0}, q\right)=1$, and
(ii) for any $k \leqq \bar{n}(E), P_{\tilde{\pi}}\left(\sigma_{k}<\infty \mid X_{0}=i_{0}, q\right)=1$.

Proof. For any $E \subsetneq \bar{E}(q)$, from Lemma 2.2 and $\sum_{t=0}^{\infty} \varepsilon_{t}^{N}=\infty$ it follows that

$$
\begin{equation*}
P_{\tilde{\pi}}\left(X_{t+l} \in E \text { for all } l \geqq 1 \mid X_{t} \in E, q\right) \leqq \prod_{l=1}^{\infty}\left(1-\delta^{N} \varepsilon_{t+l N}^{N}\right) \leqq e^{-\delta^{N}} \sum_{l=1}^{\infty} \varepsilon_{t+l N}^{N}=0 \tag{2.4}
\end{equation*}
$$

So, taking $E=E_{0}$ in (2.4), we have

$$
\begin{aligned}
P_{\tilde{\pi}}\left(\sigma_{1}<\infty \mid X_{0} \in E_{0}, q\right) & =1-P_{\tilde{\pi}}\left(\sigma_{1}=\infty \mid X_{0} \in E_{0}, q\right) \\
& =1-P_{\tilde{\pi}}\left(X_{t} \in E_{0} \text { for all } t \geqq 1 \mid X_{0} \in E_{0}, q\right) \\
& =1
\end{aligned}
$$

For (ii), inductively on $k(k=2,3, \ldots)$, if $E_{\sigma_{k-1}} \varsubsetneqq \bar{E}(q)$, we have from (2.4) that

$$
\begin{align*}
& P_{\tilde{\pi}}\left(\sigma_{k}<\infty \mid X_{0} \in E_{0}, q\right) \\
& =\sum_{l=1}^{\infty} P_{\tilde{\pi}}\left(\sigma_{k-1}=l \mid X_{0} \in E_{0}, q\right) \cdot P_{\tilde{\pi}}\left(X_{t+l} \in \bar{E}(q)-E_{l} \text { for some } 0<t<\infty \mid X_{l} \in E_{l}, q\right) \\
& =\sum_{l=1}^{\infty} P_{\tilde{\pi}}\left(\sigma_{k-1}=l \mid X_{0} \in E_{0}, q\right)  \tag{2.5}\\
& =P_{\tilde{\pi}}\left(\sigma_{k-1}<\infty \mid X_{0} \in E_{0}, q\right) \\
& =1
\end{align*}
$$

Obviously, (i) follows from (ii), which completes the proof.
We note that a sequence $\left\{(1+t)^{-N}\right\}_{t=0}^{\infty}$ satisfies Assumption concerning $\left\{\varepsilon_{t}\right\}_{t=0}^{\infty}$ given in Lemma 2.3.

## 3 Pattern-matrix learning algorithms

In this section, we give a pattern-matrix learning algorithm by which an asymptotic sequence of adaptive policies with nearly average-optimal properties for $\mathbb{Q}^{*}\left(i_{0}\right)$ with $i_{0} \in S$ is given.

For any sequence $\left\{b_{n}\right\}_{n=0}^{\infty}$ of positive numbers with $b_{0}=1,0<b_{n}<1$ and $b_{n}>b_{n+1}$ for all $n \geqq 1$, let $\phi$ be any strictly increasing function that $\phi:[0,1] \rightarrow[0,1]$ and $\phi\left(b_{n}\right)=b_{n+1}$ for all $n \geqq 0$.

Here, we consider the following iterative scheme called a pattern-matrix learning algorithm with $i_{0} \in S,\left\{b_{n}\right\}$ and $\tau \in(0,1)$, denoted by PMLA $\left(i_{0},\left\{b_{n}\right\}, \tau\right)$.
$\underline{\operatorname{PMLA}\left(i_{0},\left\{b_{n}\right\}, \tau\right):}$

1. Set $E_{0}=\left\{i_{0}\right\}, T_{0}=S-E_{0}, \tilde{v}_{0}(i)=0\left(i \in E_{0}\right), X_{0}=i_{0}$ and $\tilde{\pi}_{0}^{\tau}\left(a \mid X_{0}\right)=n\left(A\left(i_{0}\right)\right)^{-1}$ for $a \in A\left(i_{0}\right)$.
2. Suppose that $E_{n} \subset S, T_{n}=S-E_{n}$ and $\left\{\tilde{v}_{n}(i): i \in E_{n}\right\}$ are given. Moreover, suppose that the $n$-th decision rule $\tilde{\pi}_{n}^{\tau}(a \mid i)=\operatorname{Prob}$. $\left(\Delta_{n}=a \mid H_{n-1}, \Delta_{n-1}, X_{n}=i\right)\left(i \in E_{n}, a \in A(i)\right)$ are given, where $H_{n-1}=\left(X_{0}, \Delta_{0}, X_{1}, \ldots, X_{n-1}\right)$ is a history until the ( $n-1$ )-th step.
3. Choose an action $\Delta_{n+1} \in A\left(X_{n}\right)$ from $\tilde{\pi}_{n}\left(\cdot \mid H_{n}\right)$. Then, according to the value of $X_{n+1}$, we put $E_{n+1}=E_{n} \cup\left\{X_{n+1}\right\}$ if $X_{n+1} \in T_{n}$ and $E_{n+1}=E_{n}$ if $X_{n} \in E_{n}$.
Calculate $N_{n+1}(i, j \mid a)=\sum_{t=0}^{n} I_{\left\{X_{t}=i, \Delta_{t}=a, X_{t+1}=j\right\}}$ and $N_{n+1}(i \mid a)=\sum_{t=0}^{n} I_{\left\{X_{t}=i, \Delta_{t}=a\right\}}$ for $i, j \in E_{n+1}$ and $a \in A(i)$.
Set $q^{n+1}=\left(q_{i j}^{n+1}(a)\right)$ by

$$
q_{i j}^{n+1}(a)=\left\{\begin{array}{ll}
\frac{N_{n+1}(i, j \mid a)}{N_{n+1}(i, a)} & \text { if } N_{n+1}(i \mid a)>0,  \tag{3.1}\\
q_{j}^{0} & \text { otherwise },
\end{array}\left(i, j \in E_{n+1}, a \in A(i)\right)\right.
$$

where $q^{0}=\left(q_{j}^{0}: j \in E_{n+1}\right)$ is any distribution on $E_{n+1}$ with $q_{j}^{0}>0$ for all $i \in E_{n+1}$.
4. For each $i \in E_{n+1}$, choose $\tilde{a}_{n+1}(i)$ which satisfies

$$
\tilde{a}_{n+1}(i) \in \underset{a \in A(i)}{\arg \max }\left\{r(i, a)+(1-\tau) \sum_{j \in E_{n+1}} q_{i j}^{n+1}(a) \tilde{v}_{n}(j)\right\}
$$

and update $\tilde{\pi}_{n+1}^{\tau}(a \mid i)=\operatorname{Prob} .\left(\Delta_{n+1}=a \mid H_{n}, \Delta_{n+1}, X_{n+1}=i\right)$ as follows:

$$
\tilde{\pi}_{n+1}^{\tau}\left(a_{i} \mid i\right)= \begin{cases}1-\sum_{a \neq a_{i}} \phi\left(\tilde{\pi}_{n}^{\tau}(a \mid i)\right) & \left(a_{i}=\tilde{a}_{n+1}(i)\right)  \tag{3.2}\\ \phi\left(\tilde{\pi}_{n}^{\tau}\left(a_{i} \mid i\right)\right) & \left(a_{i} \neq \tilde{a}_{n+1}(i)\right)\end{cases}
$$

Moreover, put $\tilde{v}_{n+1}=U_{\tau}\left\{q^{n+1}\right\} \tilde{v}_{n}$ on $E_{n+1}$.
5. Set $n \leftarrow n+1$ and return to step 3 .

We need the following condition on $\left\{b_{n}\right\}$.

## Condition (*)

$$
\begin{equation*}
b_{n} \rightarrow 0 \text { as } n \rightarrow \infty \text { and } \sum_{n=0}^{\infty} b_{n}^{N}=\infty \tag{3.3}
\end{equation*}
$$

The following theorem says that the policy $\tilde{\pi}^{\tau}=\left(\tilde{\pi}_{0}^{\tau}, \tilde{\pi}_{1}^{\tau}, \ldots\right)$ constructed by $\operatorname{PMLA}\left(i_{0},\left\{b_{n}\right\}, \tau\right)$ has nearly average-optimal properties for $\mathbb{Q}^{*}\left(i_{0}\right)$ when $\tau \rightarrow 0$.
Theorem 3.1. Under condition (*), a sequence $\left\{\tilde{\pi}^{\tau_{n}}\right\}_{n=1}^{\infty}$ with $\tau_{n} \rightarrow 0$ as $n \rightarrow \infty$ is an asymptotic sequence of adaptive policies with nearly average-optimal properties for $\mathbb{Q}^{*}\left(i_{0}\right)$.
Proof. Under condition (*), the policy $\tilde{\pi}^{\tau}=\left(\tilde{\pi}_{0}^{\tau}, \tilde{\pi}_{1}^{\tau}, \ldots\right)$ constructed in
PMLA ( $\left.i_{0},\left\{b_{n}\right\}, \tau\right)$ satisfies assumptions in Lemma 2.3. So, by Lemma 2.3 we observe that $\operatorname{PMLA}\left(i_{0},\left\{b_{n}\right\}, \tau\right)$ finds the pattern $\bar{E}(q)$ with $P_{\tilde{\pi}^{\tau}}\left(\cdot \mid X_{0}=i_{0}, q\right)$-probability 1, i.e.,

$$
E_{n}=\bar{E}(q) \text { for all } n \geqq \bar{n}\left(E_{0}\right),
$$

where $\bar{n}\left(E_{0}\right)$ is given in Lemma 2.3.
Thus, a learning algorithm for communicating MDPs on $\bar{E}(q)$ for $q \in \mathbb{Q}\left(i_{0}\right)$, which was developed in [ $\overline{7}]$ using the vanishing discount approach(Lemma 1.1), are applicable to the pattern-matrix learning case, which completes the proof. 1

## 4 A numerical experiment

In this section, we give a simulation result for pattern-matrix learning algorithm.
Consider the six-state MDPs with $S=\{1,2,3,4,5,6\}$, where data for simulation and transition diagrams are given in Table 4.1. and Fig. 4.1.

Table 4.1: Data of simulated MDPs

| state | action | transition probabilities $q_{i j}(a)$ |  |  |  |  |  | reward |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $i$ | $a \in A(i)$ | $j=1$ | $j=2$ | $j=3$ | $j=4$ | $j=5$ | $j=6$ | $r(i, a)$ |
| 1 | 1 | 0 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 | 0 | 9 |
|  | 2 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | 0 | $\frac{1}{2}$ | 0 | 10 |
| 2 | 1 | 0 | $\frac{1}{2}$ | 0 | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 5 |
|  | 2 | 0 | 0 | 1 | 0 | 0 | 0 | 2 |
| 3 | 1 | 0 | 0 | $\frac{2}{5}$ | 0 | $\frac{3}{5}$ | 0 | 7 |
|  | 2 | 0 | $\frac{1}{2}$ | 0 | 0 | 0 | $\frac{1}{2}$ | 8 |
|  | 1 | $\frac{1}{2}$ | 0 | $\frac{1}{2}$ | 0 | 0 | 0 | 2 |
|  | 2 | 0 | $\frac{1}{4}$ | 0 | $\frac{1}{4}$ | $\frac{1}{2}$ | 0 | 12 |
| 5 | 1 | 0 | $\frac{1}{4}$ | 0 | 0 | $\frac{1}{2}$ | $\frac{1}{4}$ | 6 |
|  | 2 | 0 | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | 0 | 2.5 |
|  | 3 | 0 | $\frac{1}{2}$ | 0 | 0 | $\frac{1}{2}$ | 0 | 2.25 |
| 6 | 1 | 0 | $\frac{1}{2}$ | 0 | 0 | $\frac{1}{4}$ | $\frac{1}{4}$ | 14 |
|  | 2 | 0 | 0 | $\frac{1}{2}$ | 0 | 0 | $\frac{1}{2}$ | 8 |

We denote by $\tilde{\psi}_{n}$ the average present value until $n$-th time, defined by

$$
\tilde{\psi}_{n}=\frac{1}{n} \sum_{t=0}^{n-1} r\left(X_{t}, \Delta_{t}\right) \quad(n \geqq 1) .
$$

To calculate the quantity explicitly, we set $E_{0}=\{2\}$. We use a strictly increasing function $\phi$ such that

$$
\phi(x)=\left(\frac{x^{N}}{1+x^{N}}\right)^{1 / N}
$$

where $N$ denotes the number of states in $S$.
The pattern matrix $M(q)$ and reordered matrix $\bar{M}$ corresponding to communicating states are easily computed, which are shown as follows.

$$
M=\begin{aligned}
& \\
& 1 \\
& 2 \\
& 3 \\
& 4 \\
& 5 \\
& 6
\end{aligned}\left(\begin{array}{llllll}
1 & 2 & 3 & 4 & 5 & 6 \\
1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 & 1 & 1
\end{array}\right), \quad \bar{M}=\begin{aligned}
& \\
& 2 \\
& 3 \\
& 5 \\
& 6 \\
& 1 \\
& 4
\end{aligned}\left(\begin{array}{llllll}
2 & 3 & 5 & 6 & 1 & 4 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)
$$



Figure 4.1: Transition diagrams of numerical experiment. The first quantity in brackets near the arc is action number and the second one is its transition probability if the action is chosen.

Now, we make numerical experiments with vanishing parameter $\tau=0.1$ and 0.01 and show the results given in Table 4.2. and Fig. 4.2.

Table 4.2: The simulation value of $\tilde{\psi}_{n}$ and $\tilde{\pi}_{n}^{\tau}$ for each $\tau=0.1,0.01$.

| values | $\tau$ | $10^{3}$ | $5 \times 10^{3}$ | $10^{4}$ | $5 \times 10^{4}$ | $10^{5}$ | $10^{6}$ | $10^{7}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{\psi}_{n}$ | 0.10 | 6.403347 | 6.672316 | 6.827892 | 6.965801 | 7.013102 | 7.158738 | 7.282986 |
|  | 0.01 | 6.365634 | 6.651570 | 6.816118 | 6.963271 | 7.011827 | 7.158618 | 7.282973 |
| decision | $\tau^{2}$ | $10^{3}$ | $5 \times 10^{3}$ | $10^{4}$ | $5 \times 10^{4}$ | $10^{5}$ | $10^{6}$ | $10^{7}$ |
| $\tilde{\pi}_{n}^{\tau}(1 \mid 2)$ | 0.10 | 0.661198 | 0.755328 | 0.783315 | 0.835058 | 0.853137 | 0.899994 | 0.931870 |
|  | 0.01 | 0.493097 | 0.749621 | 0.780978 | 0.834723 | 0.852989 | 0.899984 | 0.931870 |
| $\tilde{\pi}_{n}^{\tau}(2 \mid 3)$ | 0.10 | 0.685394 | 0.758424 | 0.784669 | 0.835262 | 0.853228 | 0.900001 | 0.931871 |
|  | 0.01 | 0.685111 | 0.758380 | 0.784649 | 0.835259 | 0.853226 | 0.900000 | 0.931871 |
| $\tilde{\pi}_{n}^{\tau}(1 \mid 5)$ | 0.10 | 0.422566 | 0.527159 | 0.574120 | 0.671281 | 0.706794 | 0.800024 | 0.863743 |
|  | 0.01 | 0.422566 | 0.527159 | 0.574120 | 0.671281 | 0.706794 | 0.800024 | 0.863743 |
| $\tilde{\pi}_{n}^{r}(1 \mid 6)$ | 0.10 | 0.686510 | 0.758602 | 0.784748 | 0.835274 | 0.853233 | 0.900001 | 0.931871 |
|  | 0.01 | 0.686510 | 0.758602 | 0.784748 | 0.835274 | 0.853233 | 0.900001 | 0.931871 |



Figure 4.2: The trajectories of $\tilde{\psi}_{n}(\tau=0.01)$. The dotted line means the optimal value of average reward in $\bar{E}(q)$.

Considering the optimal average reward $\psi(i, q)=91 / 12 \approx 7.583(i \in \bar{E}(q))$ and the $q$ optimal stationary policy $f^{*}$ for $\bar{E}(q)$ is $f^{*}(2)=1, f^{*}(3)=2, f^{*}(5)=1, f^{*}(6)=1$, it is seen that $\tilde{\psi}_{n} \rightarrow \psi(i, q)=91 / 12$ and $\tilde{\pi}_{n}^{\tau}(1 \mid 1), \tilde{\pi}_{n}^{\tau}(2 \mid 2), \tilde{\pi}_{n}^{\tau}(2 \mid 3) \rightarrow 1$ as $n \rightarrow \infty$ hold from the above Table 4.2 and Fig. 4.2. The results of the above simulation show that the pattern-matrix learning algorithm is practically effective for the communicating class of transition matrices.
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