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Subordination relations for certain analytic
functions missing some coefficients

Kazuo Kuroki and Shigeyoshi Owa

Abstract
For a positive integer n, applying Schwarz’s lemma related to analytic functions
w(z) = ¢p2™ + -+ in the open unit disk U, some properties concerning with the
subordinations for functions f(2) =a+ a1z +--- and ¢g(z) = a + bp2™ + - -- which
are analytic in U are discussed, and an extension of some subordination relation
which was proven by T. J. Suffridge (Duke Math. J. 37 (1970), 775-777) is given.

1 Introduction and preliminaries

Let H denote the class of functions f(z) which are analytic in the open unit disk
U={z:2€C and |z|<1}.

For a positive integer n and a complex number @, let H|[a,n] be the class of functions
f(z) € H of the form

f(z)=a+ Zakz".
k=n
Also, let A denote the class of functions f(z) € H normalized by f(0) =0 and f'(0) = 1.
The subclass of A consisting of all univalent functions f(z) in U is denoted by S. An
important member of the class S is the Koebe function

k(z) = D =z+ Z k2F.

A function f(z) € H is said to be convex in U if it is univalent in U and f(U) is a convex
domain (A domain D C C is said to be convex if the line segment joining any two points
of D lies entirely in D). It is well-known that the function f(z) is convex in U if and only
if f'(0) # 0 and
1

(1.1) Re (1+ f,(z)) >0 (zel)

f'(z)
The normalized class of convex functions denoted by K consists of the set of all functions
f(z) € S for which f(U) is convex.
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Furthermore, a function f(2) € H is said to be starlike in U if it is univalent in U and
f(U) is a starlike domain (A domain D C C is said to be starlike with respect to the
origin if 0 € D and the line segment joining 0 and any point of I lies entirely in D). It is
well-known that the function f(z) is starlike in U if and only if f(0) =0, f'(0) # 0 and

(1.2) Re (i{éi?) >0 (2€U).

The class of starlike functions denoted by S* consists of the set of all functions f(2) € S
for which f(U) is starlike.

The equivalent analytic descriptions of K and S* are given respectively as follows.

Remark 1.1 A necessary and sufficient condition for f(z) € K is that f(z) € A satisfies
the inequality (1.1). Also, f(z) € S* if and only if f(z) € A satisfies the inequality (1.2).

From the definitions of K and §*, we know that f(z) € K if and only if zf'(z) € S*.

We next introduce the familiar principle of differcutial subordinations between analytic
functions. Let f(z) and g(z) be members of the class H. Then the function g(2) is said
to be subordinate to f(z) in U, written by

(1.3) 9(z) < f(z)  (2€0),

if there exists a function w(z) € H with w(0) = 0 and |w(2)] <1 (z € U), and such that
g(z) = f(w(2)) (z € U). From the definition of the subordinations, it is easy to show
that the subordination (1.3) implies that

(1.4) 9(0) = f(0) and g(U) C f(U).

In particular, if f(z) is univalent in U, then the subordination (1.3) is equivalent to the
condination (1.4).

In order to discuss our main results, we need the following lemma which is well-known
as Jack’s lemma [3] proven by Miller and Mocanu [5] (see also [4]). For 0 < ry < 1, we let

U,={2:2€C and |z|<r}, 0U,={z:2€C and |z]=ro}
and Uy, = U,, UdU,,. Jack’s lemma is contained in Lemma 1.2.

Lemma 1.2 Let n be a positive integer, and let 29 € U with |z| =7 and 0 < r < 1.
Also, let

(1.5) w(z) = chzk =cp?" +cpp12™ T -
k=n
be continuous on U, and analytic on U, U {z} with w(z) Z 0. If

w(zo)| = max |w(z)],

2€ r
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then there erists a number k with k 2 n, and such that

2ow'(20) _
w(z0)

Suffridge [6] independently discovered some particular case of Jack’s lemma from a
result of Julia [1], and deduced the following subordination relation for convex functions
by making good use of it.

Lemma 1.3 Let f(2) € K and g(z) € H[0,1]. If z¢'(2) < zf'(z) (z € U), then
9(z) < f(z) (z€N).

In the present paper, applying Schwarz’s lemma related to analytic function w(z) which
has the form (1.5), we discuss some subordination properties containing the Lindelof (or
subordination) principle (cf. [2, Vol.I, Theorem 10]) concerning with the subordination
(1.3) for f(2) € H[a,1] and g(2) € H|a,n]. Further, by making use of those properties
and Lemma 1.2, we deduce the following subordination relation

(1.6) 29'(z) < nzf'(z) (2 €U) implies g(2) < f(z) (z€U)

for f(z) € Hla, 1] and g(2) € H[a,n], where f(2) is convex in U.

2 Some properties for certain subordination

To considering some subordination properties, we need Schwarz’s lemma related to
w(z) € H[0,n] (see [2, Vol.I, Theorem 11}) as follows.

Lemma 2.1 Let w(z) = 53 cxz® € H[0,n). If w(z) satisfies |lw(z)] <1 (z € U), then

k=n
(2.1) lw(2)| < |2]*

Jor each point z € U. Further, if equalily occurs in the inequality (2.1) for one point
29 € U\{0}, then

(2.2) w(z) = z2"

for some complex number x with |x| = 1, and the equality in the inequality (2.1) holds for
all z € U. Finally, we have

1
leal = ;;!'lw(")(o)| <1,

and |cp| = 1 if and only if w(z) is given by the equation (2.2).

Proof.  If we define the function ¢(2) by

w(2)

¢(2) =0 (Z € U)v

zn
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then ¢(z) is analytic in U with ¢(0) = c,. Suppose that 0 < p < 1. Then the modulus
|¢(2)| for z € U, takes the maximum value at some point z, € dU,. Hence this fact
combined with |w(z)] <1 (z € U) yields that

16(2)] < oz, = 2 L ey,
|2,|" "
which is satisfied for every p with 0 < p < 1. Thus, by letting p — 17, we obtain
(23) 6(z)| <1 (z€U),

which implies that the inequality (2.1). Then since the inequality (2.3) is satisfied for all
interior points of U, we may conclude that

#(0)] = leal = 1.

Moreover, if there is a point 29 € U\{0} such that |w(z)| = |20|™, then we have |¢(2p)| = 1.
Also, it is clear that |c,| = 1 if and only if |¢(0)| = 1. Thus, from the inequality (2.3), by
applying the maximum modulus principle to analytic function ¢(z), we see that ¢(z)
is constant and |¢(z)| = 1, and hence we must have ¢(z) = z for some complex number
x with |z]| = 1, which implies that equation (2.2). |

Applying Lemma 2.1. we can obtain the following coefficient estimation by the subor-
dination (1.3) for f(z) € Ha,1] and g(z) € H|a, n].
Theorem 2.2 Let f(2) =a+ Y arz® € Hla,1] and g(2) =a+ ¥ be2* € Hla,n]. If
k=1 k

9(z) < f(z) (z€U), then -
|bn| < aal,

and equality occurs if and only if g(z) = f(zz"™) for some complex number x with |x| = 1.

Proof. For f(z) € H|a,1] and g(z) € Hla,n], since g(z) < f(z) (z € U), there exists
an analytic function w(z) € H[0,n] which has the form (1.5), with |w(z)] <1 (z € U),
and such that g(z) = f(w(z)) (z € U), where

Fw(2)) = a+aicaz”™ + -+ a1090-12"" " + (a100n + aoct)" 4 .-+

Then, by comparing the coefficient of 2" in the both sides of equality g(2) = f(w(z)), we
obtain b, = a;c,, and hence by Lemma 2.1, we have

|bn| = laica| = |aa].
Further, since [c,| = 1 if and only if equation (2.2) holds true, it is clear that |b,| = |a4|

if and only if g(z) = f(zz") for some complex number z with |z| = 1. O

Remark 2.3 Letting n = 1 in Theorem 2.2, we know that g(z) < f(z) (z € U) which
implies that [¢’(0)| < |f'(0)| with equality for g(z) = f(zz), where |z| = 1.
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Moreover, Lemma 2.1 provides a slight extension of the Lindelof principle bellow.
Theorem 2.4 Let f(z) € Hla,1] and g(2) € Hla,n]. If g(z) < f(z) (z € U), then

9(Ur) C f(Urn)

for each r with 0 < r < 1. Further, if g(z0) is on the boundary of f(Um) for one point
z € 9U,, then there is a compler number x with |z| = 1 such that g(z) = f(z2"), and
g(2) is on the boundary of f(Uy=) for every point z € 0U,.

Proof. If g(2) < f(z) (z € U), then there exists an analytic function w(z) € H[0,n]
such that g(z) = f(w(2)) (z € U) and w(z) satisfies the conditions of Lemma 2.1. Hence
by Lemma 2.1, since w(U,) C U, for each 7 with 0 < r < 1, we see that

Q(Ur) = f(w(Ur)) C f(Ur")

for each r with 0 < r < 1.
Further, if there is a point 2y € dU, such that g(z) is a boundary point of f(U,), then
since w(zp) is on the boundary of U,», we have

lw(20)| = ",

where |29] = 7, and this means that the equality for (2.1) holds for a point 2y € JU,.
Thus, by Lemma 2.1, we have w(z) = z2™ for some complex number z with || = 1, which
implies that

9(z) = f(z2"),

where |z]| = 1. And, from the above equation, it is easy to see that g(z) is the boundary
point of f(U,) for every point z € JU,.. O

Remark 2.5 Since f(U,») C f(U,) for each r with 0 < r < 1, we know that g(z) < f(2)
(2 € U) implies

9(Ur) C f(Uy)
for each r with 0 < r < 1 by Theorem 2.4. This is the well-known property as the Lindel6f
principle (cf. [2]). Also, Theorem 2.4 for n = 1 is the Lindel6f principle.

As an example of Theorem 2.4, we give the following.

Example 2.6 For a complex number a such that |a| < M with M > 0, let us consider
two functions f(z) and g(z) given respectively by

a+ Mz a+ Mz2"
Mo € Hla,1] and g(2) = M——— € HJa,n].

Then, since f(2") < f(z) (z € U), we know that

o(x) = f(") < f(z) (2 €).
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For a radius r with 0 < r < 1, a simple check shows that f(z) given by (2.4) maps U,
onto the interior of the circle with radius R and center at C, where
_ r"M(M? — |af?) (1 —r?™\M?3a

2. —— T et —————————————————
(2.5) R M2 — r2n)g]? and C MZ — r2n]g|?

(la| < M).

Further the calculation provides that g(z) given by (2.4) maps U, onto the open disk with
radius R and center at C, where R and C are defined by (2.5), and hence we must have

g(Ur) = f(Ur”)

for each r with 0 < r < 1.

3 An extension of some subordination relation

Applying some subordination properties which were discussed in the previous section,
and by using Lemma 1.2, we will give the proof of the subordination relation (1.6).

Theorem 3.1 Let f(z) € Hla,1] and g(z) € H|a,n], and suppose that f(z) is convex
inU. If 2¢/(z) < nzf'(z) (2 € U), then g(2) < f(z) (2 €U).

Proof.  If we let
F(z) =nzf'(z) and G(2)=24(z),

then the assumption z¢/(z) < nzf'(z) (z € U) can be rewritten by
(3.1) G(z) < F(z) (z€U).
Moreover, if we set
f(z)=a+ Zakzk and g(z)=a+ Z b2",
k=1 k=n

then - -
F(z)=n Z kapz® and G(z) = Z kb2
k=1

It follows that the subordination (3.1) implies |b,| < |a1] by Theorem 2.2. Since |b,| = |a1]
if and only if

(3.2) G(z) = F(zz"),

where |z| = 1, we have z¢'(z) = nzz™f'(z2") which implies that g(z) = f(zz™), where
|z| = 1, and this means that g(z) < f(z) (2 € U). Therefore, we may continue the
argument assuming that |b,| < |a|.

Suppose that g(z) is not subordinate to f(z) in U. If we let

o0
fn(z) = f(Zn) = q + Zakz”k =a+a12" + a222n 4
k=1
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then since |b,| < |a;| implies that g(U.) C f.(U.) = f(U.~) for all sufficiently small
values of ¢, there exists a radius r with 0 < 7 < 1 such that g(re'’) = fu(re*?) = f(r"e™?)
for some real § and o, and that g(T,) c f.(T;) = f(U,=). Since f(z) € Hla,1] is
convex in U which implies that f(z) is univalent in U, we know that the inverse f~!
is analytic in a domain D = f(U) and maps D onto U with f~'(a) = 0. Then from
9(T,) c f(U~) c f(U), we see that f~! is analytic on g(U,). Also, it follows from
g(2) € Hla,n] that g(z) is analytic on U,. Therefore, we may define a function w(z) by

(3.3) w(z)=f"(9(z)) (2€T)
which has the form (1.5). Then w(z) is analytic on U, with w(0) = f~(g(0)) = f~(a) =
0. Since w(U,) = f~*(g(U,)) C Uy, we have

lw(z)| ™ (2 €T).

Further, noting that w(re®) = f~1(g(re*)) = f~1(f(r"e™*)) = r"e™¥, we find that

|w(re?)| = |r"e™| = r™ = max |w(z)|.
2€ r

That is, the modulus |w(z)| takes the maximum value r" at a point z = rei € U,.
Thus, according to Lemma 1.2, there is a real number & so that k£ 2 n 2 1 and

zow'(20)

(34) w(z)

where 2y = re'®. Equation (3.3) implies that g(z) = f(w(2)) and ¢'(2) = w'(z) f' (w(2)).

If we use these relations at z = zp and equation (3.4), then from w(z) = w(re') = r"e,

we see that

2w (2) 209" (20) _ refg/(re?)
w(z)  w(z)f (w(z)) rreins fi(rreiny)

Since F(z) = nzf'(z) and G(z) = z¢/(z), the inequality (3.5) is the same as

(3.5) k n.

v

G(re®) o

(3.6) Fmene) 2 1

In addition, it follows from the inequality (3.6) that

(3.7) arg(G(re')) = arg(F(r"e™*)).

% 2)—a
Now, as f(2) =a+ Y axz® is convex in U, we have I 3
k=1 1

€ K. Moreover, since

!
fB e ki and only if 2 (M) €S,
a; ai

it is clear that F(z) = nzf’(2) is starlike and univalent in U. By Theorem 2.4, we see
that G(z) < F(2) (z € U) implies

(3.8) GU,) Cc F(Un) (0<r<1)
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Then, since G(0) = F(0) = 0 and F(U) is starlike with respect to the origin, we find that
(3.9) } IG(rew)l < |F(r"ei"“’)|

for some real 6 and ¢ which satisfy the equality (3.7). Here, if G(2) is on the boundary
of F(U,x) for one point zy € AU,, then by Theorem 2.4, we have G(z) = F(zz"), where
|z| = 1, and G(z) is on the boundary of F(U,») for every point z € AU,. From this
fact and the relation (3.8), we see that the equality in the inequality (3.9) occurs for
G(z) = F(zz"), where |z| = 1. But we now continue the argument assuming that
|bn| < |a1], which is same as that G(z) does not have the form (3.2). Therefore, we obtain
that G(z) < F(z) (z € U) which implies that
(3.10) |G(re”®)| < |F(r"e™))]
for some real 6 and ¢ which satisfy the equality (3.7). Moreover, the inequality (3.10)
combined with the equality (3.7) yields that

G 10
L)y,
F(rmein¥)

From the above-mentioned, since the inequality (3.6) contradicts the inequality (3.11),
we see that the inequality (3.6) contradicts the assumption (3.1) of the theorem, and

hence we must have g(z) < f(z) (z € U). Therefore, we conclude that 2¢'(z) < nzf'(z)
(z € U) implies g(z) < f(z) (z € U), which completes the proof of Theorem 3.1. O

(3.11)

Remark 3.2 Lettingn =1, a =0 and a; = 1 in Theorem 3.1, we obtain Lemma 1.3
which was shown by Suffridge [6].

As an example of Theorem 3.1, we introduce the following.

Example 3.3 For a complex number a such that Rea # 0, let us consider two functions
f(2) and g(z) given respectively by

a+az a+az"
(312 J@) =52 e Hla,1] and g(z) = T

Then, it is easy to see that the above function f(z) is convex and univalent in U.
A simple calculation yields that

€ Hla,n).

2'2=M= ea)k(z
FI2) = Tz = 2Rea) h(2)

and n

2d'(z) = % = 2n(Rea) k(z"),

where k(z) is the Koebe function. Since k(z") < k(z) (z € U), we have
zg'(z) = 2n(Rea) k(z") < 2n(Rea) k(z) = nzf'(2) (z € U),

which implies that all the assumptions of Theorem 3.1 are satisfied. Hence by Theorem
3.1, we obtain the subordination relation (1.6). Actually, it is clear that

9(z)=f(z") < f(z) (z€)
for f(z) and g(z) given by (3.12).
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