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#### Abstract

We show how Free Probability Theory－and in particular，recent results regarding the norm convergence of random matrices－help to better understand im－ portant problems in Quantum Information Theory，such as the problem of Minimum Output Entropy additivity．

This is a report on joint papers and projects with Ion Nechita，Serban Belinschi， Camille Male and Motohisa Fukuda


## 1．Entanglement and additivity

1．1．Entanglement and entropy．In Quantum Information Theory，a vector subspace $C$ of a tensor product $A \otimes B$ of two Hilbert spaces is said to be entangled iff 0 is the only vector of $C$ that can be written as $a \otimes b$ with $a \in A, b \in B$ ．The problems of quantifying entanglement，and of finding＇highly＇entangled spaces are very important in quantum information theory．

For $x \in A \otimes B$ ，its singular values－also known as Schmidt coefficients in Quantum Information Theory－are non－negative numbers $\lambda_{1}(x) \geq \ldots \geq \lambda_{k}(x) \geq 0$ such that

$$
x=\sum_{i=1}^{k} \sqrt{\lambda_{i}} e_{i}(x) \otimes f_{i}(x)
$$

Here，$k=\min (\operatorname{dim}(A), \operatorname{dim}(B)) ; e_{i}(x), f_{i}(x)$ are orthonormal vectors．The sequence $\lambda(x)=\left(\lambda_{1}(x), \ldots\right) \in \mathbb{R}^{k}$ is uniquely defined．

Let $K_{C}=\{\lambda(x), x \in C,\|x\|=1\} \subset \mathbb{R}^{k}$ ．This compact set is a subset of the set

$$
\Delta_{k}^{+}=\left\{y \in \mathbb{R}_{+}^{k}: y_{1} \geq y_{2} \geq \cdots \geq y_{k} \geq 0, \sum_{i=1}^{k} y_{i}=1\right\}
$$

Besides，we have $\Delta_{k}^{+} \subset \Delta_{k}$ ，where $\Delta_{k}=\left\{x \in \mathbb{R}_{+}^{k} \mid \sum_{i=1}^{k} x_{i}=1\right\}$ is the $(k-1)$－ dimensional probability simplex．We will also make an abuse of notation and also denote by $K_{C}$ the subset of $\Delta_{k}$ that is obtained by symmetrizing $K_{C}$ under permuting the coordinates．

For a positive real number $p>0$ ，we recall that the Rényi entropy of order $p$ of a probability vector $x \in \Delta_{k}$ to be

$$
H^{p}(x):=\frac{1}{1-p} \log \sum_{i=1}^{k} x_{i}^{p}
$$
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Since $\lim _{p \rightarrow 1} H^{p}(x)$ exists, we define the Shannon entropy of $x$ to be this limit:

$$
H(x)=H^{1}(x)=-\sum_{i=1}^{k} x_{i} \log x_{i}
$$

Note that the following are equivalent:

- $C$ is entangled
- $(1,0, \ldots 0)$ does not belong to $K_{C}$
- $\min _{x \in K_{C}} H^{p}(x)>0$
1.2. MOE and additivity. One important motivation for studying entanglement comes from the Minimum Output Entropy problem. A quantum channel is by definition a linear completely positive trace preserving map $\Phi: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{k}(\mathbb{C})$. For a quantum channel $\Phi: \mathbb{M}_{n}(\mathbb{C}) \rightarrow \mathbb{M}_{k}(\mathbb{C})$, we define its minimum output Rényi entropy (of order $p$ ) by

$$
H_{\min }^{p}(\Phi):=\min _{\substack{\rho \in \mathbb{M}_{n}(\mathbb{C}) \\ \rho \geq 0, \text { trace } \rho=1}} H^{p}(\Phi(\rho)) .
$$

where $H^{p}(\Phi(\rho)):=H^{p}($ eigenvalues $(\Phi(\rho))$.
The additivity problem -also known as Minimum Output Entropy (MOE) additivity problem- can be formulated as follows: for a given $p \geq 1$, do there exist two quantum channels $\Phi_{1}, \Phi_{2}$ such that

$$
H_{\min }^{p}\left(\Phi_{1} \otimes \Phi_{2}\right)<H_{\min }^{p}\left(\Phi_{1}\right)+H_{\min }^{p}\left(\Phi_{2}\right) ?
$$

The answer to this problem is affirmative: there exists such a pair of channels ( $\Phi_{1}, \Phi_{2}$ ). It was proved by Hayden and Winter in the case $p>1$, and by Hastings in the case $p=1$ ( $[9,11,8]$ ).

However there is no concrete counterexample so far: all available existence proofs rely on random techniques. Our aim is to explain the relation between this problem and Free Probability theory, and to show how results of Free Probability type in random matrix theory help to improve the bounds.

## 2. Random subspaces and free probability

2.1. Random collection of eigenvalues. Let $k$ be an integer and $t \in(0,1)$ be a real number. Let $n$ be an integer less than $k N$. We assume that $n$ is a function of $N$ and that $n, N$ vary and tend to infinity according to $n \sim t N k$.

Let $V_{N}$ be a random subspace of dimension $n$ of $\mathbb{C}^{k} \otimes \mathbb{C}^{N}$. In other words, $V_{N}$ is a random element of the Grassman manifold of projections of rank $n$ in $\operatorname{End}\left(\mathbb{C}^{N k}\right)$, with respect to the invariant probability measure.

We are interested in the random set $K_{N, t, k}:=\tilde{K}_{V_{N}}$ with the notations of the previous paragraph. Let us define the convex body $K_{t, k} \subset \mathbb{R}^{k}$ as follows:

$$
K_{t, k} \subset \mathbb{R}^{k}:=\left\{a \in \Delta_{k}, \forall b \in \Delta_{k}, \sum_{i=1}^{k} a_{i} b_{i} \leq\|p b p\|_{\infty}\right\}
$$

where $p$ and $b$ are seen as free selfadjoint elements of respective distribution $(1-t) \delta_{0}+t \delta_{1}$ and $k^{-1} \sum \delta_{b_{i}}$ (see [14]). In [1], we proved

Theorem 2.1. Almost surely, $\operatorname{dist}\left(K_{N, t, k}, K_{t, k}\right) \rightarrow 0$, where dist is the Hausdorff distance between sets.
2.2. Random image, I. For the needs of the sequel of the report, we will denote $S_{k}$ as the collection of $k \times k$ self-adjoint trace 1 matrices. In Quantum Information theory, this is called the state space.

As in the previous subsection, $k, t$ are fixed, and $n, N$ go to infinity according to $n \sim t N k$, but this time, instead of choosing $V_{N}$ at random, we choose a random isometry $W_{N}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{k} \otimes \mathbb{C}^{N}$. For each $N$, the distribution of the law of the isometry follows the uniform probability distribution.

We consider the completely positive trace preserving (quantum channel) $\Phi_{N}: \mathbb{C}^{n} \rightarrow$ $\mathbb{C}^{k}$ given by $\Phi_{N}(x)=\left(T r_{k} \otimes i d_{N}\right) W_{N} x W_{N}^{*}$.

Here we introduce the set $\tilde{K}_{t, k} \subset S_{k}$ of matrices $A$ satisfying $\operatorname{Tr}(A x) \leq\|x\|_{(t)}$ for any self-adjoint trace 1 matrix $x$. Following the lines of [1], we can prove
Theorem 2.2. Almost surely, $\operatorname{dist}\left(\Phi_{N}\left(S_{N}\right), \tilde{K}_{t, k}\right) \rightarrow 0$.
Note that $\tilde{K}_{t, k}$ is the collection of selfadjoint matrices having eigenvalues in $K_{t, k}$.
2.3. Random image, II. Finally, we consider the setting where $k$ is fixed and the $\operatorname{map} \Phi_{N}: \mathbb{M}_{N}(\mathbb{C}) \rightarrow \mathbb{M}_{k}(\mathbb{C})$ is obtained as above, but where the random isometry $W_{N}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{k} \otimes \mathbb{C}^{N}$ has the distribution of the block column matrix $k^{-1 / 2}\left(U_{i}\right)_{i=1}^{k}$, where the $U_{i}$ are iid $N \times N$ Haar distributed random unitary matrices.

The probability model for the random quantum channel $\Phi_{N}$ of this section might look somewhat unnatural. However, this map is known in Quantum Information theory as the complementary of the map

$$
\tilde{\Phi}_{N}(x)=k^{-1}\left(U_{1} x U_{1}^{*}+\ldots+U_{k} x U_{k}^{*}\right)
$$

and $\Phi_{N}$ and $\tilde{\Phi}_{N}$ share the same non-trivial eigenvalues when evaluated on rank one projector, therefore they have the same minimal output entropy. Actually, the map $\tilde{\Phi}_{N}$ is very close to the map that was originally constructed by Hastings in his first counterexample to the MOE additivity problem.

Next, we introduce the set $K_{k}$ defined as being the subset of $S_{k}$ given by matrices $x$ such that $\operatorname{Tr}(A x) \leq\|p A p\|$ for any $A \in S_{k}$, where $p=k^{-1}\left(u_{i} u_{j}^{*}\right)_{i, j=1}^{k}, u_{i}$ are the generators of the reduced free group $C^{*}$-algebra $C_{r e d}^{*}\left(F_{k}\right)$ on $k$ generators, and $\|p x p\|$ is understood as a norm on $\mathbb{M}_{k}\left(C_{r e d}^{*}\left(F_{k}\right)\right)$. In [4], we prove
Theorem 2.3. Almost surely, $\operatorname{dist}\left(\Phi_{N}\left(S_{N}\right), K_{k}\right) \rightarrow 0$, where dist is the Hausdorff distance between sets.

Note that here, unlike in the previous case, the image is not invariant under unitary conjugation by $U_{k}$. Remark also that in all cases considered in this section, the images are always convex sets. One can actually show that every point in the interior of the convex sets are almost surely in the image.

The main new technique to prove these results is an improvement on a famous result of [7], which we discuss in the next section.

## 3. Improvement on Haagerup and Thorbjornsen's results

We recall the following definitions from free probability theory.
(1) A $\mathcal{C}^{*}$-probability space $\left(\mathcal{A}, .^{*}, \tau,\|\cdot\|\right)$ consists of a unital $C^{*}$-algebra $\left(\mathcal{A}, .^{*},\|\cdot\|\right)$ endowed with a state $\tau$, i.e. a linear map $\tau: \mathcal{A} \rightarrow \mathbb{C}$ satisfying $\tau\left[\mathbf{1}_{\mathcal{A}}\right]=1$ and $\tau\left[a a^{*}\right] \geq 0$ for all $a$ in $\mathcal{A}$. In this paper, we always assume that $\tau$ is a trace, i.e. that it satisfies $\tau[a b]=\tau[b a]$ for every $a, b$ in $\mathcal{A}$. A trace is said to be faithful
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if $\tau\left[a a^{*}\right]>0$ whenever $a \neq 0$. An element of $\mathcal{A}$ is called a (non commutative) random variable.
(2) Let $\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}$ be $*$-subalgebras of $\mathcal{A}$ having the same unit as $\mathcal{A}$. They are said to be free if for all $a_{i} \in \mathcal{A}_{j_{i}}\left(i=1, \ldots, k, j_{i} \in\{1, \ldots, k\}\right)$ such that $\tau\left[a_{i}\right]=0$, one has

$$
\tau\left[a_{1} \cdots a_{k}\right]=0
$$

as soon as $j_{1} \neq j_{2}, j_{2} \neq j_{3}, \ldots, j_{k-1} \neq j_{k}$. Collections of random variables are said to be free if the unital subalgebras they generate are free.
(3) Let $\mathbf{a}=\left(a_{1}, \ldots, a_{k}\right)$ be a $k$-tuple of random variables. The joint distribution of the family $\mathbf{a}$ is the linear form $P \mapsto \tau\left[P\left(\mathbf{a}, \mathbf{a}^{*}\right)\right]$ on the set of polynomials in $2 p$ non commutative indeterminates. By convergence in distribution, for a sequence of families of variables $\left(\mathbf{a}_{N}\right)_{N \geq 1}=\left(a_{1}^{(N)}, \ldots, a_{p}^{(N)}\right)_{N \geq 1}$, we mean the pointwise convergence of the map

$$
P \mapsto \tau\left[P\left(\mathbf{a}_{N}, \mathbf{a}_{N}^{*}\right)\right],
$$

and by strong convergence in distribution, we mean convergence in distribution, and pointwise convergence of the map

$$
P \mapsto\left\|P\left(\mathbf{a}_{N}, \mathbf{a}_{N}^{*}\right)\right\| .
$$

(4) A non commutative random variable $u$ is called a Haar unitary when it is unitary ( $u u^{*}=u^{*} u=1$ ) and for all $n$ in $\mathbb{N}$, one has

$$
\tau\left[u^{n}\right]=\left\{\begin{array}{cc}
1 & \text { if } n=0 \\
0 & \text { otherwise }
\end{array}\right.
$$

The following theorem was proved in [3], and improves on Haagerup-Thorbjornsen's result [7], that generalizes itself results of asymptotic freeness of [13]. It is the key ingredient to the proof of results in section 2.

Theorem 3.1. For any integer $N \geq 1$, we consider

- a family $\mathbf{U}_{N}=\left(U_{1}^{(N)}, \ldots, U_{p}^{(N)}\right)$ of $N \times N$ independent unitary Haar matrices,
- a family $\mathbf{Y}_{N}=\left(Y_{1}^{(N)}, \ldots, Y_{q}^{(N)}\right)$ of $N \times N$ matrices, possibly random but independent of $\mathbf{U}_{N}$.
In a $\mathcal{C}^{*}$-probability space $\left(\mathcal{A}, . .^{*}, \tau,\|\cdot\|\right)$ with faithful trace, we consider
- a family $\mathbf{u}=\left(u_{1}, \ldots, u_{p}\right)$ of free Haar unitaries,
- a family $\mathbf{y}=\left(y_{1}, \ldots, y_{q}\right)$ of non commutative random variables, free from $\mathbf{u}$.

Then, if $\mathbf{y}$ is the strong limit in distribution of $\mathbf{Y}_{N}$, we have that $(\mathbf{u}, \mathbf{y})$ is the strong limit in distribution of $\left(\mathbf{U}_{N}, \mathbf{Y}_{N}\right)$.

A partial version of this result had been conjectured by Pisier and Haagerup almost ten years ago. As a corollary we have:

Corollary 3.1. Let $Q_{n}$ be a random projection of rank $n$ in $\mathbb{M}_{N k}$ and let $A$ be the diagonal matrix $\operatorname{diag}\left(a_{1}, \ldots, a_{k}\right) \otimes I_{N}$. Then the operator narm of $Q_{n} A Q_{n}$ converges almost surely to $\phi\left(\left(a_{i}\right), t\right)$ as $N \rightarrow \infty$.

This corollary was initially obtained in [1] and it was sufficient for the purposes of models of subsections 2.1 and 2.2, but it follows from the more general Theorem 3.1

The idea to use results of almost sure convergence in operator norm of random matrices for the MOE additivity problem first appeared in [6], where the non-additivity of the MOE is reproved and extended in the case $p>1$.

## 4. Violation of additivity

It follows from the above theorems that the minimum output entropy is a quantity that converges almost surely. More precisely,

Theorem 4.1. For any of the three models considered above, $H_{\min }^{p}\left(\Phi_{n}\right)$ towards the minimum of $H^{p}$ on the limiting set $K_{t, k}$ (resp. $\tilde{K}_{t, k}, K_{k}$ ).

It is of natural interest to study the convex ball $K_{t, k}$ and in particular the minimum of Rényi functions on it. Based on extensive numerical simulation, we conjecture:

Conjecture 4.1. For any $k \geq 183$ there is a violation of the MOE additivity. The violation happens almost surely with the Bell state iff $k \geq 183$, and this violation can be made as close as possible to $\log 2$.

## 5. Additional remarks

The techniques presented in this note have actually many other applications to the theory of operator algebras and quantum information theory. For example, it gives a systematic way of producing $k$-positive maps, it allows to understand the image of an arbitrary family of orthogonal pure states under $\Phi_{n}$ and therefore to show that the Holevo capacity also converges almost surely, and it allows to understand the behaviour of random unitary channel. All these further applications are the object of work in preparation.
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