# HDG METHODS FOR SECOND－ORDER ELLIPTIC PROBLEMS 

ISSEI OIKAWA


#### Abstract

In this article，we review the hybrid（hybridized or hybridizable）discon－ tinuous Galerkin（HDG）method based on a classical hybrid finite element method for second－order elliptic problems．Our HDG method was firstly obtained by sta－ bilizing the simplified hybrid displacement method．Optimal error estimates in the energy and $L^{2}$ norms were proved for the Poisson equation．The method was ex－ tended to convection－diffusion problems by introducing a kind of an upwind term．It was verified mathematically and numerically that the method is robust even in the convection－dominated case，where the standard finite element method fails due to its numerical instability．


## 1．Introduction

In recent years，hybrid（hybridized or hybridizable）discontinuous Galerkin（HDG） methods have been investigated and applied to various problems．The usual discon－ tinuous Galerkin（DG）method utilizes two types of numerical fluxes to deal with the discontinuity of an approximate solution $u_{h}$ on inter－element boundaries．In the HDG method，a numerical trace $\widehat{u}_{h}$ is introduced to approximate the trace of a solution besides $u_{h}$ ，which is a new unknown and may be called the hybrid unknown．

The number of degrees of freedom（DOF）of the DG method is much larger than that of the standard finite element method．By the static condensation，that is，eliminating the hybrid unknown $\widehat{u}_{h}$ by $u_{h}$ ，we obtain a discretized equation in terms of only on $\widehat{u}_{h}$ ． As a result，the number of DOF of the HDG method can be considerably reduced，which is the main advantage of the HDG method over the DG method．We note that the HDG method has remarkable features besides the above advantage，such as superconvergence properties and various connections with other numerical methods（nonconforming and mixed finite element methods，etc．）．

The HDG method was firstly introduced by Cockburn et al．［10］，in which the hy－ bridization of the local discontinuous Galerkin（LDG）method（cf．［3］）is successful to unify the formulations of various hybrid methods．An overview of the HDG methods was already provided in［10］，and we refer the readers to it as a survey paper．

In this article，we revisit and review a different hybridization of the DG method based on a classical hybrid finite element method．Hybridization of the finite element method
was early proposed by Pian in 1964 (cf. [36]) and by de Veubeque in 1965 [11, 43]. Later, the hybrid displacement method was proposed by Tong in 1970 [41], in which the hybrid displacement and Lagrange multiplier are introduced as new unknowns on inter-element boundaries. The simplified hybrid displacement method, where the Lagrange multiplier is taken to be the normal gradient of $u_{h}$, was also investigated by Kikuchi and Ando [19, 21, 22, 20, 23, 18, 24, 25]. Those methods were partially successful, however, they suffered from numerical instability. Decades later, in [26, 30, 35, 31], stabilized methods were developed for linear elasticity problems and the Poisson equation. The instability was overcome by introducing the stabilization technique of the interior penalty method [2], which is described in Section 2. Numerical results are not shown in this article, see, e.g. $[26,30,35,31]$.

For stationary convection-diffusion problems, the HDG method has been developed and there have been many published papers, for example, see $[27,13,7,8,32,14$, $6,38]$. Here we focus on the present author's work [32] because the resulting HDG methods listed above are not so different from each other. In the HDG method, a convection-diffusion equation is decomposed into diffusive and convective parts, and they are discretized separately. The diffusive part can be discretized in the same way as the Poisson equation. The convective part is discretized by newly introducing a kind of an upwind term. The key idea of devising the upwind term is to switch $u_{h}$ and $\widehat{u}_{h}$ according to the outflow and inflow inter-element boundaries. In Section 3, we are going to state the upwind scheme proposed by the present author [32] for convection-diffusion problems. Numerical results will be presented to validate the stability of the scheme.

## 2. HDG METHOD FOR DIFFUSION PROBLEMS

Let $\Omega \subset \mathbb{R}^{n}(n=2,3)$ be a bounded polygonal or polyhedral domain and $f \in L^{2}(\Omega)$ be a given function. We consider the Poisson equation with homogeneous boundary condition:

$$
\begin{align*}
-\Delta u & =f \text { in } \Omega  \tag{2.1a}\\
u & =0 \text { on } \partial \Omega \tag{2.1b}
\end{align*}
$$

The HDG method can also be applied to the problems with non-homogeneous Dirichlet and Neumann boundary conditions, but we here consider only the homogeneous Dirichlet boundary condition for simplicity.
2.1. Notation. Let $\left\{\mathcal{T}_{h}\right\}_{h>0}$ be a family of meshes of the domain $\Omega$. The subscript $h$ stands for the mesh size $h:=\max _{K \in \mathcal{T}_{h}} \operatorname{diam}(K)$. We assume that $\left\{\mathcal{T}_{h}\right\}_{h}$ satisfies the chunkiness condition [5, 17], which is equivalent to the shape-regular condition if all
meshes consist of only triangles or tetrahedrons. We also assume that $\left\{\mathcal{T}_{h}\right\}_{h}$ satisfies the local quasi-uniformity [17],i.e., there exists a constant $C$ such that $\operatorname{diam}(K) / \operatorname{diam}(e) \leq$ $C$ for any $K \in \mathcal{T}_{h}$ and edge $e \subset \partial K$. Throughout the article, the symbol $C$ denotes a generic constant independent of $h$. The set of all edges of $\mathcal{T}_{h}$ is denoted by $\mathcal{E}_{h}=$ $\left\{e \subset \partial K: K \in \mathcal{T}_{h}\right\}$. The skeleton of $\mathcal{T}_{h}$, defined by $\bigcup_{K \in \mathcal{T}_{h}} \partial K$, is denoted by the same symbol $\mathcal{E}_{h}$. We define $L_{D}^{2}\left(\mathcal{E}_{h}\right)=\left\{\widehat{v} \in L^{2}\left(\mathcal{E}_{h}\right): \widehat{v}=0\right.$ on $\left.\partial \Omega\right\}$. We will use the standard notation of the Sobolev spaces [1], such as $H^{m}(D), W^{m, p}(D),\|\cdot\|_{m, D}=\|\cdot\|_{H^{m}(D)}$, $|\cdot|_{m, D}=|\cdot|_{H^{m}(D)}$ for an integer $m$ and a domain $D$. The piecewise or broken Sobolev spaces are introduced: $H^{m}\left(\mathcal{T}_{h}\right):=\left\{v \in L^{2}(\Omega):\left.v\right|_{K} \in H^{m}(K) \forall K \in \mathcal{T}_{h}\right\}$. The inner products are denoted by

$$
(u, v)_{\mathcal{T}_{h}}:=\sum_{K \in \mathcal{T}_{h}} \int_{K} u v d x, \quad\langle u, v\rangle_{\partial \mathcal{T}_{h}}:=\sum_{K \in \mathcal{T}_{h}} \int_{\partial K} u v d s
$$

The finite element spaces for approximating $u$ and its trace $\widehat{u}$ are denoted by $W_{h}$ and $M_{h}$, respectively. We impose the homogeneous Dirichlet boundary condition on $M_{h}$, i.e., assume $M_{h} \subset L_{D}^{2}\left(\mathcal{E}_{h}\right)$. In usual cases, the finite element spaces are set to be piecewise polynomial spaces of same degree; $W_{h}=P_{k}\left(\mathcal{T}_{h}\right)$ and $M_{h}=P_{k}\left(\mathcal{E}_{h}\right)$. Recently, it turned out that optimal convergences can be achieved by setting $W_{h}=P_{k+1}\left(\mathcal{T}_{h}\right), M_{h}=P_{k}\left(\mathcal{E}_{h}\right)$ and taking an $L^{2}$-projection in the stabilization term, see [28, 33, 34, 39, 40, 29, 9, 37].
2.2. The scheme. We give the formulation of the HDG method proposed in [30, 35]. The method is equivalent to the IP-H method defined in [10], and we will here call it so. The IP-H method is as follows: find $u_{h} \in W_{h}$ and $\widehat{u}_{h} \in M_{h}$ such that

$$
\begin{equation*}
a_{h}^{d}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)=\left(f, v_{h}\right)_{\Omega} \quad \forall v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{aligned}
a_{h}^{d}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right):= & \left(\nabla u_{h}, \nabla v_{h}\right) \tau_{h}+\left\langle\boldsymbol{n} \cdot \nabla u_{h}, \widehat{v}_{h}-v_{h}\right\rangle_{\partial \tau_{h}} \\
& +\left\langle\boldsymbol{n} \cdot \nabla v_{h}, \widehat{u}_{h}-u_{h}\right\rangle_{\partial T_{h}}+S_{h}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right), \\
S_{h}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right):= & \left\langle\tau\left(\widehat{u}_{h}-u_{h}\right), \widehat{v}_{h}-v_{h}\right\rangle_{\partial \tau_{h}} .
\end{aligned}
$$

Here $\tau$ is a stabilization parameter, which is usually set to be $\tau=\tau_{0} / h_{e}$, where $\tau_{0}$ is a positive constant, $h_{e}:=\operatorname{diam}(\mathrm{e})$ for an edge $e$ and $\boldsymbol{n}$ is the unit outward normal vector to $\partial K$. It can be proved that the scheme is coercive if $\tau_{0}$ is set to be sufficiently large. In general, too large $\tau$ is likely to spoil the discontinuity of the approximate solutions. Therefore, we should select a moderate value for $\tau_{0}$. The HDG method coercive for any positive $\tau_{0}$ was already obtained; the LDG-H method [10] and the HDG method using a lifting operator [31]. As will be shown later, both the methods are essentially equivalent to each other.

In the next section, we are going to describe how the method is derived.
2.3. Derivation. Let $K \in \mathcal{T}_{h}$ and $u \in H^{2}(\Omega)$. Multiplying (2.1a) by a test function $v \in H^{2}(K)$ and integrating it by parts over $K$, we get

$$
(\nabla u ; \nabla v)_{K}-\langle\boldsymbol{n} \cdot \nabla u, v\rangle_{\partial K}=(f, v)_{K} .
$$

Summing the above over $K \in \mathcal{T}_{h}$ yields

$$
\begin{equation*}
(\nabla u, \nabla v)_{\mathcal{T}_{h}}-\langle\boldsymbol{n} \cdot \nabla u, v\rangle_{\partial \mathcal{T}_{h}}=(f, v)_{\Omega} \tag{2.3}
\end{equation*}
$$

We now introduce a hybrid function $\widehat{v} \in L_{D}^{2}\left(\mathcal{E}_{h}\right)$ as a test function. Since $\boldsymbol{n} \cdot \nabla u$ and $\widehat{v}$ are both single-valued on $\mathcal{E}_{h}$ and $\widehat{v}$ vanishes on $\partial \Omega$, the transmission condition follows:

$$
\begin{equation*}
\langle\boldsymbol{n} \cdot \nabla u, \widehat{v}\rangle_{\partial \tau_{h}}=0 . \tag{2.4}
\end{equation*}
$$

Adding this into (2.3) and symmetrizing it, we obtain

$$
\begin{equation*}
(\nabla u, \nabla v)_{\mathcal{T}_{h}}+\langle\boldsymbol{n} \cdot \nabla u, \widehat{v}-v\rangle_{\partial T_{h}}+\langle\boldsymbol{n} \cdot \nabla v, \widehat{u}-u\rangle_{\partial \mathcal{T}_{h}}=(f, v)_{\Omega} \tag{2.5}
\end{equation*}
$$

where $\widehat{u}$ is the trace of $u$. Since the scheme is still not stable in general, we add the stabilization or penalty term $\tau\langle\widehat{u}-u, \widehat{v}-v\rangle_{\partial \tau_{h}}$. Thus we obtain (2.2).

Remark. In (2.2), taking $\widehat{v}_{h} \equiv 0$ on $\mathcal{E}_{h}$ and $v_{h} \equiv 0$ on $\Omega \backslash K$ for some $K \in \mathcal{T}_{h}$, we have

$$
\begin{aligned}
& \left(\nabla u_{h}, \nabla v_{h}\right)_{K}-\left\langle\boldsymbol{n} \cdot \nabla u_{h}, v_{h}\right\rangle_{\partial K}-\left\langle\boldsymbol{n} \cdot \nabla v_{h}, u_{h}\right\rangle_{\partial K}+\left\langle\tau u_{h}, v_{h}\right\rangle_{\partial K} \\
& =\left(f, v_{h}\right)_{K}+\left\langle\widehat{u}_{h}, \tau v_{h}-\boldsymbol{n} \cdot \nabla v_{h}\right\rangle_{\partial K}
\end{aligned}
$$

which implies that $\left.u_{h}\right|_{K}$ can be determińed by only $\left.\widehat{u}_{h}\right|_{\partial K}$. There is no direct connection between $\left.u_{h}\right|_{K}$ and $\left.u_{h}\right|_{K^{\prime}}$ for distinct elements $K, K^{\prime} \in \mathcal{T}_{h}$, and they are linked only through the numerical trace $\left.\widehat{u}_{h}\right|_{\partial K \cap \partial K^{\prime}}$. It enables us to do the so-called static condensation, i.e., the construction of a linear system in terms of only $\widehat{u}_{h}$ by element-by-element elimination of $u_{h}$.
2.4. Error estimates. We present the outline of error analysis for the IP-H method. The energy norm is defined by

$$
\left\|\left(v_{h}, \widehat{v}_{h}\right)\right\|_{d}^{2}:=\left\|\nabla v_{h}\right\|_{\mathcal{T}_{h}}^{2}+\left\|h_{e}^{-1 / 2}\left(\widehat{v}_{h}-v_{h}\right)\right\|_{\partial T_{h}}^{2}
$$

where

$$
\begin{aligned}
& \left\|\nabla v_{h}\right\|_{\mathcal{T}_{h}}^{2}:=\left(\nabla v_{h}, \nabla v_{h}\right)_{\mathcal{T}_{h}} \\
& \left\|h_{e}^{-1 / 2}\left(\widehat{v}_{h}-v_{h}\right)\right\|_{\partial T_{h}}^{2}:=\left\langle h_{e}^{-1}\left(\widehat{v}_{h}-v_{h}\right), \widehat{v}_{h}-v_{h}\right\rangle_{\partial \mathcal{T}_{h}}=\sum_{K \in \mathcal{T}_{h}} \sum_{e \subset \partial K} \int_{e} h_{e}^{-1}\left|\widehat{v}_{h}-v_{h}\right|^{2} d s
\end{aligned}
$$

We assume the approximation property: for any $v \in H^{k+1}(\Omega)$ and its trace $\widehat{v}$, there exists a constant $C$ independent of $h$ such that

$$
\inf _{v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h}}\left\|\left(v-v_{h}, \widehat{v}-\hat{v}_{h}\right)\right\|_{d} \leq C h^{k}|v|_{k+1, \Omega} .
$$

The following fundamental properties on the bilinear form $a_{h}^{d}(\cdot ; \cdot)$ hold.
Lemma 1. The following hold.
(1) (Consistency) Let $u$ be the exact solution of (2.1) and $\widehat{u}$ denote the trace of $u$. Then

$$
a_{h}^{d}\left(u, \widehat{u} ; v_{h}, \widehat{v}_{h}\right)=`\left(f, v_{h}\right)_{\Omega} \quad \forall v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h} .
$$

(2) (Boundedness) There exists a constant $C$ such that

$$
\left|a_{h}^{d}\left(w_{h}, \widehat{w}_{h} ; v_{h}, \widehat{v}_{h}\right)\right| \leq C\left\|\left(w_{h}, \widehat{w}_{h}\right)\right\|_{d}\left\|\left(v_{h}, \widehat{v}_{h}\right)\right\|_{d} \quad \forall w_{h}, v_{h} \in W_{h}, \widehat{w}_{h}, \widehat{v}_{h} \in M_{h}
$$

(3) (Coercivity) There exists a constant $C$ such that

$$
a_{h}^{d}\left(v_{h}, \widehat{v}_{h} ; v_{h}, \widehat{v}_{h}\right) \geq C\left\|\left(v_{h}, \widehat{v}_{h}\right)\right\|_{d}^{2} \quad \forall v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h} .
$$

Proof. The full proof was firstly given in the present author's Master's thesis [30], which, however, is written in Japanese. So, we refer to [32].

Remark. To obtain an error estimate, we need not only the consistency and boundedness for $W_{h}$ and $M_{h}$ but also those for $H^{2}(\Omega)$. However, we omitted it because those are not directly used in this article and we have to introduce the auxiliary norm and notations.

From the above lemma, the following optimal error estimates can be deduced.
Theorem 2. Assume that $\left\{\mathcal{T}_{h}\right\}_{h}$ satisfies the chunkiness condition and the quasiuniformity and that the approximation property holds. Let $u$ be the solution of (2.1) and $\widehat{u}$ denote the trace of $u$. If $u \in H^{k+1}(\Omega)$, then

$$
\begin{equation*}
\left\|\left(u-u_{h}, \widehat{u}-\widehat{u}_{h}\right)\right\|_{d} \leq C h^{k}|u|_{k+1, \Omega} \tag{2.6}
\end{equation*}
$$

By Aubin-Nitsche's trick, we have

$$
\left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C h^{k+1}|u|_{k+1, \Omega}
$$

2.5. Nonsymmetric schemes. The third term in (2.5) is called a consistent term because $\langle\boldsymbol{n} \cdot \nabla v, \widehat{u}-u\rangle_{\partial T_{h}}=0$ holds for the exact solution $u$ and its trace $\widehat{u}$. We note that the nonsymmetric version of the scheme [30,35] can also be deduced, for a real number $s$,

$$
\begin{aligned}
& a_{h}^{d}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)=\left(\nabla u_{h}, \nabla v_{h}\right) \mathcal{T}_{h}+\left\langle\boldsymbol{n} \cdot \nabla u_{h}, \widehat{v}_{h}-v_{h}\right\rangle_{\partial \mathcal{T}_{h}} \\
&+s\left\langle\boldsymbol{n} \cdot \nabla v_{h}, \widehat{u}_{h}-u_{h}\right\rangle_{\partial \mathcal{T}_{h}}+S_{h}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right) .
\end{aligned}
$$

The IP-H (symmetric) scheme (2.2) is included as $s=1$. We call the scheme with $s \neq 1$ the nonsymmetric scheme. Although an optimal $H^{1}$-error estimate for the nonsymmetric scheme was proved as well as the symmetric scheme, an optimal $L^{2}$-error estimate could not be proved because of the lack of the adjoint consistency. Note that the order of convergence in the $L^{2}$ norm is greater than or equal to that of the energy norm, which follows easily from the fact that the energy norm is stronger than the $L^{2}$ norm. In [30, 35], it was shown by numerical experiments that the $L^{2}$-orders of convergence are actually suboptimal when the degrees of polynomials are even. For odd polynomials, the optimal convergence in the $L^{2}$ norm was observed in some cases. The $L^{2}$ suboptimality of the nonsymmetric DG method were investigated in $[15,12,4]$, whereas there are few studies for the HDG method. For the DG method, in [15], the suboptimal convergence was in fact demonstrated in the one and two dimensions in special cases where the mesh and exact solution are carefully designed. It might be the case for the HDG method.
2.6. A lifting operator. In [31], a lifting operator was introduced and the HDG method using it was also proposed. The local lifting operator $\boldsymbol{R}_{h}^{\partial K}: L^{2}(\partial K) \rightarrow W_{h}(K)^{n}$ is defined by, for $\widehat{\mu} \in L^{2}(\partial K)$,

$$
\left(\boldsymbol{R}_{h}^{\partial K}(\widehat{\mu}), \boldsymbol{w}\right)_{K}=\langle\widehat{\mu}, \boldsymbol{w} \cdot \boldsymbol{n}\rangle_{\partial K} \quad \forall \boldsymbol{w} \in W_{h}(K)^{n} .
$$

For $\mu \in H^{1}(K)$, we define $\boldsymbol{R}_{h}^{\partial K}(\mu)=\boldsymbol{R}_{h}^{\partial K}\left(\left.\mu\right|_{\partial K}\right)$.
The (global) lifting operator $\boldsymbol{R}_{h}: \prod_{K \in \mathcal{T}_{h}} L^{2}(\partial K) \rightarrow W_{h}^{n}$ is defined by $\left.\boldsymbol{R}_{h}(\mu)\right|_{K}=$ $\boldsymbol{R}_{h}\left(\left.\mu\right|_{\partial K}\right)$ for all $K \in \mathcal{T}_{h}$. Note that the lifting operator satisfies

$$
\left(\boldsymbol{R}_{h}(\mu), \boldsymbol{w}\right)_{\mathcal{T}_{h}}=\langle\mu, \boldsymbol{w} \cdot \boldsymbol{n}\rangle_{\partial \mathcal{T}_{h}}=\sum_{K \in \mathcal{T}_{h}}\left\langle\left.\mu\right|_{\partial K}, \boldsymbol{w} \cdot \boldsymbol{n}\right\rangle_{\partial K} \quad \forall \boldsymbol{w} \in W_{h}^{n}
$$

for $\mu \in \prod_{K \in \mathcal{T}_{h}} L^{2}(\partial K)$.
The IP-H method using the lifting operator, which is going to be called the IPL-H method in this article, read as: find $u_{h} \in W_{h}$ and $\widehat{u}_{h} \in M_{h}$ such that

$$
\begin{equation*}
a_{h}^{d}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)+\left(\boldsymbol{R}_{h}\left(\widehat{u}_{h}-u_{h}\right), \boldsymbol{R}_{h}\left(\widehat{v}_{h}-v_{h}\right)\right)_{\tau_{h}}=\left(f, v_{h}\right)_{\Omega} \quad \forall v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h} . \tag{2.7}
\end{equation*}
$$

Thanks to the additional stabilization term $\left(\boldsymbol{R}_{h}\left(\widehat{u}_{h}-u_{h}\right), \boldsymbol{R}_{h}\left(\widehat{v}_{h}-v_{h}\right)\right)_{\tau_{h}}$, the scheme is coercive for all $\tau>0$. We note that the scheme (2.7) can be rewritten as

$$
\left(\nabla u_{h}+\boldsymbol{R}_{h}\left(\widehat{u}_{h}-u_{h}\right), \nabla v_{h}+\boldsymbol{R}_{h}\left(\widehat{v}_{h}-v_{h}\right)\right)_{\mathcal{T}_{h}}+S_{h}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)=\left(f, v_{h}\right)_{\Omega}
$$

2.7. Equivalence between the IPL-H and LDG-H methods. We are going to show that the IPL-H method is essentially equivalent to the LDG-H method. In the LDG-H method (cf. [10]), the mixed formulation of (2.1) is considered:

$$
\boldsymbol{q}+\nabla u=0, \quad \nabla \cdot \boldsymbol{q}=f
$$

Let $\boldsymbol{V}_{h}$, be the finite element space for approximating $\boldsymbol{q}$. The LDG-H method reads as: find $\boldsymbol{q}_{h} \in \boldsymbol{V}_{h}, u_{h} \in W_{h}$ and $\widehat{u}_{h} \in M_{h}$ such that

$$
\begin{align*}
\left(\boldsymbol{q}_{h}, \boldsymbol{v}\right)_{T_{h}}-\left(u_{h}, \nabla \cdot \boldsymbol{v}\right)_{T_{h}}+\left\langle\widehat{u}_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial T_{h}} & =0, & & \forall \boldsymbol{v} \in \boldsymbol{V}_{h},  \tag{2.8a}\\
-\left(\boldsymbol{q}_{h}, \nabla w\right)_{\mathcal{T}_{h}}+\left\langle\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, w\right\rangle_{\partial \tau_{h}} & =(f, w)_{\Omega}, & & \forall w \in W_{h},  \tag{2.8~b}\\
\left\langle\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \widehat{w}\right\rangle_{\partial \tau_{h}} & =0, & & \forall \widehat{w} \in M_{h}, \tag{2.8c}
\end{align*}
$$

where the numerical flux $\widehat{\boldsymbol{q}}_{h}$ is defined by $\widehat{\boldsymbol{q}}_{h}=\boldsymbol{q}_{h}+\tau\left(u_{h}-\widehat{u}_{h}\right) \boldsymbol{n}$.
Proposition 3. The IPL-H method is equivalent to the LDG-H method with $\boldsymbol{V}_{h}=W_{h}^{n}$.
Proof. To begin with, integrating (2.8a) by parts, we have

$$
\begin{equation*}
\left(\boldsymbol{q}_{h}, \boldsymbol{v}\right)_{\mathcal{T}_{h}}+\left(\nabla u_{h}, \boldsymbol{v}\right)_{\partial T_{h}}+\left\langle\widehat{u}_{h}-u_{h}, \boldsymbol{v} \cdot \boldsymbol{n}\right\rangle_{\partial T_{h}}=0 \tag{2.9}
\end{equation*}
$$

Substituting $\boldsymbol{v}=\nabla w$ into (2.9) yields

$$
\left(\boldsymbol{q}_{h}, \nabla w\right)_{\mathcal{T}_{h}}+\left(\nabla u_{h}, \nabla w\right)_{\partial \mathcal{T}_{h}}+\left\langle\widehat{u}_{h}-u_{h}, \boldsymbol{n} \cdot \nabla w\right\rangle_{\partial \mathcal{T}_{h}}=0 .
$$

From this and (2.8b), it follows that

$$
\left(\nabla u_{h}, \nabla w\right)_{\mathcal{T}_{h}}+\left\langle\widehat{u}_{h}-u_{h}, \boldsymbol{n} \cdot \nabla w\right\rangle_{\partial \tau_{h}}+\left\langle\widehat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, w\right\rangle_{\partial \mathcal{T}_{h}}=(f, w)_{\Omega} .
$$

By (2.8c) and the definition of $\widehat{\boldsymbol{q}}_{h}$, we have

$$
\begin{align*}
&\left(\nabla u_{h}, \nabla w\right)_{\mathcal{T}_{h}}+\left\langle\widehat{u}_{h}-u_{h}, \boldsymbol{n} \cdot \nabla w\right\rangle_{\partial T_{h}}+\left\langle\left(\boldsymbol{q}_{h}+\tau\left(u_{h}-\widehat{u}_{h}\right)\right) \cdot \boldsymbol{n} ; w-\widehat{w}\right\rangle_{\partial T_{h}}  \tag{2.10}\\
&=(f, w)_{\Omega} \quad \forall w \in W_{h}, \widehat{w} \in M_{h} .
\end{align*}
$$

Substituting $\boldsymbol{v}=\boldsymbol{R}_{h}(w-\widehat{w})$ into (2.9), we deduce

$$
\begin{aligned}
\left\langle\boldsymbol{q}_{h} \cdot \boldsymbol{n}, w-\widehat{w}\right\rangle_{\partial \mathcal{T}_{h}} & =\left(\boldsymbol{q}_{h}, \boldsymbol{R}_{h}(w-\widehat{w})\right)_{\tau_{h}} \\
& =-\left(\nabla u_{h}, \boldsymbol{R}_{h}(w-\widehat{w})\right)_{\mathcal{T}_{h}}-\left\langle\widehat{u}_{h}-u_{h}, \boldsymbol{R}_{h}(w-\widehat{w}) \cdot \boldsymbol{n}\right\rangle_{\partial \mathcal{T}_{h}} \\
& =-\left\langle\boldsymbol{n} \cdot \nabla u_{h}, w-\widehat{w}\right\rangle_{\partial \mathcal{T}_{h}}+\left(\boldsymbol{R}_{h}\left(\widehat{u}_{h}-u_{h}\right), \boldsymbol{R}_{h}(\widehat{w}-w)\right)_{\mathcal{T}_{h}} .
\end{aligned}
$$

From this and (2.10), we obtain the scheme (2.7).

## 3. HDG METHOD FOR CONVECTION-DIFFUSION PROBLEMS

We consider the stationary convection-diffusion equation:

$$
\begin{aligned}
-\epsilon \Delta u+\boldsymbol{b} \cdot \nabla u+c u=f & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega,
\end{aligned}
$$

where $\epsilon>0$ is the diffusion coefficient, $\boldsymbol{b} \in W^{1, \infty}(\Omega)^{n}$ is divergence-free, $c$ is a positive constant. We are concerned with the convection-dominated case, i.e. $\epsilon \ll\|\boldsymbol{b}\|_{\infty}$, because the standard finite element method gets unstable in such a case as is well known.
3.1. The upwind scheme. The convection-diffusion problem is decomposed into diffusive and convective parts. In the HDG method, they are discretized separately. The HDG method proposed in [32] is as follows: find $u_{h} \in W_{h}$ and $\widehat{u}_{h} \in M_{h}$ such that

$$
\epsilon a_{h}^{d}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)+a_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)=\left(f, v_{h}\right)_{\Omega} \quad \forall v_{h} \in W_{h}^{\prime}, \widehat{v}_{h} \in M_{h}
$$

where

$$
\begin{align*}
a_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right):= & \left(\boldsymbol{b} \cdot \nabla u_{h}, v_{h}\right)_{\mathcal{T}_{h}}+\left\langle\widehat{u}_{h}-u_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}  \tag{3.1}\\
& +\left\langle\widehat{u}_{h}-u_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}}+\left(c u_{h}, v_{h}\right)_{\Omega} .
\end{align*}
$$

The inner products are defined by

$$
\langle w, v\rangle_{\partial \mathcal{T}_{h}^{ \pm}}:=\sum_{K \in \mathcal{T}_{h}} \int_{\partial K^{ \pm}} w v d s,
$$

where

$$
\begin{aligned}
& \partial K^{-}:=\{x \in \partial K: \boldsymbol{b}(x) \cdot \boldsymbol{n}(x)<0\} \\
& \partial K^{+}:=\{x \in \partial K: \boldsymbol{b}(x) \cdot \boldsymbol{n}(x) \geq 0\}
\end{aligned}
$$

see also Figure 1. We note that, before the upwind scheme (3.1) was proposed in [32], the HDG discretization for the convective part was already proposed in [10, 13]. The scheme of $[10,13]$ was as follows:

$$
\begin{aligned}
\widetilde{a}_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right):= & -\left(u_{h}, \boldsymbol{b} \cdot \nabla v_{h}\right)_{\mathcal{T}_{h}}+\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}-\widehat{v}_{h}\right\rangle_{\partial T_{h}^{+}} \\
& +\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, v_{h}-\widehat{v}_{h}\right\rangle_{\partial \tau_{h}^{-}}+\left(c u_{h}, v_{h}\right)_{\Omega}
\end{aligned}
$$

We can show that both the schemes are equivalent to each other.
Proposition 4. It holds that $a_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)=\widetilde{a}_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)$ for all $u_{h}, v_{h} \in W_{h}$ and $\widehat{u}_{h}, \widehat{v}_{h} \in M_{h}$.


Figure 1. Inflow and outflow element boundaries.
Proof. We assume that $c=0$ only for simplicity. Integrating by parts and recalling that $\boldsymbol{b}$ is divergence-free, we have

$$
\left(\boldsymbol{b} \cdot \nabla u_{h}, v_{h}\right)=-\left(u_{h}, \boldsymbol{b} \cdot \nabla v_{h}\right)+\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}+\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}} .
$$

The bilinear form $a_{h}^{c}$ can be rewritten as

$$
\begin{aligned}
a_{h}^{c}\left(u_{h}, \widehat{u}_{h} ; v_{h}, \widehat{v}_{h}\right)= & -\left(u_{h}, \boldsymbol{b} \cdot \nabla v_{h}\right)+\underbrace{\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}}_{=: I_{1}}+\underbrace{\left\langle\langle\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}}}_{=: I_{2}} \\
& +\underbrace{\left\langle\widehat{u}_{h}-u_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}}_{=: I_{3}}+\underbrace{\left\langle\widehat{u}_{h}-u_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) v_{h}\right\rangle_{\partial \tau_{h}^{-}}}_{=I_{4}},
\end{aligned}
$$

and we have

$$
\begin{aligned}
I_{1}+I_{3} & =\left\langle u_{h},(\boldsymbol{b} \cdot \boldsymbol{n})\left(v_{h}-\widehat{v}_{h}\right)\right\rangle_{\partial \mathcal{T}_{h}^{+}}+\left\langle\widehat{u}_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}=: I_{5}+I_{6}, \\
I_{2}+I_{4} & =\left\langle\widehat{u}_{h},(\boldsymbol{b} \cdot \boldsymbol{n}) v_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}}=: I_{7} .
\end{aligned}
$$

Using the transmission condition

$$
\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, \widehat{v}_{h}\right\rangle_{\partial \tau_{h}}=\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, \widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}+\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, \widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}}=0,
$$

we get

$$
I_{6}+I_{7}=\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, v_{h}-\widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}}
$$

Thus, it follows that

$$
I_{1}+I_{2}+I_{3}+I_{4}=\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) u_{h}, v_{h}-\widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{+}}+\left\langle(\boldsymbol{b} \cdot \boldsymbol{n}) \widehat{u}_{h}, v_{h}-\widehat{v}_{h}\right\rangle_{\partial \mathcal{T}_{h}^{-}},
$$

which completes the proof.
3.2. Error analysis. We quote theoretical results proved in [42]; the coercivity, infsup condition of $\widetilde{a}_{h}^{c}(\cdot, \cdot)\left(=a_{h}^{c}(\cdot, \cdot)\right.$ as proved in the previous section) and state the error estimates. The norm corresponding to the convective term is defined by

$$
\left\|\left(v_{h}, \widehat{v}_{h}\right)\right\|_{c}^{2}:=c\left\|u_{h}\right\|_{L^{2}(\Omega)}^{2}+\left\|h_{K}^{1 / 2} \boldsymbol{b} \cdot \nabla v_{h}\right\|_{\tau_{h}}^{2}+\left\||\boldsymbol{b} \cdot \boldsymbol{n}|^{1 / 2}\left(\widehat{v}_{h}-v_{h}\right)\right\|_{\partial \tau_{h}}^{2}
$$

Lemma 5. The following hold.
(1) (Coercivity) [42, Lemma 4.2] For all $v_{h} \in W_{h}$ and $\widehat{v}_{h} \in M_{h}$, we have the equality

$$
\widetilde{a}_{h}^{c}\left(v_{h}, \widehat{v}_{h} ; v_{h}, \widehat{v}_{h}\right)=c\left\|v_{h}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\left.\boldsymbol{b} \cdot \boldsymbol{n}\right|^{1 / 2}\left(\widehat{v}_{h}-v_{h}\right)\right\|_{\partial \tau_{h}}^{2} .
$$

(2) (Inf-sup stability) [42, Lemma 4.5] There exists a constant $C$ such that

$$
C\left\|\left(v_{h}, \widehat{v}_{h}\right)\right\|_{c} \leq \sup _{w_{h} \in W_{h}, \widehat{w}_{h} \in M_{h}} \frac{\tilde{a}_{h}^{c}\left(v_{h}, \widehat{v}_{h} ; w_{h}, \widehat{w}_{h}\right)}{\left\|\left(w_{h}, \widehat{w}_{h}\right)\right\|_{c}} \quad \forall v_{h} \in W_{h}, \widehat{v}_{h} \in M_{h} .
$$

From this and Lemma 1, the following error estimate can be obtained, which is an improved result shown in [32, Theorem 3].

Theorem 6. If $u \in H^{k+1}(\Omega)$, then we have

$$
\epsilon^{1 / 2}\left\|\left(u-u_{h}, u-\widehat{u}_{h}\right)\right\|_{d}+\left\|\left(u-u_{h}, u-\widehat{u}_{h}\right)\right\|_{c} \leq C\left(\epsilon^{1 / 2}+h^{1 / 2}\right) h^{k}\|u\|_{k+1}
$$

In particular, if $\epsilon$ is smaller than $h$ and $\left\{\mathcal{T}_{h}\right\}_{h}$ is quasi-uniform, then the errors in the streamline and $L^{2}$ norms are bounded as

$$
\begin{aligned}
& \left\|\boldsymbol{b} \cdot \nabla\left(u-u_{h}\right)\right\|_{\mathcal{T}_{h}} \leq C h^{k} \cdot\|u\|_{k+1, \Omega} \\
& \left\|u-u_{h}\right\|_{L^{2}(\Omega)} \leq C h^{k+1 / 2}\|u\|_{k+1, \Omega}
\end{aligned}
$$

Remark. The above error estimates are no longer useful when $\epsilon$ is very small since $\|u\|_{k+1, \Omega}$ may depend on negative powers of $\epsilon$. In [32], to show the robustness of the HDG method, it was shown that the HDG solution is close to the solution of the reduced problem.
3.3. Numerical results. To validate the stability of the HDG method in the convectiondominated case, we provide numerical results and compare the HDG method with the standard finite element method and the streamline upwind Petrov-Galerkin (SUPG) method. The test problem is as follows.

$$
\begin{aligned}
-\epsilon \Delta u+(1,0)^{T} \cdot \nabla u & =1 & & \text { in } \Omega:=(0,1)^{2} \\
u & =0 & & \text { on } \partial \Omega .
\end{aligned}
$$

When $\epsilon$ is very small, in this problem, boundary layers appear along the characteristic boundary (near $y=0$ and $y=1$ ) and the outflow boundary (near $x=1$ ), which causes the extreme numerical instability of the standard finite element method.

We fixed the mesh size $h \approx 1 / 10$ and the stabilization parameter $\tau_{0}=8$ and, an unstructured triangular mesh was used. All computations were carried out with FreeFem++ [16]. In Figure 2, the numerical solutions are displayed for $\epsilon=10^{-k}(k=$ $1,3,5,7)$. The standard finite element solutions break down due to numerical instability when $\epsilon \leq 10^{-3}$. The SUPG method seems to be robust even for very small $\epsilon$, however, overshoot appears near the outflow boundary. We observe that the HDG method is robust and free from the overshoot phenomena unlike the SUPG method. We can also see that the HDG solutions get closer to the solution of the reduced problem, $u(x, y)=x$, as $\epsilon$ tends to zero.

## References

[1] R. A. Adams and J. J. F. Fournier, Sobolev spaces (2nd ed.), Academic Press, Amsterdam, 2003.
[2] D. N. Arnold, An interior penalty finite element method with discontinuous elements, SIAM J. Numer. Anal., 19 (1982), pp. 742-760.
[3] D: N. Arnold, F. Brezzi, B. Cockburn, and L. D. Marini, Unified analysis of discontinuous Galerkin methods for elliptic problems, SIAM J. Numer. Anal., 39 (2001), pp. 1749-1779.
[4] B. Ayuso de Dios, F. Brezzi, O. Havle, and L. D. Marini, $L^{2}$-estimates for the DG IIPG-0 scheme, Numer. Meth. Partial Differ. Equ., 28 (2012), pp. 1440-1465.
[5] S. C. Brenner and L. R. Scott, The mathematical theory of finite element methods (3rd ed.), Springer, New York, 2008.
[6] H. Chen, J. Li, and W. Qiu, Robust a posteriori error estimates for HDG method for convectiondiffusion equations, IMA J. Numer. Anal., 36 (2016), pp. 437-462.
[7] Y. Chen and B. Cockburn, Analysis of variable-degree HDG methods for convection-diffusion equations. Part I: General nonconforming meshes, IMA J. Numer. Anal., 32 (2012), pp. 12671293.
[8] _-, Analysis of variable-degree HDG methods for convection-diffusion equations. Part II: Semimatching nonconforming meshes, Math. Comp., 83 (2014), pp. 87-111.
[9] B. Cockburn, Static condensation, hybridization, and the devising of the HDG methods, Lecture Notes in Computational Science and Engineering, 114 (2016), pp. 129-177.
[10] B. Cockburn, J. Gopalakrishnan, and R. Lazarov, Unified hybridization of discontinuous Galerkin, mixed, and continuous Galerkin methods for second order elliptic problems, SIAM J. Numer. Anal., 47 (2009), pp. 1319-1365.
[11] B. F. de Veubeke, Displacement and equilibrium models in the finite element method, O. C. Zienkiewicz and G. S. Holister (eds) Streess Analysis, John Wiley, (1965), pp. 145-197.
$[12]$ V. Dolejší and O. Havle, The L2 -optimality of the IIPG method for odd degrees of polynomial approximation in 1D, J. Sci. Comput., 42 (2010), pp. 122-143.
[13] H. Egger and J. Schöberl, A hybrid mixed discontinuous galerkin finite-element method for convection-diffusion problems, IMA J. Numer. Anal., 30 (2010), pp. 1206-1234.
[14] G. Fu, W. Qiu, and W. Zhang, An analysis of HDG methods for convection-dominated diffusion problems, ESAIM: M2AN, 49 (2015), pp. 225-256.
[15] J. Guzmán and B. Rivière, Sub-optimal convergence of non-symmetric discontinuous Galerkin methods for odd polynomial approximations, J. Sci. Comput., 40 (2009), pp. 273-280.
[16] F. Hecht, New development in FreeFem++, J. Numer. Math., 20 (2012), pp. 251-265.
[17] F. Kikuchi, Rellich-type discrete compactness for some discontinuous Galerkin FEM, Japan J. Indust. Appl. Math., 29 (2012), pp. 269-288.
[18] F. Kikuchi and Y. Ando, Convergence of simplified hybrid displacement method for plate bending, J. Fac. Eng. Univ. Tokyo (B), 31 (1972), pp. 693-713.
[19] _-, Finite element analysis of vibration of thin elastic plates by simplified hybrid displacement method, J. Nucl. Sci. Technol., 9 (1972), pp. 189-190.
[20] —_, Lumped finite element bases for beams and plates, J. Nucl. Sci. Technol., 9 (1972), pp. 749751.
[21] ———A new variational functional for the finite-element method and its application to plate and shell problems, Nucl. Eng. Des., 21 (1972), pp. 95-113.
[22] ——, Simplified hybrid displacement method applied to plate buckling problems, J. Nucl. Sci. Technol., 9 (1972), pp. 497-499.
[23] $\quad$, Some finite element solutions for plate bending problems by simplified hybrid displacement method, Nucl. Eng. Des., 23 (1972), pp. 155-178.
[24] ——, Application of simplified hybrid displacement method to large deflection analysis of elasticplastic plates and shells, J. Fac. Eng. Univ. Tokyo (B), 32 (1973), pp. 117-135.
[25] ——, Simplified hybrid displacement method for linear finite-element analysis of general shells, Int. J. Pres. Ves. Pip., 2 (1974), pp. 155-164.
[26] F. Kikuchi, K. Ishii, and I. Oikawa, Discontinuous Galerkin FEM of hybrid displacement type - development of polygonal elements -, Theor. Appl. Mech. Japan, 57 (2009), pp. 395-404.
[27] R. J. Labeur and G. N. Wells, A Galerkin interface stabilisation method for the advectiondiffusion and incompressible Navier-Stokes equations, Comput. Methods Appl. Mech. Engrg., 196 (2007), pp. 4985-5000.
[28] C. Lehrenfeld, Hybrid discontinuous Galerkin methods for incompressible flow problems, diploma thesis, MathCCES/IGPM, RWTH Aachen, (2010).
[29] C. Lehrenfeld and J. Schöberl, High order exactly divergence-free hybrid discontinuous Galerkin methods for unsteady incompressible flows, Comput. Methods Appl. Mech. Engrg., 307 (2016), pp. 339-361.
[30] I. OiKawa, A discontinuous Galerkin finite element method of hybrid type (in Japanese, translated title), Master's thesis: Graduate School of Mathematical Sciences, The University of Tokyo, (2008).
[31] ——, Hybridized discontinuous Galerkin method with lifting operator, JSIAM Lett., 2 (2010), pp. 99-102.
[32] ——, Hybridized discontinuous Galerkin method for convection-diffusion problems, Japan J. Indust. Appl. Math., 31 (2014), pp. 335-354.
[33] ——, A hybridized discontinuous Galerkin method with reduced stabilization, J. Sci. Comput., 65 (2015), pp. 327-340.
[34] ——, Analysis of a reduced-order HDG method for the Stokes equations, J. Sci. Comput., 67 (2016), pp. 475-492.
[35] I. Oikawa and F. Kikuchi, Discontinuous Galerkin FEM of hybrid type, JSIAM Lett., 2 (2010), pp. 49-52.
[36] T. H. H. Pian and C.-C. Wu, Hybrid and incompatible finite element methods, vol. 4, Chapman \& Hall/CRC, 2006.
[37] W. Qiu, J. Shen, and K. Shi, An HDG method for linear elasticity with strong symmetric stresses, to appear.
[38]. W. Qiu and K. Shi, An HDG method for convection diffusion equation, J. Sci. Comput., 66 (2016), pp. 346-357.
[39] -_, An HDG method for convection diffusion equation, J. Sci. Comput., 66 (2016), pp. 346-357.
[40] ——, A superconvergent HDG method for the incompressible Navier-Stokes equations on general polyhedral meshes, IMA J. Numer. Anal., 36 (2016), pp. 1943-1967.
[41] P. Tong, New displacement hybrid finite element models for solid continua, Int. J. Numer. Meth. Eng., 2 (1970), pp. 73-83.
[42] G. N. WELlS, Analysis of an interface stabilized finite element method: the advection-diffusionreaction equation, SIAM J. Numer. Anal., 49 (2011), pp. 87-109.
[43] O. C. Zienkiewicz, Displacement and equilibrium models in the finite element method by $B$. Fraeijs de Veubeke, Chapter 9, Pages 145-197 of Stress Analysis, Edited by O. C. Zienkiewicz and G. S. Holister, Published by John Wiley $\mathcal{E}^{2}$ Sons, 1965, Int. J. Numer. Meth. Eng., 52 (2001), pp. 287-342.

Graduate School of Fundamental Science and Engineering, Faculty of Science and Engineering, Waseda University, 3-4-1 Okubo, Shinjuku-ku, Tokyo, 169-8555, Japan

E-mail address: oikawa@aoni. waseda.jp






Figure 2. Solutions of the HDG (left), SUPG (center) and standard finite element (right) methods, where $\epsilon=10^{-k}(k=1,3,5,7)$ from top to bottom.

