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Abstract. In this paper new methods are proposed for intelligent optical tracking
of robot cars, the important tools of CIM (Computer Integrated Manufacturing),
which can be an alternative of former tracking methods. These methods, are partly
based on the new adaptation of some basic picture processing methods known in the
literature (Hough transformation, Walsh transformation), and the method described
last is based on a special 2+1D thinning algorithm.

Introduction

The robot car is one of the modern tools of exible manufacturing. For control-
ling robot cars two basic methods are applied:

� In one method the robot car can determine its position and orientation from
signals provided by transmitters that are placed at some characteristic points of
the manufacturing hall, then comparing its actual position to the ground-plan of
the hall and the indicated route, it determines the required route. The advantage
of this method is its exibility, the disadvantages are that a complicated optical
system is needed for detection, the determination of the position and orientation,
as well as the indication of the route is time consuming, and the ground plan of
the hall has to be stored in the memory of the car.

� The other, more often used method is that the route of the car is determined
by electric wires laid down under the oor, and the car is able to follow it with
the help of induction sensors. The advantage of this method is the relatively
simple application. The disadvantages are that it is not exible enough, since
modi�cations of the routes or developing new ones are di�cult and expensive,
and it is complicated to install it to the existing manufacturing systems.

The authors in [1] proposed a new, optical route controlling method, which
means a exible, simple, and cheap tracking method for robot cars by using neural
networks. Applying this, the robot car provided with sensors is able to recognize and
follow signs painted on the oor. The most important advantages of the method
are the followings: fault tolerance, relative exibility and that it can easily be
established in any working place. In this paper the authors, using the principles of
the controlling method of robot cars described in [1], introduce three new and simple
position determining methods, and the corresponding results of some simulation
experiments.
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The tracking model of the robot car

The schematic picture of the robot car can be seen on Fig .1.

������
Figure 1.

The main controlling task is to determine "the proper rotation angle" in order
to keep the robot car on its route. To do this we can use a sequence of pictures
taken by the camera, providing that the robot car proceeds with a constant speed,
except for the acceleration and slowing phase. At these phases other methods are
used to keep the robot car on the route.

When planning the route, we have to take into consideration the manoeuvrability
of the robot car, and the resolution of the optical system. The manoeuvrability |
among others is determined by the the maximal rotation angle of the steered gear
and the distance between the steered and driven axle | restricts the maximal
curvature of the route. In order to determine the line width of the route painted
on the oor, we have to consider the resolution of the optical system. In our
experiment the line width is determined in such a way that the width of the picture
of the route should be approximately the quarter of the width of the picture taken
by the camera.

In the following we suppose that the controlling system of the robot car obtains a
binary picture of size n�m, where a binary picture is a two-dimensional brightness
function f(x; y), where x and y are the coordinates, and the value of f indicates
the brightness code of (x; y). In case of a binary picture the two possible brightness
code can be either 1 (when the point is called an object point), or 0 (when the
point is called a background point). This picture, however, can be represented by
a matrix of size m�n, where the value of an element (x; y) is equal to the value of
the function at (x; y).

The picture processing part of the controlling task can be easily understood with
the help of Fig. 2. This �gure shows a part of the route recorded at a given moment.
The axis x is the common median axis of the robot car and the camera. To control
the robot car we have to know the distance d between the axis x and the line e, and
the angle � included by them. Knowing these data, the controlling system gives
commands which keep the values of � and d, respectively, below a given limit.
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Figure 2.

In the following three chapters methods for determining � and d will be pre-
sented.

A method based on the Hough transformation

The Hough transformation, which is a widely used method in digital picture
processing, determines the subsets of object points of a given picture on which a
common line can be �tted. In the following we are going to give a brief outline
of the Hough transformation in the continuous case, for details see [2]. Then we
describe its discrete realization used in our method as well.

Let F be a set of object points (x1; y1); (x2; y2); : : : ; (xn; yn) (n 2 N). For every
point (xi; yi), the equation yi = axi + b determines an in�nite system of lines,
depending on the value of the parameters (a; b). The basic idea is that instead
of investigating the above mentioned equation in plane xy, we can investigate the
equation b = �xia + yi in plane ab. According to this, let us assign the lines in
plane ab determined by the above mentioned relation to the points (xi; yi) of F .
Thus, if the points (xi; yi) belong to a line with parameters (a; b) then the lines
assigned to the aforementioned two points intersect each other at a point with
coordinates (a; b). Applying these principles, the �tting of k points to a common
line is equivalent to the intersecting of k corresponding lines in plane ab, in one
point.

In the discrete case we divide the �nite part of the ab parameter plane determined
by the values of amin; amax; bmin and bmax, into n � m pieces | called cells |
by using equidistant scale. The values of amin; amax; bmin and bmax obtained by
experiments. Correspond to all cells a non-negative integer which indicates the
number of the lines crossing the given cell. Obviously, at the beginning for any
cell this value will be 0. After this initializing step, determine the value of b for
every element of F and for all dividing points amin � a � amax, then increase the
number assigned to the cell with coordinates (a; b), by one.

Having executed the Hough transformation, if the content of the cell with co-
ordinate (a; b) is k, then k points of the set F �ts on the line with parameters
(a; b).

In our case F is the set of the object points of the binary picture recorded at a
given time. We apply the transformation

A0(a; b) =

�
0 , if A(a; b) � m

A(a; b) , otherwise.

to the system of cells A(a; b) of size n�m before further processing. This transfor-
mation deletes those cells, the lines represented by which contains too few object
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points. After this we can determine the smallest and largest local maximum be-
longing to a in A0(a; b). The coordinates of these cells approximately determine the

parameters of the lines e0, e00, (a0; b0) and (a00; b00) in Fig. 3. Relations a = a0+a00

2

and b = b0+b00

2
then give the parameters of line e. From these, the values of � and

d can be easily be calculated.

����
Figure 3.

An application of the Walsh transformation

In this chapter we use the following model. Let a vector, called feature vector,
correspond to the picture being processed at the given time. This vector will be
compared with to the etalons stored in the database. As a result of the comparison
we get an etalon vector which is the closest one among the given vectors. The
controlling system uses the values of � and d belonging to this etalon vector as
inputs. The calculation of the feature vector is based on the Walsh transformation
of the picture, which can successfully be applied in character recognition as well
([3]).

De�nition. When N = 2n (n 2 N), the discrete Walsh transformation of a func-

tion f(x; y), denoted by W (u; v) is given by the relation

W (u; v) =
1

N

N�1X
x=0

N�1X
y=0

f(x; y)
n�1Y
i=0

(�1)(bi(x)bn�1�i(u)+bi(y)bn�1�i(v));

where bk(z) is the kth bit in the binary representation of z.

To use the Walsh transformation the picture being processed must be of size
2n � 2n (n 2 N), which can be obtained by reducing the size of the picture;
in our case this reduction yields the size 32 � 32. After this we calculate the
(W (0; 0);W (1; 0); : : : ;W (3; 0);W (3; 1); : : : ;W (3; 3)) feature vector.

2+1D skeletonization

The basis of the third method is the thinning algorithm, which is widely used in
picture processing. Thinning is an iterative method in which the original object is
substituted by a one pixel wide "median axis", which is a topological equivalent to
the original object. This is called the skeleton of the object.

Our method is the following: using the method in [4] we determine the skeleton
of a binary picture under processing at the given moment. Then we code this
skeleton in the following form:

(x0; y0); (c1;1; c1;2); : : : ; (cn;1; cn;2);
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where n+1 is the number of the object points forming the skeleton, (x0; y0) is the
coordinates of that point of the skeleton which can be found in the row with the
smallest x0 index, furthermore (ci;1; ci;2) is a code which determines | according to
the table mentioned below | the location of the ith point compared to the (i�1)th
point. Regarding the features of the route, we have to consider neither branches
nor loops, which assure us of �nding only one point with such feature while tracking
the line from point (x0; y0) at the ith step. Futhermore, it is also su�cient to deal
with the angle range �90�; : : : ;+90�.

� � � � �

(�1; 0) (�1; 1) (0; 1) (1; 1) (1; 0)

With the help of the above mentioned set of codes corresponding to the skeleton,
the parameters of the line indicated by e in Fig. 3 can be determined in the following
form:

a =

Pn

i=1 ci;1Pn

i=1 ci;2
; b = �y0a:

From this, as we could see before, the values of � and d can be easily calculated.
The calculation time can be considerably decreased, if while processing a picture

recorded at a given time, we also use the previous one which is already processed.
In order to do this, we have to consider the following: If we know the speed of
the robot car and the angle of the driven gear while recording the picture, then
the projection on axis x and y of the route covered during two consecutive picture
shots can be determined. From these the distances indicated by �x and �y on
Fig. 4 can be obtained.

������
Figure 4.

This means, that we have already processed the part of the picture shown in
grey on the �gure. The method is then the following: we only apply the thinning
algorithm on the part of the picture marked with N on the �gure. Using the result
of this and part O of the picture obtained by a previous process we get the skeleton
recorded at the investigated moment. To the skeleton obtained this way the code

(x0 +
�xX
i=1

ci;2; y0 +
�xX
i=1

ci;1); (c�x+1;1; c�x+1;2); : : : ; (c�x+n;1; c�x+n;2)

has to be assigned, where cn+1; : : : ; cn+�x is the code of the new subpicture. Ac-
cording to these, the parameters of line e can be determined in the following way:

a =

Pn

i=1 ci;1 �
P�x

i=1 ci;1 +
P�x+n

i=n ci;1Pn

i=1 ci;2 �
P�x

i=1 ci;2 +
P�x+n

i=n ci;2
; b = �(y0 +

�xX
i=1

ci;1)a:
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After this, we only have to prove that knowing the skeletons of the binary pictures
N and O, respectively, the skeleton of the binary picture N [O can be determined.
This can be proved | assuring overlap | with the following theorem:

Theorem. Let A =

0
@A1 A2 A3

A4 A5 A6

A7 A8 A9

1
A be a binary matrix of size m � n, where

A1; A2; : : : ; A9 are binary matrices of size �x � �y;�x � i;�x � n0; i � �y; i �

i; i � n0;m0 � �y;m0 � i, and m0 � n0, respectively. Let N =

0
@A1 A2 A3

A4 A5 A6

A7 A8 0

1
A,

and O =

0
@ 0 0 0
0 A5 A6

0 A8 A9

1
A. Let 	 be an iterative thinning algorithm using patterns

of size 3� 3 interpreted on binary matrices of size n�m, which in case of binary

matrix A gives the skeleton of the binary picture represented by the matrix in the

ith iterative step. Then the following equation holds

(	(N) + 	(O)) ^ T = 	(A) ^ T;

where T =

0
@A1 A2 A3

A4 0 0
A7 0 A9

1
A and ^ is the "logical and" operation between the two

binary matrices.

Proof. The thinning algorithm 	 deletes the point with coordinates (x; y) on the
basis of investigation of points with coordinates (x0; y0) wich satisfy the inequalities
jx � x0j � 1 and jy � y0j � 1. (This is the result of using 3 � 3-size patterns,
which means that the deleting is determined by the con�guration of the points in a
3�3-size environment.) Obviously, the algorithm makes its decision about deleting
the point with coordinates (x; y) in the ith iterative step, using the con�guration
of the points (x0; y0), for which the inequalities jx � x0j � i and jy � y0j � i hold.
As a consequence of this the result of the algorithm 	 on the submatrix A9 is
independent of the elements of the submatrices A1; A2; A3; A4, and A7 and vice
versa. The statement of the theorem follows from this.

Experimental results, conclusions

In the executions time of these algorithms in the worst case supposing sequential
execution, are the following: in the case of 2+1D thinning, it is n4=2, in the case of
Walsh transformation n2 logn, and in the case of Hough transformation 2n2, where
n is the size of the picture in pixels. For all three methods there is a chance for
paralellization, which considerably can increase the speed of processing. In that
case the following time complexities are obtained keeping the order above: n=2,
logn, and n2.
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Figure 5.

In Fig. 5 an example for computer simulation can be seen. The degree of "keeping
the route" can be given by investigating the quantity

Etracking =
1

n

nX
i=1

jd(i)j;

where n is the number of the pictures processed (the length of the route), and d(i) is
the value d belonging to the ith picture. On the basis of the investigations we have
done on 50 di�erent ways, we can set up the following order on the basis of tracking
e: 2+1D skeletonization, Walsh transformation, and Hough transformation.
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