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#### Abstract

It is well-known that the Calderon-Zygmund decomposition lemma plays an extremely prominent role in the theory of harmonic analysis on the Walsh-Paley group. However, the proof of this lemma uses the fact that the $2^{n}$ th partial sums of the Walsh-Fourier series of an integrable function converges a.e. to the function. This later proved by techniques known in the martingale theory. In this paper we give a "purely dyadic harmonic analysis" proof for the Calderon-Zygmund decomposition lemma and also for this a.e. convergence.


Let $\mathbf{P}$ denote the set of positive integers, $\mathbf{N}:=\mathbf{P} \cup\{0\}$ and $I:=[0,1)$ the unit interval. Denote the Lebesgue measure of any set $E \subset I$ by $|E|$. Denote the $L^{p}(I)$ norm of any function $f$ by $\|f\|_{p}(1 \leq p \leq \infty)$.

Denote the dyadic expansion of $n \in \mathbf{N}$ and $x \in I$ by $n=\sum_{j=0}^{\infty} n_{j} 2^{j}$ and $x=$ $\sum_{j=0}^{\infty} x_{j} 2^{-j-1}$ (in the case of $x=\frac{k}{2^{m}} k, m \in \mathbf{N}$ choose the expansion which terminates in zeros (these numbers are the dyadic rationals)). $n_{i}, x_{i}$ are the $i$-th coordinates of $n, x$, respectively. Define the dyadic addition + as

$$
x+y=\sum_{j=0}^{\infty}\left(x_{j}+y_{j} \bmod 2\right) 2^{-j-1}
$$

The sets $I_{n}(x):=\left\{y \in I: y_{0}=x_{0}, \ldots, y_{n-1}=x_{n-1}\right\}$ for $x \in I, I_{n}:=I_{n}(0)$ for $n \in \mathbf{P}$ and $I_{0}(x):=I$ are the dyadic intervalls of $I$. Set $e_{n}:=(0, \ldots, 0,1,0, \ldots)$ where the $n$th coordinate of $e_{n}$ is 1 the rest are zeros for all $n \in \mathbf{N}$. The dyadic rationals are the finite 0,1 combinations of the elements of the set $\left(e_{n}: n \in \mathbf{N}\right)$ (which dense in $I$ ).

Let ( $\omega_{n}, n \in \mathbf{N}$ ) represent the Walsh-Paley system [F, GES, SWS] that is,

$$
\omega_{n}(x)=\prod_{k=0}^{\infty}(-1)^{n_{k} x_{k}}, n \in \mathbf{N}, x \in I
$$

Denote by $D_{n}:=\sum_{k=0}^{n-1} \omega_{k}$, the Walsh-Dirichlet kernels. It is well-known that [F, GES, SWS]

$$
S_{n} f(y)=\int_{I} f(x) D_{n}(y+x) d x=f * D_{n}(y)
$$

[^0]$(y \in I, n \in \mathbf{P})$ the $n$-th partial sum of the Walsh-Fourier series. Moreover, ([SWS, p. 28.])
\[

D_{2^{n}}(x):=\left\{$$
\begin{array}{l}
2^{n}, \text { if } x \in I_{n}, \\
0, \text { otherwise }
\end{array}
$$ .\right.
\]

Then, this gives $S_{2^{n}} f(y)=2^{n} \int_{I_{n}(y)} f(x) d x(n \in \mathbf{N})$. We say that an operator $T: L^{1} \rightarrow L^{0}$ ( $L^{0}(I)$ is the space of measurable functions on $I$ ) is of type ( $p, p$ ) (for $1 \leq p \leq \infty$ ) if $\|T f\|_{p} \leq c_{p}\|f\|_{p}$ for all $f \in L^{p}(I)$ and constant $c_{p}$ depends only on $p$. We say that $T$ is of weak type $(1,1)$ if $|\{|T f|>\lambda\}| \leq c\|f\|_{1} / \lambda$ for all $f \in L^{1}(I)$ and $\lambda>0$.

In this paper $c$ denotes an absolute constant which may not be the same at different occurences. For more on the Walsh system see [F, GES, SWS, Tai].
Theorem 1. (The Calderon-Zygmund decomposition, see, e.g. [SWS]). Let $f \in L^{1}(I), \lambda>$ $\|f\|_{1}$. Then there exists a decomposition $f=\sum_{j=0}^{\infty} f_{j}, I^{j}:=I_{k_{j}}\left(u^{j}\right)$ disjoint intervalls for which $\operatorname{supp} f_{j} \subseteq I^{j}, \int_{I^{j}} f_{j}=0, \lambda<\left|I^{j}\right|^{-1} \int_{I^{j}}\left|f_{j}\right| \leq c \lambda,\left(u^{j} \in I, k_{j} \in \mathbf{N}, j \in \mathbf{P}\right),\left\|f_{0}\right\|_{\infty} \leq$ $c \lambda,|F| \leq c\|f\|_{1} / \lambda$, where $F=\cup_{j \in \mathbf{P}} I^{j}$.

The proof of Theorem 1 uses the fact that the $2^{n}$ th partial sums of the Walsh-Fourier series of an integrable function converges a.e. to the function. This later is proved by techniques known in the martingale theory. We give a new proof for Theorem 1 , which use techniques known in the theory of dyadic harmonic analysis, only. First we prove the following lemma which is similar to Theorem 1, but differs in the conditions to be proved for $f_{0}$.

Lemma 2. Let $f \in L^{1}(I), \lambda>\|f\|_{1}$. Then there exists a decomposition $f=\sum_{j=0}^{\infty} f_{j}, I^{j}:=$ $I_{k_{j}}\left(u^{j}\right)$ disjoint intervalls for which supp $f_{j} \subseteq I^{j}, \int_{I^{j}} f_{j}=0, \lambda<\left|I^{j}\right|^{-1} \int_{I^{j}}\left|f_{j}\right| \leq c \lambda,\left(u^{j} \in\right.$ $\left.I, k_{j} \in \mathbf{N}, j \in \mathbf{P}\right)$, $\limsup _{n \rightarrow \infty} S_{2^{n}}\left|f_{0}\right| \leq c \lambda,|F| \leq c| | f \|_{1} / \lambda$, where $F=\cup_{j \in \mathbf{P}} I^{j}$.
Proof of Lemma 2. Construct the following decomposition of the Walsh group $I$.

$$
\begin{aligned}
\Omega_{0} & :=\left\{I_{0}(x): 2^{0} \int_{I_{0}(x)}|f(y)| d y>\lambda, x \in I\right\}=\emptyset, \\
\Omega_{1} & :=\left\{I_{1}(x): 2^{1} \int_{I_{1}(x)}|f(y)| d y>\lambda, \nexists J \in \Omega_{0}: I_{1}(x) \subset J, x \in I\right\}, \\
& \ldots \\
\Omega_{n} & :=\left\{I_{n}(x): 2^{n} \int_{I_{n}(x)}|f(y)| d y>\lambda, \nexists J \in \cup_{j=0}^{n-1} \Omega_{j}: I_{n}(x) \subset J, x \in I\right\}
\end{aligned}
$$

$(n \in \mathbf{P})$. Then, the elements of $\Omega_{n}$ are disjoint intervalls of measure $1 / 2^{n}(n \in \mathbf{N})$. Moreover, if $i \neq j$, then for all $J \in \Omega_{i}, K \in \Omega_{j}$ we have $J \cap K=\emptyset$. If $I_{n}(x) \in \Omega_{n}$, then since there is no $J \in \cup_{j=0}^{n-1} \Omega_{j}: I_{n}(x) \subset J$, then $2^{j} \int_{I_{j}(x)}|f(y)| d y \leq \lambda$ for $j=0,1, \ldots, n-1$. Thus, $\lambda<2^{n} \int_{I_{n}(x)}|f(y)| d y \leq 2^{n} \int_{I_{n-1}(x)}|f(y)| d y \leq 2 \lambda$. Since $\Omega_{n}$ has a finite number of elements, then set the notation:

$$
\Omega_{n}=\left\{I_{n}\left(x^{i}\right): i=1, \ldots, k_{n}\right\}, \quad F:=\cup_{n=0}^{\infty} \cup_{i=1}^{k_{n}} I_{n}\left(x^{i}\right)
$$

Then,

$$
\begin{aligned}
|F| & =\sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}}\left|I_{n}\left(x^{i}\right)\right| \\
& =\frac{1}{\lambda} \sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}} \lambda\left|I_{n}\left(x^{i}\right)\right| \\
& \leq \frac{1}{\lambda} \sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}} \int_{I_{n}\left(x^{i}\right)}|f| \leq \frac{1}{\lambda} \int_{I}|f|=\|f\|_{1} / \lambda .
\end{aligned}
$$

Let $1_{B}(x):=\left\{\begin{array}{ll}1, & \text { if } x \in B, \\ 0, & \text { if } x \notin B\end{array}\right.$ the characteristic function of set $B \subset I(x \in I)$. Then,

$$
\begin{aligned}
f & =\sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}} f 1_{I_{n}\left(x^{i}\right)}+f 1_{I \backslash F} \\
& =\sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}}\left(f-2^{n} \int_{I_{n}\left(x^{i}\right)} f\right) 1_{I_{n}\left(x^{i}\right)} \\
& +\sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}}\left(2^{n} \int_{I_{n}\left(x^{i}\right)} f\right) 1_{I_{n}\left(x^{i}\right)}+f 1_{I \backslash F} \\
& =: \sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}} f_{n}^{i}+f_{0} .
\end{aligned}
$$

Discuss the functions $f_{n}^{i}$.
$\operatorname{supp} f_{n}^{i} \subset I_{n}\left(x^{i}\right), \int_{I_{n}\left(x^{i}\right)} f_{n}^{i}=\int_{I_{n}\left(x^{i}\right)}\left(f(t)-2^{n} \int_{I_{n}\left(x^{i}\right)} f(y) d y\right) d t=0$,

$$
2^{n} \int_{I_{n}\left(x^{i}\right)}\left|f_{n}^{i}\right| \leq 2^{n} \int_{I_{n}\left(x^{i}\right)}|f|+2^{n} \int_{I_{n}\left(x^{i}\right)}\left|2^{n} \int_{I_{n}\left(x^{i}\right)} f\right| \leq 2 \cdot 2^{n} \int_{I_{n}\left(x^{i}\right)}|f| \leq 4 \lambda .
$$

The only relation rest to prove is $\lim _{\sup }^{n} S_{2^{n}}\left|f_{0}\right| \leq c \lambda$.

$$
f_{0}=\sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}}\left(2^{n} \int_{I_{n}\left(x^{i}\right)} f\right) 1_{I_{n}\left(x^{i}\right)}+f 1_{I \backslash F}=: f_{0}^{1}+f_{0}^{2} .
$$

First, discuss function $f_{0}^{1}$.

$$
\left|f_{0}^{1}\right| \leq \sum_{n=0}^{\infty} \sum_{i=1}^{k_{n}} 2 \lambda 1_{I_{n}\left(x^{i}\right)}=2 \lambda 1_{\cup_{n=0}^{\infty} \cup_{i=1}^{k_{n}} I_{n}\left(x^{i}\right)} \leq 2 \lambda .
$$

Thus,

$$
S_{2^{n}}\left|f_{0}^{1}(x)\right|=2^{n} \int_{I_{n}(x)}\left|f_{0}^{1}(t)\right| d t \leq 2 \lambda
$$

for all $x \in I, n \in \mathbf{N}$. Consequently, $\lim _{\sup }^{n} S_{2^{n}}\left|f_{0}^{1}\right| \leq 2 \lambda$ everywhere.
Secondly, discuss function $f_{0}^{2}$. If $x \in F$, then since set $F$ is open (the union of intervalls (intervalls are both open and closed)), then there exists a $n \in \mathbf{N}$ such as $I_{n}(x) \subset F$. Since $f_{0}^{2}=f 1_{I \backslash F}$, then $f_{0}^{2}$ is zero on the intervall $I_{n}(x)$. Thus, for each $m \geq n$ we have $2^{m} \int_{I_{m}(x)}\left|f_{0}^{2}(t)\right| d t=0$. This follows, $\lim _{\sup _{n}} S_{2^{n}}\left|f_{0}^{2}(x)\right|=0$ for $x \in F$. Finally, let $x \notin F$. Then $2^{j} \int_{I_{j}(x)}|f(y)| d y \leq \lambda$ for $j=0,1, \ldots$. This follows

$$
S_{2^{j}}\left|f_{0}^{2}(x)=2^{j} \int_{I_{j}(x)}\right| f(y) 1_{I \backslash F}(y)\left|d y \leq 2^{j} \int_{I_{j}(x)}\right| f(y) \mid d y \leq \lambda
$$

for $j=0,1, \ldots$. This follows that $\lim \sup _{n} S_{2^{n}}\left|f_{0}^{2}(x)\right| \leq \lambda$ in the case of $x \notin F$. Consequently, $\limsup _{n} S_{2^{n}}|f(x)| \leq \lim \sup _{n} S_{2^{n}}\left|f_{0}^{1}(x)\right|+\lim \sup _{n} S_{2^{n}}\left|f_{0}^{2}(x)\right| \leq c \lambda$. This completes the proof of Lemma 2.

Set the following maximal operators

$$
S^{\circ} f:=\limsup _{n}\left|S_{2^{n}} f(x)\right|, \quad S f:=\sup _{n}\left|S_{2^{n}} f(x)\right| .
$$

for $f \in L^{1}(I)$.
Lemma 3. Operators $S^{\circ}$ and $S$ are of type $(\infty, \infty)$.
Proof.

$$
\left\|S^{\circ} f\right\|_{\infty} \leq\|S f\|_{\infty}=\left\|\sup _{n \in \mathbf{N}} \mid 2^{n} \int_{I_{n}(x)} f(t) d t\right\|_{\infty} \leq\| \| f\left\|_{\infty} \sup _{n \in \mathbf{N}} 2^{n} \int_{I_{n}(x)} 1 d t\right\|_{\infty}=\|f\|_{\infty}
$$

Lemma 4. Operator $S^{\circ}$ is of weak type $(1,1)$.
Proof. $\lambda>\|f\|_{1}$ can be supposed. Apply Lemma 2.

$$
\left|S^{\circ} f>2 c \lambda\right| \leq\left|S^{\circ} f_{0}>c \lambda\right|+\left|S^{\circ}\left(\sum_{n, i} f_{n}^{i}\right)>c \lambda\right|=: l_{1}+l_{2} .
$$

Since $\left|S^{\circ} f_{0}\right| \leq c \lambda$ a.e., then $l_{1}=0$. On the other hand, by the $\sigma$-sublinearity of operator $S$

$$
\begin{aligned}
l_{2} & \leq|F|+\left|x \in I \backslash F: S\left(\sum_{n, i} f_{n}^{i}\right)>c \lambda\right| \\
& \leq|F|+\frac{c}{\lambda} \int_{I \backslash F} S\left(\sum_{n, i} f_{n}^{i}\right) \\
& \leq c\|f\|_{1} / \lambda+\frac{c}{\lambda} \int_{I \backslash F} \sum_{n, i} S\left(f_{n}^{i}\right) \\
& \leq c\|f\|_{1} / \lambda+\frac{c}{\lambda} \sum_{n, i} \int_{I \backslash F} S\left(f_{n}^{i}\right) \\
& \leq c\|f\|_{1} / \lambda+\frac{c}{\lambda} \sum_{n, i} \int_{I \backslash I_{n}\left(x^{i}\right)} S\left(f_{n}^{i}\right) .
\end{aligned}
$$

We prove that $\int_{I \backslash I_{n}\left(x^{i}\right)} S\left(f_{n}^{i}\right)=0$ for all $i=1, \ldots, k_{n}, n \in \mathbf{P}$.
If $y \in I \backslash I_{n}\left(x^{i}\right)$, then let $y \in I_{a}\left(x^{i}\right) \backslash I_{a+1}\left(x^{i}\right)$ for some $a=0, \ldots, n-1$. If $N \geq n$, then $S_{2^{N}} f_{n}^{i}(y)=2^{N} \int_{I_{N}(y)} f_{n}^{i}=0$, because $I_{N}(y) \cap I_{n}\left(x^{i}\right)=\emptyset$.

If $N<n$, then either $I_{N}(y) \cap I_{n}\left(x^{i}\right)=\emptyset$ or $I_{N}(y) \supset I_{n}\left(x^{i}\right)$ and in this case $2^{N} \int_{I_{N}(y)} f_{n}^{i}=$ $2^{N} \int_{I_{n}\left(x^{i}\right)} f_{n}^{i}=0$, that is, in all case for all $N \in \mathbf{N}$ we have $S_{2^{N}} f_{n}^{i}(y)=0$, thus $S f_{n}^{i}(y)=0$ for all $y \in I \backslash I_{n}\left(x^{i}\right)$. Consequently, $l_{2} \leq c\|f\|_{1} / \lambda$. The proof of Lemma 4 is complete.

The proof of the following theorem known till now is based on the martingale theory (see e.g. [Sto]). We give a "pure dyadic analysis" proof for it.

Theorem 5. Let $f \in L^{1}(I)$. Then $S_{2^{n}} f \rightarrow f$ a.e.
Proof. Let $\epsilon>0$. Then let $P$ be a Walsh polynomial, that means $P=\sum_{i=0}^{k-1} d_{i} \omega_{i}$ for some $d_{0}, \ldots, d_{k-1} \in \mathbf{C}, k \in \mathbf{P}$. Since $S_{2^{n}} P(x) \rightarrow P$ everywhere (moreover, $S_{2^{n}} P=P$ for $2^{n} \geq k$ ), then we have

$$
\begin{aligned}
& \left|\left\{x \in I: \limsup _{n}\left|S_{2^{n}} f(x)-f(x)\right|>\epsilon\right\}\right| \\
& \leq\left|\left\{x \in I: \limsup _{n}\left|S_{2^{n}} f(x)-S_{2^{n}} P(x)\right|>\epsilon / 3\right\}\right| \\
& +\left|\left\{x \in I: \limsup _{n}\left|S_{2^{n}} P(x)-P(x)\right|>\epsilon / 3\right\}\right|+\left|\left\{x \in I: \limsup _{n}|P(x)-f(x)|>\epsilon / 3\right\}\right| \\
& \leq\left|\left\{x \in I: \sup _{n}\left|S_{2^{n}}(f(x)-P(x))\right|>\epsilon / 3\right\}\right|+0+\|P-f\|_{1} \frac{3}{\epsilon} \\
& \leq c\|P-f\|_{1} / \epsilon=: \delta .
\end{aligned}
$$

Since the set of Walsh polynomial is dense in $L^{1}(I)$ (see e.g. [SWS]), then $\delta$ can be less than an arbitrary small positive real number. This follows $\mid\left\{x \in I: \lim \sup _{n}\left|S_{2^{n}} f(x)-f(x)\right|>\right.$ $\epsilon\} \mid=0$ for all $\epsilon>0$. This gives the relation $S_{2^{n}} f \rightarrow f$ almost everywhere.

The proof of Theorem 1. We apply Lemma 2 and Theorem 5. The proof follows the proof of Lemma 2. The only difference is that we have to prove $\left\|f_{0}\right\|_{\infty} \leq c \lambda$ instead of $\limsup _{n \rightarrow \infty} S_{2^{n}}\left|f_{0}\right| \leq c \lambda$. By Theorem 5 we have $S_{2^{n}} f_{0} \rightarrow f_{0}$ a.e. Thus, we have the a.e. inequality

$$
\left|f_{0}\right|=\limsup _{n}\left|S_{2^{n}} f_{0}\right| \leq \limsup _{n} S_{2^{n}}\left|f_{0}\right| \leq c \lambda .
$$

That is, the proof is complete.
Corollary 6. The operator $S$ is of type $(p, p)$ for each $1<p$.
Proof. Since we have proved that operator $S$ is of type $(\infty, \infty)$ and of weak type $(1,1)$, then by the interpolation theorem of Marczikiewicz (see e.g. [SWS]) the proof of Corollary 6 is complete.
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