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ON ALMOST EVERYWHERE CONVERGENCE OF SOME
SUB-SEQUENCES OF FEJÉR MEANS FOR INTEGRABLE

FUNCTIONS ON UNBOUNDED VILENKIN GROUPS

NACIMA MEMIĆ

Abstract. By means of Gát’s methods in [2] our aim is to prove the
almost everywhere convergence of some sub-sequences of (σnf)n to f , for
every integrable function f on unbounded Vilenkin groups. These are in fact
sub-sequences of the form (σanMnf)n, where the numbers an are bounded.
This result can be considered as a generalization of Gát,s result concerning
the almost everywhere convergence of the sequence (σMnf)n on unbounded
Vilenkin groups for every integrable function f .

1. Introduction

Many results concerning the a.e. convergence of the Fejér means (σnf)n have
been obtained for Vilenkin groups. On bounded groups, mean convergence
holds almost everywhere for integrable functions [4]. However, using different
methods on unbounded groups, G. Gát [1] proved this result for Lp functions
when p > 1, and obtained in [2] that σMnf → f , a.e. for every integrable
function f . The same author [3] established the mean convergence almost
everywhere of the full sequence for integrable functions on rarely unbounded
groups. In the present paper we establish the almost everywhere convergence
of sub-sequences of the form (σanMnf)n, where the numbers an are bounded,
to the integrable function f .

Let (m0,m1, . . . ,mn, . . . ) be an unbounded sequence of integers not less
than 2. We denote by P the set of positive integers and let N = P ∪ {0}.
Let G :=

∏∞
n=0 Zmn , where Zmn denotes the discrete group of order mn, with

addition mod mn. Each element from G can be represented as a sequence
(xn)n, where xn ∈ {0, 1, . . . ,mn − 1}, for every integer n ≥ 0. Addition in G
is obtained coordinatewise.
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The topology on G is generated by the subgroups In := {x = (xi)i ∈ G, xi =
0 for i < n}, and their translations In(y) := {x = (xi)i ∈ G, xi = yi for i < n}.
Sometimes we write In(y) in the form In(y) = In(y0, . . . , yn−1).

Define the sequence (Mn)n as follows: M0 = 1 and Mn+1 = mnMn.
If µ(In) denotes the normalized product measure of In then it can be easily

seen that µ(In) =M−1
n .

The generalized Rademacher functions are defined by

rn(x) := e
2πixn
mn , n ∈ N, x ∈ G,

For every non-negative integer n, there exists a unique sequence (ni)i so that

n =
∞∑
i=0

niMi.

and the system of Vilenkin functions by

ψn(x) :=
∞∏
i=0

rni
i (x), n ∈ N, x ∈ G.

The Fourier coefficients, the partial sums of the Fourier series, the mean
values, the Dirichlet kernels, the Fejér means, and the Fejér kernels with respect
to the Vilenkin system are respectively defined as follows

f̂(n) =

∫
f(x)ψ̄n(x)dx, Snf =

n−1∑
k=0

f̂(k)ψk, En(f) = SMnf,

Dn =
n−1∑
k=0

ψk, σnf =
1

n

n∑
k=1

Skf, Kn =
1

n

n∑
k=1

Dk,

for every f ∈ L1(G).
It can be easily seen that

Snf(y) =

∫
Dn(y − x)f(x)dx, DMn(x) =Mn1In(x),

and

Enf(y) =Mn

∫
In(y)

f(x)dx.

Let A, s, j be fixed positive integers such that j ≤ A and s < mA, then
following G.Gát in the definition of the operators Hj,A and Hj in [2], we define
the operators

H̃s
j,Af(y) =MA−j|

∫
⋃

xA−j 6=yA−j

IA(y0,...,yA−j−1,xA−j ,yA−j+1,...,yA−1)

f(x)r̄sA(x)
1

1− rA−j(y − x)
dx|,
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and for fixed s, j

H̃s
j f(y) = sup

A:s<mA

H̃s
j,Af(y).

The notation C will be used for an absolute positive constant that may vary
in different contexts.

2. Main results

Lemma 2.1. For every fixed s the operator H̃s
1 is bounded on L2.

Proof. Let f ∈ L2. Using the proof of [2, Lemma 2.3.] we can write

H̃s
1,Af = H1,A(f r̄

s
A),

from which we get

‖H̃s
1,Af‖22 = ‖H1,A(f r̄

s
A)‖22 ≤ C‖f r̄sA‖22 ≤ C‖f‖22.

Since

H̃s
1,Af = H̃s

1,A(EA+1f),

and

H̃s
1,A(EAf) = 0,

it follows

‖ sup
A:s<mA

H̃s
1,Af‖22 = ‖ sup

A:s<mA

H̃s
1,A(EA+1f − EAf)‖22

≤
∑

A:s<mA

‖H̃s
1,A(EA+1f − EAf)‖22

≤ C
∑
A

‖(EA+1f − EAf)‖22 ≤ C‖f‖22. �

Lemma 2.2. For every fixed s the operator H̃s
1 is of weak type (L1, L1).

Proof. We proceed as in the proof of [2, Lemma 2.4.]. Namely, let f ∈ L1 be
such that

supp(f) ⊂
β⋃

j=α

Ik(z, j) = I,

where Ik(z, j) = Ik+1(z0, z1, . . . , zk−1, j), for some fixed z ∈ G and j ∈ {α, α+
1, . . . , β} ⊂ {0, 1, . . . ,mk − 1}.

If s < min(mk,mk+1), then suppose that
∫
I
fdµ = 0,

∫
I
f r̄skdµ = 0 and∫

I
f r̄sk+1dµ = 0. We construct the set 6I as done in [2, Lemma 2.4.].
Take any y ∈ Ik(z) \ 6I. Clearly,

H̃s
1f(y) = H̃s

1,k+1f(y) = H1,k+1(r̄
s
k+1f)(y).
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From the proof of [2, Lemma 2.4.] it follows that∫
Ik(z)\6I

H̃s
1f(y)dy =

∫
Ik(z)\6I

H̃s
1,k+1f(y)dy

=

∫
Ik(z)\6I

H1,k+1(r̄
s
k+1f)(y)dy ≤ C‖f‖1.

Now if y ∈ Ik−1(z) \ Ik(z), we get

H̃s
1f(y) = H̃s

1,kf(y) = H1,k(f r̄
s
k)(y) = 0,

because
∫
I
f r̄skdµ = 0.

For y ∈ Il−1(z) \ Il(z) for any l ≤ k − 1, we get

H̃s
1f(y) = H̃s

1,lf(y) = 0,

because
∫
I
fdµ = 0.

It follows that ∫
G\6I

H̃s
1f(y)dy ≤ C‖f‖1.

If mk+1 ≤ s < mk, then we only suppose that f satisfies
∫
I
fdµ = 0 and∫

I
f r̄skdµ = 0.

Then it is easily seen that H̃s
1f(y) = 0 for every y ∈ G \ 6I.

If mk ≤ s < mk+1, then for
∫
I
fdµ = 0 and

∫
I
f r̄sk+1dµ = 0, we get in a

similar way that ∫
Ik(z)\6I

H̃s
1f(y)dy ≤ C‖f‖1,

moreover, H̃s
1f(y) = 0 for every y ∈ G \ Ik(z).

Finally, if s ≥ max(mk,mk+1), then we only suppose that
∫
I
fdµ = 0. In

this case we also obtain that H̃s
1f(y) = 0 for every y ∈ G \ 6I

We follow the steps in the proof of [2, Lemma 2.4.] and introduce a decom-
position lemma but this latter will be the same as the decomposition made in
[5, Lemma 2]. For an arbitrary function f ∈ L1, if λ > 0 is such that ‖f‖1 ≤ λ
and (αk)k is a sequence of integers defined by αk = −s if s < mk and αk = 0

otherwise, there exist mutually disjoint intervals Jj =
⋃βj

l=αj
Ikj(z

j, l), j ∈ P,
and integrable functions b and g such that

(1) f = b+ g,
(2) ‖g‖∞ ≤ Cλ,
(3) ‖g‖1 ≤ C‖f‖1,
(4) supp(b) ⊂

⋃∞
j=1 Jj,

(5)
∫
Jj
bdµ =

∫
Jj
br

αkj

kj
dµ = 0, for every j ∈ P,

(6)
∫
Jj
|b|dµ ≤ C

∫
Jj
|f |dµ, for every j ∈ P,

(7)
∑∞

j=1 µ(Jj) ≤
‖f‖1
λ

.



ON ALMOST EVERYWHERE CONVERGENCE OF SUB-SEQUENCES. . . 95

In [5, Lemma 2] it was proved that for every j ∈ P there exist constants akj
and bkj such that

b(x) = f(x)− akj − bkj r̄
αkj

kj
(x), ∀x ∈ Jj.

We introduce the functions

hj(x) = [b(x)− (µ(Jj))
−1(

∫
Jj

f r̄skj+1dµ)r
s
kj+1(x)]1Jj(x), j ∈ P,

if s < mkj+1 and hj(x) = b(x)1Jj(x), otherwise.
Notice that for s < mkj+1∫

Jj

hjdµ =

∫
Jj

bdµ− (µ(Jj))
−1

∫
Jj

f r̄skj+1dµ

∫
Jj

rskj+1dµ = 0,

because
∫
Jj
rskj+1dµ = 0. But also , since

∫
Jj
rskj+1r̄

s
kj
dµ = 0, we have∫

Jj

hj r̄
s
kj
dµ =

∫
Jj

br̄skjdµ− (µ(Jj))
−1

∫
Jj

f r̄skj+1dµ

∫
Jj

rskj+1r̄
s
kj
dµ = 0.

Besides ∫
Jj

hj r̄
s
kj+1dµ =

∫
Jj

br̄skj+1dµ−
∫
Jj

f r̄skj+1dµ

=

∫
Jj

f r̄skj+1dµ− akj

∫
Jj

r̄skj+1dµ

− bkj

∫
Jj

r̄
αkj

kj
r̄skj+1dµ−

∫
Jj

f r̄skj+1dµ = 0.

For s ≥ mkj+1, we obviously have∫
Jj

hjdµ =

∫
Jj

hjr
αkj

kj
dµ = 0.

In this way we have proved that∫
G\6Jj

H̃s
1hj(y)dy ≤ C‖hj‖1 ≤ C

∫
Jj

|f |dµ, ∀j ∈ P.

Following the steps used in [2, Lemma 2.4.], we obtain that

µ(H̃s
1

∞∑
j=1

hj > λ) ≤ C

λ

∞∑
j=1

‖hj‖1 ≤
C

λ
‖f‖1.

From

f = b+ g =
∞∑
j=1

hj +
∞∑
j=1

(µ(Jj))
−1(

∫
Jj

f r̄skj+1dµ)r
s
kj+1(x)1Jj + g

=:
∞∑
j=1

hj +G.
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The mutually disjoint intervals (Jj)j∈P were constructed such that

(µ(Jj))
−1|
∫
Jj

f r̄skj+1dµ| ≤ (µ(Jj))
−1

∫
Jj

|f |dµ ≤ 3λ.

Therefore, the function G remains bounded. Moreover,

‖G‖1 ≤ ‖g‖1 +
∞∑
j=1

(µ(Jj))
−1|
∫
Jj

f r̄skj+1dµ|
∫
Jj

dµ ≤ ‖g‖1 + ‖f‖1 ≤ C‖f‖1.

Proceeding as in [2, Lemma 2.4.], we get

µ(H̃s
1G > λ) ≤ C

‖H̃s
1G‖22
λ2

≤ C
‖G‖22
λ2

≤ C

λ
‖G‖1 ≤

C

λ
‖f‖1.

Finally,

µ(H̃s
1f > 2λ) ≤ µ(H̃s

1

∞∑
j=1

hj > λ) + µ(H̃s
1G > λ) ≤ C

λ
‖f‖1. �

Lemma 2.3. There exists an absolute constant C > 0 such that for all j ∈ P,
f ∈ L1 and λ > 0, we have

µ(H̃s
j f > 2λ) ≤ j2C

2jλ
‖f‖1.

Proof. Since

H̃s
j f = sup

j≤A,s<mA

H̃s
j,Af ≤

j−1∑
k=0

sup
j≤A,s<mA
A≡k mod j

H̃s
j,Af

≤
j−1∑
k=0

sup
j≤A,s<mA

A≡k mod 2j

H̃s
j,Af +

j−1∑
k=0

sup
j≤A,s<mA

A≡k mod j,A6=k mod 2j

H̃s
j,Af.

using the properties of the operators HN
j,k introduced in [2, Lemma 2.5.], it is

easily seen that we only need to prove that for every k ∈ {0, 1, . . . , j − 1} the
operators

2j sup
j≤A≤Nj+k
A≡k mod 2j

H̃s
j,Af,

and
2j sup

j≤A≤Nj+k
A≡k mod j,A6=k mod 2j

H̃s
j,Af

are of weak type (L1, L1) uniformly on N .
We use a similar function as the permutation α introduced in [2, Lemma

2.5.]. Put

• α′(n) = n, if n ≥ Nj+k or n 6= k+2lj, k−1+(2l+1)j, for any l ∈ N,
• α′(k + 2jl) = k + (2l + 1)j − 1, if 2l < N ,
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• α′(k + (2l + 1)j − 1) = k + 2lj, if 2l < N .

Let G′ be the Vilenkin group generated by the sequence (mα′(i))i. Then, for
A ≤ Nj + k, A ≡ k mod j with A 6= k mod 2j, we have α′(A− j) = A− 1,
α′(A− 1) = A− j, but α′(A) = A.

H̃s
j,Af(y) =MA−j

∣∣∣∣∣∣∣
∫

⋃
xA−j 6=yA−j

IA(y0,...,yA−j−1,xA−j ,yA−j+1,...,yA−1)

f(x)r̄sA(x)
1

1− rA−j(y − x)
dx

∣∣∣∣∣∣∣
=MA−j

∣∣∣∣∣∣∣
∫

⋃
x′
A−1

6=y′
A−1

IA(y′0,...,y
′
A−j−1,y

′
A−j ,y

′
A−j+1,...,x

′
A−1)

f ′(x′)(r̄′A(x
′))s

1

1− r′A−1(y
′ − x′)

dx′

∣∣∣∣∣∣∣
=
MA−j

MA−1

H̃s
1,Af

′(y′) ≤ 21−jH̃s
1,Af

′(y′),

where (x′i)i = (xα′(i))i ∈ G′, for every x ∈ G, (r′n)n is the convenient set of
Rademacher functions for G′ and f ′ is defined on G′ by f ′(x′) = f(x).

Following the steps of [2, Lemma 2.5.] we get that

2j sup
j≤A≤Nj+k
A≡k mod j
A 6=k mod 2j

H̃s
j,Af

is of weak type (L1, L1) uniformly on N .
In a similar way if we introduce the permutation α′′:

• α′′(n) = n, if n ≥ Nj+k or n 6= k+(2l+1)j, k−1+2lj, for any l ∈ N,
• α′′(k + (2l + 1)j) = k + (2l + 2)j − 1, if 2l + 1 < N ,
• α′′(k + (2l + 2)j − 1) = k + (2l + 1)j, if 2l + 1 < N ,

let G′′ be the Vilenkin group generated by the sequence (mα′′(i))i.
If A = k + 2lj, l ∈ P, we have α′′(A− j) = A− 1, α′′(A− 1) = A − j, but

α′′(A) = A, then we have

H̃s
j,Af(y) =MA−j

∣∣∣∣∣∣∣
∫

⋃
xA−j 6=yA−j

IA(y0,...,yA−j−1,xA−j ,yA−j+1,...,yA−1)

f(x)r̄sA(x)
1

1− rA−j(y − x)
dx

∣∣∣∣∣∣∣
=MA−j

∣∣∣∣∣∣∣
∫

⋃
x′′
A−1

6=y′′
A−1

IA(y′′0 ,...,y
′′
A−j−1,y

′′
A−j ,y

′′
A−j+1,...,x

′′
A−1)

f ′′(x′′)(r̄′′A(x
′′))s

1

1− r′′A−1(y
′′ − x′′)

dx′′

∣∣∣∣∣∣∣
=
MA−j

MA−1

H̃s
1,Af

′′(y′′) ≤ 21−jH̃s
1,Af

′′(y′′),

where (x′′i )i = (xα′′(i))i ∈ G′′, for every x ∈ G, (r′′n)n is the convenient set of
Rademacher functions for G′′ and f ′′ is defined on G′′ by f ′′(x′′) = f(x).
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Consequently,

2j sup
j≤A≤Nj+k
A≡k mod 2j

H̃s
j,Af

is of weak type (L1, L1) uniformly on N , and the lemma is proved. �

Lemma 2.4. Let s ∈ P be fixed. Then the operator

sup
N :s<mN

|rsNDMN
∗ f |

is of weak type (L1, L1).

Proof. We first prove that the mentioned operator is bounded on L2. For
g ∈ L2, we have

‖rsNDMN
∗ g‖22 =M2

N

∫ ∣∣∣∣∫
IN (y)

r̄sN(x)g(x)dx

∣∣∣∣2 dy
≤M2

N

∫ (∫
IN (y)

|r̄sN(x)|2dx
)(∫

IN (y)

|g(x)|2dx
)
dy

=MN

∫ (∫
IN (y)

|g(x)|2dx
)
dy = ‖g‖22.

Since rsNDMN
∗ (ENf) = 0 and rsNDMN

∗ (f) = rsNDMN
∗ (EN+1f), the same

argument used in Lemma 2.1 gives that sup
N :s<mN

|rsNDMN
∗ f | is bounded on L2.

Now we use the decomposition mentioned in Lemma 2.2 with the same
notations for some fixed function f ∈ L1 and λ > ‖f‖1. Put bj = b · 1Jj for

every j ∈ P. We can write f =
∞∑
j=1

bj + g.

Let y ∈ G \ (
∞⋃
j=1

Jj), then for every j ∈ P, N ∈ N with s < mN ,

∫
IN (y)

r̄sN(x)bj(x)dx = 0.

From which we get ∫
IN (y)

r̄sN(x)b(x)dx = 0,

consequently,

sup
N :s<mN

|(rsNDMN
∗ b)(y)| = 0.
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Using the boundedness of the operator on L2 and the argument used in
Lemma 2.2, we obtain

µ({ sup
N :s<mN

|rsNDMN
∗ f | > 2λ} ∩ (G \

∞⋃
j=1

Jj))

≤ µ({ sup
N :s<mN

|rsNDMN
∗ b| > λ} ∩ (G \

∞⋃
j=1

Jj))

+ µ( sup
N :s<mN

|rsNDMN
∗ g| > λ)

= µ( sup
N :s<mN

|rsNDMN
∗ g| > λ) ≤ C

‖g‖1
λ

≤ C
‖f‖1
λ

. �

Theorem 2.5. Let f ∈ L1, l ∈ P fixed. Then SaNMN
f → f almost everywhere

uniformly on aN ∈ {1, 2, . . . ,min(l,mN − 1)}.

Proof. Let aN ≤ min(l,mN − 1). We write DaNMN
in the following form

DaNMN
=

MN−1∑
i=0

ψi +

2MN−1∑
i=MN

ψi + . . . +

aNMN−1∑
i=(aN−1)MN

ψi = DMN
+

aN−1∑
s=1

rsNDMN
.

Since sup
N :s<mN

|rsNDMN
∗ f | is of weak type (L1, L1), and from rsNDMN

∗ g → 0,

for every polynomial g, repeating the method of [2, Theorem 2.1.], we get that
rsNDMN

∗ f → 0, almost everywhere. The result follows from the fact that
DMN

∗ f → f , almost everywhere. �
Theorem 2.6. Let f ∈ L1, l ∈ P fixed. Then σaNMN

f → f almost everywhere
uniformly on aN ∈ {1, 2, . . . ,min(l,mN − 1)}.

Proof. Let aN ≤ min(l,mN − 1).

KaNMN
=

1

aNMN

aNMN∑
k=1

Dk

=
1

aNMN

MN∑
k=1

Dk +

2MN∑
k=MN+1

Dk + . . . +

aNMN∑
k=(aN−1)MN+1

Dk


=

1

aNMN

(
MN∑
k=1

Dk +

MN∑
k=1

DMN+k + . . . +

MN∑
k=1

D(aN−1)MN+k

)

=
1

aNMN

aN−1∑
s=0

MN∑
k=1

DsMN+k

=
1

aNMN

(
MN∑
k=1

Dk +

aN−1∑
s=1

MN∑
k=1

(DsMN
+ rsNDk)

)
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=
1

aN

aN−1∑
s=1

DsMN
+

1

aNMN

MN∑
k=1

Dk +
1

aNMN

aN−1∑
s=1

rsN

MN∑
k=1

Dk

=
1

aN

aN−1∑
s=1

DsMN
+

1

aN
KMN

+
1

aN

aN−1∑
s=1

rsNKMN
.

Using [2, Theorem 2.1.] and Theorem 2.5, in order to prove that σaNMN
f =

KaNMN
∗ f → f almost everywhere uniformly on aN ∈ {1, 2, . . . ,min(l,mN −

1)}, it suffices to prove that rsNKMN
∗ f → 0, almost everywhere uniformly on

s ∈ {1, 2, . . . ,min(l,mN − 1)}.
We use the method of [2, Theorem 2.1.]. Namely, we prove that the operator
sup

A:s<mA

|rsAKMA
∗ f | is of weak type (L1, L1), then noticing that rsAKMA

∗ g

vanishes whenever the polynomial g is constant on IN -cosets, the result will
follow.

In fact, since KMA
(z) = Mt

1−rt(z)
if z − ztet ∈ IA, KMA

(z) = MA+1
2

if z ∈ IA,

and KMA
(z) = 0 otherwise, it follows

|(rsAKMA
∗ f)(y)| = |

∫
KMA

(y − x)r̄sA(x)f(x)dx|

≤
∣∣∣∣∫

IA(y)

KMA
(y − x)r̄sA(x)f(x)dx

∣∣∣∣
+

A−1∑
t=0

∣∣∣∣∫
It(y)\It+1(y)

KMA
(y − x)r̄sA(x)f(x)dx

∣∣∣∣
≤ SMA

|f |(y) +
A−1∑
t=0

Mt

∣∣∣∣∣
∫
⋃

xt 6=yt
IA(y0,...,yt−1,xt,yt+1,...,yA−1)

f(x)r̄sA(x)
1

1− rt(y − x)
dx

∣∣∣∣∣
≤ SMA

|f |(y) +
A−1∑
t=0

H̃s
A−t,Af(y)

= SMA
|f |(y) +

A∑
j=1

H̃s
j,Af(y).

Hence,

sup
A:s<mA

|rsAKMA
∗ f |(y) ≤ sup

A:s<mA

SMA
|f |(y) +

∞∑
j=1

H̃s
j f(y).

Following the steps in the proof of [2, Theorem 2.1.] and replacing Hj by

H̃s
j , the result follows by applying Lemma 2.3. �
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