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ABSTRACT. In this work, we introduce and investigate a new class
k — ﬁSg”(a, B, iy A, 7y, t) of analytic functions in the open unit disc U with negative
coefficients. The object of the present paper is to determine coefficient estimates,
neighborhoods and partial sums for functions f belonging to this class.
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1. INTRODUCTION

Let A denote the class of analytic functions f defined on the unit disk U = {z :
|2| < 1} with normalization f(0) =0 and f’(0) = 1. Such a function has the Taylor
series expansion about the origin in the form

f(2) :z—i-Zanz”, (1)
n=2

denoted by S, the subclass of A consisting of functions that are univalent in U.
For f € A given by (1) and g(z) given by

FEE S @)
n=2
their convolution (or Hadamard product), denoted by (f * g), is defined as
(f*g)(Z)=Z+§:anbn2”=(g*f)(2) (z €U). (3)
n=2
Note that fx g € A.
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A function f € A is said to be in k — US(y), the class of k—uniformly starlike
functions of order v,0 < v < 1, if satisfies the condition
/! !/
PEECINEL
f(2) f(2)

and a function f € A is said to be in k — UC(y), the class of k—uniformly convex
functions of order ~,0 < v < 1, if satisfies the condition

2f"(2) } 2f"(2)
Re<1+ >k
{ f'(2) f'(z)
Uniformly starlike and uniformly convex functions were first introduced by Good-
man [8] and then studied by various authors. It is known that f € k — UC(~) or

f€k—US(y) if and only if 1 + Zf,lég) or Z]J:Eg), respectively, takes all the values in

the conic domain Ry, which is included in the right half plane given by

—1\+% (k> 0), ()

+7, (k>0). (5)

R;m:{w:u—i-z'vEC:u>k\/(u—1)2+v2+’y, k>0and~ye [0,1)}. (6)

Denote by P(Py),(k > 0,0 < v < 1) the family of functions p, such that p € P,
where P denotes well-known class of Caratheodory functions. The function P
maps the unit disk conformally onto the domain Ry, such that 1 € Ry, and (Rk;,'y
is a curve defined by the equality

2
6Rk77:{w:u+iv60:u2:(k\/(u—1)2+v2+’y> , k‘ZOand’yG[O,l)}.
(7)

From elementary computations we see that (7) represents conic sections symmetric
about the real axis. Thus Ry is an elliptic domain for k£ > 1, a parabolic domain
for kK = 1, a hyperbolic domain for 0 < k < 1 and the right half plane u > ~, for
k=0.

In [11], Sakaguchi defined the class Ss of starlike functions with respect to sym-
metric points as follows:

Let f € A. Then f is said to be starlike with respect to symmetric points in U
if and only if

e {200
f(z) = f(==)
Recently, Owa et al. [9] defined the class Ss(&,t) as follows:

{0
i {f(Z) 1)

}>Q(zeUy

}>§(zeU%
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where 0 < £ < 1,|t| < 1,t # 1. Note that Ss(0,—1) = Sg and Sg(&, —1) = Ss(&) is
called Sakaguchi function of order &.

In [6], Darus and Faisal introduced the following differential operator.

For a function f € A,

DY(e, B, 1) f(2) = f(2)

Do 8. f(2) = (‘)“fjng) 1o+ (455) =0

D3 (e, B, 1) f(2) = D (Dx(, B, 1) f(2))

DY'(a, B, 1) f(2) = Dy (Df\nfl(a,ﬁaﬂ)f(z))

where a, B8, u, A > 0,4+ 5 # 0 and m € Ny = NU {0}.
If f is given by (1) then from the definition of the operator D{*(a, 3, p)f it is
easy to see that

DY(a, B, ) —z+§j¢>n By bty Ay m)ag 2" 8)

where

b s ) = (LD LT )

By specializing the parameters of DY'(a, 3, 1) f(2), we get the following differential
operators. If we substitute

o 5=0,weget D"f(z) =2+ Z (w) a, 2" of differential operator
=2

given by Darus and Faisal [5]

oo m
o 3= 1,4 = 0, we get Dmf(z) = z + 22 (%) anz™ of differential
n=

operator given by Aouf et al. [2].

e a=1,=0and p =0, we get D"f(z) = 2+ > (1+ A(n—1))"a,z" of
n=2
differential operator given by Al-Oboudi [1].

e a=1=0pu=0and A =1, we get D"f(2) = 2+ > (n)" ayz" of
=2

Salageanis differential operator [12].
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e a=1,=1pu=0and A =1, we get D"f(2) = z+ > ("?“)manz" of
n=2
differential operator given by Uralegaddi and Somanatha [16].

e f=1pu=0and A=1, weget D"f(z) =z+ > <Z+T(f)manz" of differential
n=2

operator given by Cho and Srivastava [3, 4].
Now, by making use of the differential operator DY f, we define a new subclass
of functions belonging to the class A.

Definition 1. A function f € A is said to be in the class k — UST"(«a, B, pi, A, 7, t)
if for all z € U

{00203, 8w (1= 0: (D} a, ><>>’
R{ (a,ﬁ,u)f(Z)DT(a,B,u)f(tZ)}Zk’Dm( W0F() — ( B, 1)/ (t2)

for A>0, mE>0,]t] <1,t#A1,0<y<1.

= 1|+,

Furthermore, we say that a function f € k—US{"(«, 3, i, A, 7, t) is in the subclass
k—UST(a, B, 1, A, v, t) if f(2) is of the following form

f(Z)ZZ—ZGnZ", an>0,neN, zeU. (10)
n=2

The aim of the present paper is to study the coefficient bounds, partial sums and
certain neighborhood results of the class k — UST" (v, B, i1, A, 7, t).
Firstly, we shall need the following lemmas.

Lemma 1. Let w =wu+ . Then
Re w >« if and only if |w— (1+a)] <|w+ (1 —a)].
Lemma 2. Let w = u+ v and a,y be real numbers. Then

Re w > a|w - 1| + Y 'lf and O’I’lly 'Lf Re{w(l + O[@ie) o aei@} >

2. COEFFICIENT BOUNDS OF THE FUNCTION CLASS k — ﬁS;”(a,B,u, A7, t)

Theorem 3. The function f defined by (10) is in the class k — ﬁS;"(a,B,u, A7, t)
if and only if

Z%(%B’M/\,M)In(k +1) —up(k +7)|an <1 -1, (11)
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where A >0, m,k>0,[t| <1,t #1,0<y<landu, =1+t +---+t" L
The result is sharp for the function f(z) given by

1 - n
(0, B, 1 dm)[n(k + 1) — un(k +7)]

Proof. By Definition 1, we get

{102 (D, 8w
i {DA (o B () — D;ﬂ<a,/3,u>f<tz>} =

Then by Lemma 2, we have

)=z~

(1= 1)z (D5 (o, B, 1) f(2))'

>\ P
Dy (B 0f (2) — D B f ) T

. (1—t)z (Df (e, B, 1) f (2)) OV it - W
R{DT(a,ﬁ,u) f(z) = Dy (e, u)f(t)(1+k )=k }2% <<

or equivalently

Re { (1 — )2 (DY (v, B, ) f(2)) (1 +ke'®)  ke® [DF (v, B, ) f(2) — DT(a,ﬂ,u)f(tZ)}} >
Dy (e, B, m) f(2) = DY (a, B, ) f(t2) D (e, B, 1) f(2) = DY ev, B, 1) f(22) o

Let F(2) = (1-t)z (DY (v, B, 1) f(2))" (1-+ke”) —ke® [DY (v, B, 1) f(2) — DY (ev, B, 12) f (£2)]
and E(z) = DP(a. B, 1)1 (2) — D(a, B, 1) f(12).
By Lemma 1, (12) is equivalent to

F(z) + (1= 9)E()] 2 [F(z) - (1 +7)E(:)], for 0< 7 <L,

But

[F(z) + (1 =7)E(z)| = ‘(1 {2 =7z =Y dala, B, A m)(n + un(1 = 7))an2"

= ke Gul, Bt A m) (0 = up)an="}|

=1 =t 2= Izl = 3 dula, Bt A+ un(1 = 7)lan]2"]

n=2

—k Z qbn(a)ﬁv.uv )‘a m>|n - un|an|z”\}.
n=2
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Also

[F(z) = (1+7)E(2)] = ’(1 —0{ =72 =) bl B, Am)(n = up(1 +7))anz"
n=2

— ke Z ¢n(aa B, 1y A, m) (’I’L - un)anzn}‘

n=2

<= tl{alzl+ Y dul, B, A m)ln = un(1+7)lan]2"|
n=2

+ k2¢n(a7/87,u’7 Avm)|n - un|an|zn\}
n=2

So
|F(z) + (1 =7)E(z)| = [F(2) — (1 +7)E(2)]

> 11— {201 = )1zl 3 bulon Bugs Ao [In + (L= )]+ — (14 7] + 2kl — | Ja 27}
n=2

o

>2(1 —7)|z| — Z 2¢n(a,ﬂ,u,)\,m)|n(kj +1) —u,(k —|—'y)|an\z”| >0

n=2

or

o
> dala, By Am)[n(k + 1) = un(k +7)]an <1-7.
n=2

Conversely, suppose that (11) holds. Then we must show

i { (1 - 1)z (D (e 8,0 (2)) (L + ke™) — kei® (DY (v, B, 1) f(2) — Dy (e, B, 1) £(22)] } N

e o p > .
D)\ (avﬁau)f(z) - D,\ (a767u)f(tz)

Upon choosing the values of z on the positive real axis where 0 < z = r < 1, the

above inequality reduces to

(1 - 7) - § ¢n(06, 57 12 )\7 m) [n(l + keie) - un('y + keio)]anznil
n=2

Re = > 0.
1- Z ¢n(aa B) M, >‘7 m)unanznil
n=2
Since Re(—e'?) > —|e| = —1, the above inequality reduces to
(1 - ’7) - Z d)ﬂ(aa /87 M, >\a m)[n(l + k) - Un(’)/ + k]anrn_l
n=2
Re > 0.

1- Z ¢n(a7167 M, )‘)m)unanrn_l

n=2
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Letting » — 17, we have desired conclusion.

Corollary 4. If f(2) € k — ﬁS?(a,B,,u,A,mt) then

an < 1=
"7 dnlas B Am)n(k + 1) = un(k + )]

where A >0, m,k>0,[t| <1,t #1,0<y <1l andu, =1+t +---+ "L

3. NEIGHBORHOOD OF THE FUNCTION CLASS k — UST" (o, B, i, A, 7, 1)

The concept of neighborhoods of analytic functions was introduced and studied by
Goodman [7], Ruscheweyh [10] and Santosh et al. [13].

Definition 2. Let A > 0, m,k > 0,|t| < 1,t # 1,0 < v < 1,¢ > 0 and u, =
L+t+4---+t""L We define the c—neighborhood of a function f € A and denote by
o0

N.(f) consisting of all functions g(z) =z — > bpz™ € S(b, > 0,n € N) satisfying
n=2

(e e] - 1 _ n
Zaﬁ (B Amintk+ 1) =un(k+ -
n=2

L=y

Theorem 5. Let f(z) € k — US™(cv, B, 1, A, v, t) and for all real 6 we have (e —
1)—2€" #£ 0. For any complex number € with |e| < ¢(s > 0), if f satisfies the following

condition:
f(z) + ez

1+4+¢€
then N.(f) C k —US™(cv, B, jt, A, 7, 1).

€ k_fjsgl<a767ﬂaA777t)

Proof. Tt is obvious that f € k — ﬁS;"(a,ﬁ,u, A, 7, t) if and only if

(L= 1)z (DX (e, B, ) f(2)" (1 + ke'”) = (ke'® +1+7) (DR (@, B, p)f(2) = Do, B, 1) f(t2)) | _
(1= )2 (D5, B, ) £(2)) (1 + ke'®) + (1 = ke'® — ) (DY (e, B, 1) f(2) = DY (e, B, ) f(t2)) |
(_7‘— < 0 < 7T)7
for any complex number s with |s| = 1, we have
(L= )2 (DR (. A p) F(2)) (Lt ke'®) = (ke +149) (DF (0.8, f(2) — DY (0 B.n) 1 () |
(1= 1)z (DY (0, B, 1) f(2)) (1 + ke?) + (1 = ket® — ) (DY (e, B, 1) £ (2) = DY, B, ) f (£2))
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In other words, we must have
(1—8)(1—t)2 (DY (e, By 1) f(2)) (1 + ke®) — (ke + 1+ v + s(—1 + ke + 7))
x (DY (c, B, 1) f(2) — DY (e, B, 1) f(2)) # 0.

which is equivalent to

Z_i d)n(aa B, K, A, m) ((n - un)(l + ket — Skeie) - S(n + un) - Un’Y(l - 5))

v(s—1)—2s 70

n=2
However, [ € k — (75;”(04,5,/;,)\,7, t) if and only (f*h) # 0,2z € U — {0}, where

h(z) =z — i cp2™ and

n=2
_ dnle, By, Aym) (0 — up ) (1 + ke — ske®) — s(n +up) — upy(1 — )
B v(s—1)—2s

n

we note that
Pnla, By s Aym) In(1 + k) — un(k + )|

<
’Cn’ — 1 . ’Y
since % ek— (75?‘(@, B, i, A, 7, t), therefore z =1 (f(ff:z * h(z)) # 0, which is
equivalent to
h

(1+e€)z +1+6

(13), we must have

Now suppose that ‘ Fxh)(

(f*h)(z) | e el 1 |(Fxh)(z)
(I1+€ez 14+¢€|  [1+¢ [1+¢ z
L lel=¢
|1+e€l —
this is a contradiction by |e| < ¢ and however, we have ‘W > If g(2) =

z— > bpz"™ € N(f), then
n=2

B ‘(g*h)(Z)

z

_’((f g) * h)(

Zlan bn|lenl]2"|

— n a,ﬁ,u,A,m)ln( + k) — un(k +7)|
<> T \

CLn_bn| <q.
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4. PARTIAL SUMS OF THE FUNCTION CLASS k — US"(«, 3, i, A\, 7, t)

In this section, applying methods used by Silverman [14] and Silvia [15], we in-
vestigate the ratio of a function of the form (10) to its sequence of partial sums

fm(z) =2z + § anz".

n=2
Theorem 6. If f of the form (1) satisfies the condition (11) then
f(2) } 1
Re >1-— 14
o= 14
and
o 1a an:2a3a7m}
6n_{5m+17 an:m+17m+27 (15)
where \ - L
611: d’n(aaﬁnuv 7m)|r( + )_un( +/7)’ (16)
-7

The result in (14) is sharp for every m, with the extremal function

Zm+1
) =2+ (17)
5m+1
Proof. Define the function w, we may write
1+ w(z) { f(2) ( 1 > }
=6, —(1- 18
T—ui) " n@ ' (9
T+ Y a2 P 4 0myr > apz™ !
n=2 n=m+1

m
14+ > apznt
n=2
Then, from (18), we can obtain

< 1
Omt1 Y, apz"”

n=m+1
w(z) = o 5
242> apz2" P+t D, apz™!
n=2 n=m+1
and
00
5m+1 Z (7%
n=m+1
2_2zan_(5m+1 Z an,
n=2 n=m+1
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Now |w(z)| < 1if
o0 m
26m+1 Z an§2_2zan7
n=m+1 n=2
which is equivalent to

m o
Z ap + Ot Z an, < 1. (19)
n=2

n=m+1

o0
It is suffices to show that the left hand side of (19) is bounded above by > dnan,
n=2
which is equivalent to

> (Gn=Dan+ Y (60— dmy1)an > 0.
n=2 n=m+1

To see that the function given by (17) gives the sharp result, we observe that for

z =re™/n )
z zm
() =1+ St (20)
Taking z — 17, we have
[z, 1
fm(2) Om+t1
This completes the proof of Theorem 6.

We next determine bounds for f}’éz):).

Theorem 7. If f of the form (1) satisfies the condition (11) then

fm(z) Om+1
Re{ 702) } ST 21)

The result is sharp with the function given by (17).

Proof. We may write

14+ w(z) {fm(z) Om+1 }
TR (146, _
o) UG T T b
T+ Y a2t —0mer > apz™ !
) = 7 | (22)
14 > apznt
n=2
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where -
(1 + 5m+1) Z anznil
n=m-+1
w(z) = m =
— (2 +2 > apz" = (1= 0pmt1) D, anz”_l)
n=2 n=m+1
and
oo
(1 + 5m+1) Z (79)
jw(z)| < = <L (23)
22> an+ (1 —=0ms1) D, an
n=2 n=m-+1

This last inequality is equivalent to

Zan + 5m+1 Z an < 1. (24)

n=m+1

It is suffices to show that the left hand side of (24) is bounded above by > d,ay,
n=2

which is equivalent to
> Dt Y (u—dmr)an 2 0.
n=2 n=m+1
This completes the proof of Theorem 7
We next turn to ratios involving derivatives.

Theorem 8. If f of the form (1) satisfies the condition (11) then

f’(Z)} m+1
Re >1- , 25
RO (%)
fr/n(z)} Om+1
R > 26
e{f'(z) T 14+ m4dmn (26)
where
1, ifn=1,2,3,--- ,m;
>
5"_{71‘:;’111, fn=m+1,m-+2, -

and 6y, is defined by (16). The estimates in (25) and (26) are sharp with the
extremal function given by (17).
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Proof. Firstly, we will give proof of (25). We write

e e 050

L+ Y2 nap2" ™" + 255 > napz"”

. n=2 n=m-+1
= — ,
14+ Y apznt
n=2
where -
f;”_’fll > napz !
n=m-+1
wz) = —— 500
2+2 3 napz" M+ Y0 nagz™!
n=2 n=m-+1
and -
1
IR
() € ——
2-2% na, + 25 Y nay
n=2 n=m-+1
Now |w(z)| < 1 if and only if
m 5 (o]
Znan + mm—:ll Z na, <1, (27)
n=2 n=m-+1

o0
since the left hand side of (27) is bounded above by > d,a,. The proof of (26)
n=2

follows the pattern of that in Theorem (15).
This completes the proof of Theorem 8.
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