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Abstract

In this paper we introduce KARNAK*, an automated theorem prover for
the partial predicate calculus PPC*. PPC* has been introduced in [8] as an
equivalent logic for LPF, the Logic of Partial Functions which is the logical
basis of the software specification language VDM [10]. KARNAK* is used to
show that a complete subsystem of LPF is derivable from PPC*, and hence
it follows that PPC* is also complete. In addition, theorem preserving trans-
formations between PPC and PPC* are introduced.

1 Introduction

We tried to make the paper as self-contained as possible. It is organized as follows.
In section 2, the partial predicate calculi PPC, LPF and PPC* are discussed and the
deduction rules of PPC and LPF are presented in APPENDIX A and APPENDIX B
respectively. The automated theorem prover KARNAK™* is explained in section 3,
and used in section 4 to prove the completeness of PPC*. Some of the completeness
proofs are introduced in APPENDIX C. Theorem preserving transformations between
PPC and PPC* are introduced in section 5, while section 6 contains some concluding
remarks.

2 The Partial Predicate Calculi PPC, LPF and
PPC*

In [7] the partial predicate calculus PPC was introduced in order to formalize the
undefinedness notion both in mathematics and in computer science. The basic
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propositional connectives are = and A. These connectives together with the classical
definitions of V, —, < satisfy the Kleene K3 truth tables [13]. In addition, the A
connective is used and corresponds to Hallden’s “meaningful”-functor, where A«
means that « is defined. The V quantifier and the derived 9 quantifier correspond to
their definitions in the finite Lukasiewicz and Post logics where for any valuation V
in a domain D, V(Vza(z)) = min{V(a(a)) : a € D} ( V(Iza(z)) = max{V(a(a)) :
a € D}). The validity notion used to define I' |= « is different from the classical
approach, in the sense that I' = @ means: for all models if all the formulas of I"
are evaluated to “true”, then the formula « is NOT evaluated to “false”. It follows
that the classical propositional part of PPC corresponds to the following “Kleene
matrix”:

Ké = ({F7 U,T},—\,—>,\/,/\,<—> {U:T}>

where {U, T'} refers to the set of designated values [13]. It has been shown that this
matrix is homomorphic to the classical two-valued matrix, in the sense that the set
of tautologies coincides with that of the classical logic [2].

According to the terminology of Ryan and Sadler in [14], PPC was formalized
as a “natural deduction calculus in sequent style” (see APPENDIX A). This means
that instead of manipulating formulas as in natural deduction, one manipulates
whole sequents. However, the set on the right of the turnstile can contain only
one formula'. While pure sequent calculi only contain introduction rules and hence
satisfy the “subformula property”, this natural sequent calculus contains both in-
troduction and elimination rules expressing the basic properties of the connectives
and quantifiers. In [6, 9) KARNAK was introduced as an ATP for PPC and it was
explained how to overcome the problems that arise from this feature of PPC.

In [1, 4] LPF was introduced as a logic covering undefinedness in program proofs,
and the deduction rules of LPF are presented in APPENDIX B. The basic language
of LPF consists of the connectives = and V which satisfy the K3 tables, the A
connective and the 3 quantifier, but also the propositional symbol “uu” which is
always undefined and which was introduced by Stupecki in 1936 in order to make
the three-valued calculus of Lukasiewicz (L3) functionally complete [2]. With respect
to the model theory, I' =1 pr « has the classical meaning in the sense that for all
models if all the formulas of I" are evaluated to “true” then the formula « is evaluated
to “true”. In this case, the classical fragment of the propositional logic has a void
set of tautologies since it corresponds to the classical K3 matrix

K?) = ({F, UaT}: -, =, VoA {T}>

(see [2]). In [4] the notation o D 3 is used as an abbreviation for —a V =Aa V 3 in
order to obtain a Hilbert-style axiomatization of the propositional part of LPF.

In [8] PPC* was introduced as a modified version of PPC having the validity
notion of LPF. The PPC* rules were obtained from the PPC rules by removing the
rules (E), (Dq) and (D3) and adding the following new rules:

I V «
(E) -t=t)Fa (A
I  Aa«a

IThis is not a real restriction since one can present a list of formulas as its disjunction.
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Fl, - > B
FQ, o) > B
(Cny)
Fl,rg,—\(&l /\042) > B
T~a
(Gny) if  is not free in I, §
I, -Vea =

The rule (A) was added to realize the validity notion of LPF. The rules (D;) and
(D3) were removed because either of them with (A) imply that all formulas are de-
fined. In [8] it was shown that in PPC (E) is equivalent to (E). Since (E) with (A)
imply that all terms are defined, (E) was replaced by (E’). Since the contraposition

11:,04;——5&> and (Ad;) imply (D), (CaPo;) is not sound and the

existing PPC proofs of (Cng) and (Gn,) which rely on (CaPo;) are no longer valid.
Hence, (Cngp) and (Gn,) were added seeking for the completeness.

Since PPC* was obtained from PPC by removing some rules and adding other
ones, the system has some redundancies:

rule (CaPoy) (

e The rule (X’) can be replaced by its classical equivalent (X), and the second
assumption of the rule (Cn;) is not needed anymore.

e The cut rule is provable in PPC*, and hence a rule like (Cy) becomes equivalent
to its abbreviated form o, § F* a A .

e Some rules are obviously dependent, especially due to the addition of the rule
(A). For example, (Ad;) can be derived from (A) and (A), and (Cd;) can be
derived from (C;) and (A).

The soundness of PPC* can easily be derived by showing that each of its rules is
sound. For example, to prove the soundness of the substitution rule (S")) we show
the following:

Fl ’:* (0%
[y = A(t=1)

(S") if substztI'1I's and substztaf
I3 B B

Assume substxtl';I's, substatag, I't =* a and T'y = A(t = ). Assume also that
M = (D,T) is a PPC* model satisfying I'y, ' in the sense that all the formulas of
I's and I's are true in M. Then, one has to prove that ( is also true in M. Since
[y =* A(t = t) and M satisfies I's, VA(t = t) = T which means that the term ¢ is
defined in M and hence there is an interpretation Zt € D. Now consider the model
(D, %) where Z2 is exactly like Z but z is interpreted as Zt. Since M = (D, T)
satisfies I's and substzt['['s, (D,Z2) satisfies I';. Then, (D,ZZ!) also satisfies a
because I'1 =* . Hence, M = (D, 7) satisfies § because substzta. O
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The soundness of the other rules can be proven similarly.

As will be proven in section 4, PPC* is complete. In addition, it is equivalent
to LPF’ which is a logic obtained from LPF by excluding the symbol “uu” and its
rules.

3 KARNAK*

KARNAK™* is a modified version of KARNAK. The proof development method
(PDM) and the proof strategy of KARNAK* are similar to those of KARNAK
which are described in detail in [6, 9.

It was already noted that PPC and PPC* are natural sequent calculi and not
pure sequent calculi for which the backwards PDM can be implemented efficiently
[3, 12, 15] due to the subformula property. The forwards application of introduction
rules and the backwards application of elimination rules are explosive. This means
that neither the forwards nor the backwards PDM can easily be used with natural
calculi. The PDM of KARNAK and KARNAK* is mainly forwards. The program
takes a set of assumptions and a conjecture and tries to prove the conjecture by
successive applications of the deduction rules on the given assumptions. In addition,
a backwards technique is used to look ahead for the conjecture.

The proof strategies used with natural systems are generally intended to capture
some aspect of human reasoning and they should not necessarily be complete [5].
If generality is defined as the degree of completeness of some proof strategy, the
designer of some ATP should look for an intelligent strategy satisfying the balance
between generality and efficiency. The proof strategy of KARNAK and KARNAK*
is based on the following:

1. Using filters to avoid to add steps which seem to be useless:

When the program succeeds to apply some rule on previous steps, it performs
certain checks on the deduced step before adding it to the proof. The predi-
cates which perform these checks are called filters. Then, the role of the filters
comes after the application of rules, and they are proposed to make a distinc-
tion between the steps which seem to be useful and the ones which seem to
be useless. The first filter ensures that the deduced step does not exist in the
proof. The other filters are designed to avoid the steps which can be deduced
directly from one of the rules (A), (Ad;), (Ady), (Do), (Cdy), (Cdsy), (Gdy)
and (Gds), but were deduced using one of the other rules. It seems useless for
example to derive the sequent a = « using a rule different from (A). These
filters do not reduce much the generality of the program but may increase its
efficiency.

2. Using a technique to avoid to repeat the previous computations:

Suppose that the program is trying to prove some theorem and has generated
one hundred steps. If the program fails to apply some rule like (R’) on the
hundred steps to add a new step to the proof, this fact is registered in a certain
database so that the program avoids in the following proving procedure to
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choose the three sequents, on which the rule (R’) is to be applied, from the
first hundred steps. This helps to save much time especially in long proofs,
and hence increases the efficiency of the program.

3. Restricting the application of some rules:

Some of the PPC deduction rules have the property that the conclusion of
the rule is not determined completely by its assumptions. These rules are (A),
(Ad1>7 (Ad2>7 (Cd1>7 (Cd2>7 (Cn1>7 (Cn2>7 (D0>7 (Xl>7 (Gd1>7 (Gdi’)): (E)a (Ed1>7
(Edy) and also (Dep) in some sense. In order to apply these rules, one should
specify the unknown parts in the conclusion. For example, to apply some rule
like (A) o = «, one should specify which ov must be used. Since one can choose
any formula «, the uncontrolled application of such rule is explosive and may
generate an enormous number of sequents. Hence, it is unavoidable to restrict
its application. In addition, a rule like (Cy) can be applied on any two previous
sequents producing the same problem although the conclusion of this rule is
completely determined by its assumptions. Then, the other rules may also be
explosive and one should put restrictions on their application. The problem is
how to restrict the application of the explosive rules without reducing much
the generality of the program. Due to these restrictions, the program will not
be able to discover the proofs beyond them. For example, the program does
not use any conjunction which does not exist in the theorem. Hence, it may
not be able to discover a proof for the following theorem:

r
(AnEx) F

which is proven in [7] as follows:

assumption
(A)
ANB (Cp)on 1,2

l_
l_
l_
- (Ci)on3 DO

2 o @R

e A

L,
r

Y

These rule and proof are valid in PPC and PPC*.

In the following, we introduce the principles which are used in KARNAK”* to
restrict and control the application of the deduction rules. These principles
are similar to those of KARNAK with slight modifications.

Principle 1:

The program does not use any conjunction which does not exist in the theorem.
This principle is used to control the rules (Cy), (Cdy), (Cdy), (Cdz), (Cny),
(Cng) and (Cny).

Principle 2:
The rules (G;), (Gd;), (Gds) and (Gn,) are controlled by using only the
quantifications which are in the theorem. One can notice that if z does not
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occur free in I" in a sequent I' H* « |, then (G,,) can be applied on this sequent to
give I' F* Vza. Since x does not occur free in I', (G,) can be applied again on
' = Vxa to give I' H* VaVza. This may cause infinite useless computations.
“Principle 2”7 controls the application of (G,) where any quantification will
not be used if it is not in the theorem. One can also notice that the rule (Gds)
can not be explosive.

Principle 3:
When some rule can be applied only in a small finite number of ways, the
program uses all these ways without restrictions. This principle is used to
control (Dey).

Principle 4:
The program does not use any variable or constant which does not exist in the
theorem. This principle is used to control (Ed;), (Edy) and (S').

Principle 5:

If F is the set of the formulas of the theorem and their subformulas, the
program applies the rules (Ad;), (Ady) and (Dy) for @ € F. The rule (X')
is implemented as its classical equivalent (X), and the program applies it for
(3 € F. In addition, the program applies the rule (A) for & € FU—(F)U-A(F)
where =(F) = {—-a: a € F} and -A(F) = {-Aa : o € F}. This restriction
reflects the principle of the “excluded fourth”. We notice that many proofs are
“normal” according to these restrictions. In other words, this principle may
not reduce much the generality of the program.

Principle 6:

The program applies the rule (Dn;) on a sequent I' H* Aa only when o € F.
Without such restriction, (Dn;) can be applied an infinite number of times,
where it can be applied on I' * A« to give I' H* A—q, then it can be applied
on I' H* A=« to give I' H* A——qa, and so on. For a similar reason, the rule
(A) is applied only for a € F.

Principle 7:

The rule (E’) is implemented in another equivalent and more deterministic
form —(t = t) F* t = t. This rule becomes explosive when the theorem
contains a function symbol because in this case the universe of discourse is
infinite. If 7 is the set of the terms of the theorem and their subterms, the
program applies the rule (E’) for ¢t € 7. However, the user can overcome this
restriction by introducing terms outside 7 as shown in [6, 9].

Principle 8:
The program applies the rule (Ef) for (z =t) € F.

By experiment, it was noticed that there is some kind of inverse proportion between
the efficiency and the generality of the program. In other words, when one decreases
the restrictions on the application of the rules to make the program more general,
it is likely to be less efficient. It is really difficult to find a proof strategy which
works efficiently for a wide range of problems. However, the current implementaion
succeeded to prove many theorems in short times, and this can be considered a
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hopeful start. If one can add new rules to the program (regardless if it succeeded to
prove them or not), it may be able to discover the proofs of much more theorems.
Nevertheless, in order to add new rules to the program, the user should control the
application of these rules, and this requires a good understanding of the program and
the used programming language. The addition of new rules can hardly be automated
but may be described systematically in a user’s manual. By adding new rules, one
may build theories of partial predicates and functions. Although the cut rule is
provable in PPC*, it is not implemented in KARNAK* as a derived rule because it
seems to decrease the efficiency of the program by generating many useless steps.
However, the program is able to prove this rule in a short time and the proof is
introduced in APPENDIX D.

When the program succeeds to prove some theorem, it can write a report file
containing some statistics of the proof. The report contains the following informa-
tion:

e The Proving Time PT in seconds, which is the time taken to prove the theo-
rem.

e The Writing Time WT in seconds, which is the time taken to write the proof
in IATRX. Before writing the proof, the program removes all the unused steps
from the proof with renumbering the reference numbers in the subsequent
steps?. Hence, the proofs written by the program are completely connected.
This may also help to reduce the assumptions because the unnecessary ones
may not appear in the written proof. The time taken to remove the unused
steps is included in W'T.

e The Derivation Length DL, which is the number of steps generated for proving
the theorem, including the unused ones.

e The Proof Length PL, which is the number of steps in the written proof.

e The COnnectivity CO, which is defined by the equation CO = 100 x PL/DL.
It measures the connectivity of the generated proof.

e The DEpendency DE, which is defined by the equation

_ I+ i | Ll

DE
PL

where L; is the reference list of the ith step in the written proof. If the step
is an assumption or deduced by one of the rules (A), (Ady), (Adz), (Do), (E),
(Edy), (Eds), (Cdy), (Cdy), (Gdy) and (Gds), then its reference list is taken
to be the empty list. One can notice that |L;]| = 0 for any proof. However,
“, =17 is included in the sum to cover the case in which PL = 1, for example

when the theorem is o F* «. Since ZiLl |Li| = Zf;Ll n; where n; is the number

2Some step is unused iff it is not the last step and its number does not appear in any reference
list in the subsequent steps.
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of times the ith step is used, DF can be taken as a measure of the dependency
of the proof steps, because it is the average number of times for using each step
of the proof. The idea behind adding “1” in the numerator of the equation, is
that one can imagine an additional step from the conjecture to the sign O with
the reference list { PL}. Since the written proofs are completely connected,
DE > 1 for any proof.

e The Deduction Speed DS, which is defined by the equation DS = PL/PT.
e The Step Time ST, which is defined by the equation ST = 1/DS.

PT, WT, DS and ST are machine-dependent, while the other parameters are ma-
chine-independent. When CO and DS increase, and PT and DL decrease, this
denotes that the proof strategy is more efficient towards the considered theorem.
The reports provide some kind of self-evaluation of the program and help much to
evaluate any modification in it. This is especially useful in the development stage.
In addition, a statistical study on the relationship between the different parameters
of the reports, may provide a good insight for the characteristics of the used proof
strategy. The usefulness of an ATP like KARNAK” is a relative matter and can be
measured by comparison between the abilities of a human and the ATP to prove
theorems, and such comparison can be made using the reports.

KARNAK and KARNAK* are implemented in “PDC prolog 3.3” and have been
developed and tested on an IBM 486DX personal computer with 8 MB RAM and
frequency 66 MHz. To prove some theorem using the program, the user first writes
the theorem in KTS (KARNAK THEOREM SYNTAX) which is a prefix language
compatible with PDC prolog. Then, the user runs the program to prove the theorem.
For more details about how to use the program, we refer to [9]. In the appendices
of this paper, some of the proofs generated by the program are introduced. In each
example, the arrow — marks the KTS input, <= marks the IATpX proof which
is automatically written by the program, and <— marks the report. We emphasize
that the IATRX proofs introduced after the arrow <= are written by the program
without any human modification.

4 Using KARNAK* to Prove the Completeness
of PPC*

LPF was proven to be complete in [4] where it was first formalized as a complete
sequent calculus S-LPF. Then, a natural deduction style N-LPF was introduced
and proven to be complete using the completeness of S-LPF. The deduction rules of
both N-LPF and S-LPF are presented in APPENDIX B. Assume that N-LPF’ is the
calculus obtained from N-LPF by excluding the symbol “uu” and its rules “uu-E”
and “ —uu-E£”, and S-LPF’ is the calculus obtained from S-LPF by excluding the
symbol “wu” and its rules (3) and (4). The completeness of PPC* will be proven
as follows: first, the completeness of S-LPF’ is derived from the completeness of
S-LPF. Second, the completeness of N-LPF’ is derived from that of S-LPF’. Third,
KARNAK™* is used to derive all the N-LPF’ rules in PPC*.
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Theorem 4.1 S-LPF' is complete.

proof.

Assume =g p I' — X. Then, g pr ' — X which leads to Fgppr [ — 2
by the completeness of S-LPF. One can notice that each of the S-LPF rules presented
in APPENDIX B has the property that if “uu” does not exist in the conclusion, then
“uu” can not exist in the assumptions. For example, in the rule (8) if A« is uu-free
(in the sense that it does not contain “wu”) then both a and -« are uwu-free. Since
I' and ¥ are S-LPF’ lists of formulas, they are uu-free. Then, the sequent I' — X
is also uwu-free. Then, the S-proof tree of Fgpr I' — ¥ is uu-free. Hence, one has
Fepe I' — 2. O

Lemma 4.2 [f l_S-LPF/ F — E, then F l_N-LPF/ i
where ¥ is the disjunction of the formulas of ¥ if ¥ is non-empty, or the formula
—(c=c) if ¥ is empty. c is any constant symbol.

proof.

The proof goes by induction on the number of sub-S-proofs® of Fg ppp I' — 2.
If there is no sub-S-proofs, then there is only one sequent in the S-proof tree, and this
sequent must match one of the rules (1), (2), (5), (6), (7), (24), (25), (26), (27), (28)
and (29), and in each case, one can derive I' Fy_ppp 2 directly from “a Fy_ppe @,
(contr), (def-c), (def-v), (= E-E), (=-subst2), (=-substl), (=-reflx), (- =-reflz-L),
(= =-reflz-R) and (=-2-val) respectively.

To prove the induction step, assume that the S-proof has at least one sub-S-
proof. Then, the last inference of the S-proof can be either of the following two
forms:

F1—>21 F2—>22 Fl—)Zl

I — 3% I — 3%

Then, it is sufficient to show that for each of the S-LPF’ rules (8)-(23), one can
prove I' Fy_ppp 2 from Iy Froppe 21 [and Ty Froppe 2] (the square brackets mean
that the enclosed text is optional). Here, we prove that for (9).

Assume

r
-Q, | I N )
a, | I )

Then, one has to prove ¥, =Aa. From the assumptions, one gets =« Fy.ppp > and
a Fapr 2. If ¥ is empty, then the formulas ¥ and ¥, =Aa« are —=(c = ¢) and -Aa«
respectively, and the proof comes by

3Given a S-proof P, if P contains only one sequent, then P has no sub-S-proofs. If P contains
more than one sequent, then its sub-S-proofs are the S-proof(s) P; (and P) obtained by removing
the end sequent from P, plus the sub-S-proofs of P; (and P).
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anleY l_N-LPF/ _‘(C — C), (6] l_N-LPF/ _‘(C — C)

—\AOt

which is proven as follows:
I: —ak —(c=c¢) assumption
2. ab=(c=c¢) assumption
3: Aok Aa
4: Aok -Aa

4.1: A« premise
42: =(c=c¢) (A-E)on4l, 2 1
43: -Aa (- E-E)on 4.2

5 —-Aa (-A-I)on 3,40

In the previous proof, the temporary assumptions are called “premises” while

the permanent assumptions are called “assumptions”.

If 3 is non-empty, then the formula 3, =A« is ¥V ~Aq, and the proof comes by

- Fnpr E; o Fypr 2

YV A«

which is proven as follows:
1. =2AAakF AAa

1.1: —=AAa premise
1.2: -AakF -AA«

1.2.1: =AAa 1.1
1.3: -AaF AA«a

1.3.1: —-A«a premise
1.3.22 AAa (A-I-2) on 1.3.1

1.4: Aa (—-A-E)on 1.3, 1.2
1.5: AAa (A-I-1)on 1.4

-AAa F -AAa
AAa (-A-E)on 1,2
a kY assumption

-~ Y assumption
Aok XV -Aa

6.1: Aa premise
6.2 ¥ (A-E)on6.1,4,5
6.3: YV-Aa (V-I-L) on 6.2

7. =Aabk XV -Aa
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7.1: —Aa premise
7.2: Y V-Aa (V-I-R) on 7.1

8 YV-Aa (A-E)on3, 6,70
The other cases are similar. O

Theorem 4.3 N-LPF is complete.

proof.
Assume I' =n.ppe @ Then, one has =g p I' — a which leads to g Lps
I' — « by theorem 4.1. Then, one has I' Fy_ppr @ by lemma 4.2. O

Theorem 4.4 I'Fyprr a=T'H o

proof.
KARNAK* has been used to derive all the N-LPF’ rules, and some of these
proofs are introduced in APPENDIX C. O

Corollary 4.5 PPC* is complete.

proof.

Assume I' = a. Since PPC* and N-LPF’ have the same model theory, I' =n_Lps
a which leads to I' Fy_Lprr @ by theorem 4.3. Then, one has I' H* . by theorem 4.4.
O

Corollary 4.6 I' Fy_1pr a & '

proof.

The right arrow follows from theorem 4.4, while the left arrow follows from the
soundness of PPC* and theorem 4.3. O This corollary means that PPC* is equivalent
to N-LPF’ and hence to N-LPF if the symbol “uu” and its rules are excluded.

The PPC* rules (Gd; ) and (Gdsy) were not used in any of the KARNAK* proofs
for the N-LPF’ deduction rules. This means that these rules can be removed from
PPC* without affecting its completeness. Hence, they must be dependent on the
other ones. The rule (Gd;) can easily be derived from (G) and (A). When the rule
(Gdsy) was removed from KARNAK*, the program has succeeded to prove it and the
proof is introduced in APPENDIX D. However, it may be useful to keep these rules
in KARNAK* because they may help to discover more proofs. This is also the case
with respect to the other dependent rules such as (Ad;) and (Cd;).

5 Theorem Preserving Transformations between
PPC and PPC*

Theorem 5.1 If T is a list of PPC formulas and « is a PPC formula, then

I'Faiff ' =(-a A Aa)
and
' aiff THa N Aa
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proof.

The proof follows directly from the adequacy of PPC and PPC* and from the

equivalences

Theorem 5.2 If a — 3 is an abbreviation for =(a A =), the following transfor-
mations ®1, Py and ®3 from PPC into PPC*, and ¥, Vs and V3 from PPC* into

T. M. Elnadi — A. Hoogewijs

T ’: aiff T ’:* —\(—\Oz A A&)

and

'="aiff I EaANAaD

PPC, are theorem preserving.

VneNy=1{1,2,3,...}

(T a) == (T'F Ao — a)
Fl H (05} Fl > (05}
P, : — :
r, v a, r,. = a,
T F 3 T  AB—p
0T+ a) = (T'F* Ao — a)
Fl H (05} Fl > AO&l — 1
CDQ = : ,Vn S N()
r, F a, r, = Ao, — a,
r - g r = Ap—p
O3(C'FaNAa) =T H a)
Fl - o1 N AO&l F1 = Qaq
Cbg = : ,Vn € NO
T F BAAR r — 3
U (TH a) = (T FaAAa)
Fl * o Fl H a1 A AO&l
‘111 : = : ,Vn € N()
r, = o, r, v a,ANAaq,
r — 3 T F BAAS
Uy(TH a) =T F a)
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Fl > AO&l — 1 Fl H (05}

1112 : = : ,Vn S NO
r, B Aa, — a, I', F «,
I + 3 T F 3

U0 Ao — a) = (T'F )

Fl > AO&l — 1 Fl H (05}

‘113 : = : ,Vn S NO
r, = Aa, — a, r, F a,
I - A—p r F 3

proof.
Since both PPC and PPC* are adequate, one has for every e and I the following:

I'Ha)=TFa)=TFao = (TFaq (1)
TFa)«<=TkEFa) <= TEF Aad—a) <= I'F Aa— a) (2)
M a)«—= T EFa) = TEFanAa) <= (I'FaAAa) (3)

It follows directly from (2) that the first defining equation of ®; is theorem
preserving. Now consider the second defining equation of ®; and assume that

Fl I_Odl

I', F «a,
r F 3
is a theorem in PPC. Assume also I'y H* aq,..., T, F* ;. Then by (1) one has
I'+aq,...,I'y F a,. Hence from the assumed theorem, one gets I' = 3 which leads
to ' =* A — [ by (2). Hence

N = o

r, = a,
r = Ag—p

is a theorem in PPC*. One can similarly prove that the other transformations are
theorem preserving. O

The transformations &, ®y and ¥; are totally defined in the sense that they
can be applied on any theorem of PPC and PPC* respectively, while &3, U5 and W5
are partially defined in the sense that they can be applied only on theorems of the
considered shape. In addition, ®3 is the inverse of ¥; and ®, is the inverse of V3.

The previous transformations can be used to deduce theorems in PPC* from
known theorems in PPC and vice versa. In addition, they can be used to prove



554 T. M. Elnadi — A. Hoogewijs

some theorem in PPC* by proving another theorem in PPC, maybe with the help
of KARNAK, and conversely maybe with the help of KARNAK™*.

Example: As an application of these transformations, KARNAK succeeded in
6, 9] to prove the PPC theorem (SeAt):
THEOREM NAME:

Self-assertion Rule (SeAt)
SYMBOLS:

a denotes a formula

I' denotes a list

ASSUMPTIONS:

I' ma F «

THEOREM:

I' - «

PROOF:
L.T,ma F « assumption
2.a F o (A)
3. "Aa F -Aa (A)
4. -Aa F « (D) on 3
5. 1 F « (R)on 1,24 O

But since the rule (D) was used in step 4, this proof is not valid in PPC*. The rule
(SeAt) does not hold in PPC*, but the following modified version holds:

Fl, o o«
Iy o Aa
(SeAt’)

Fl, FQ o«
If one applies ®; on (SeAt), one gets

F,—\Oz o«

r F Ao — «

Since the “Modus Ponens” rule holds in PPC*, one gets (SeAt’) from ®;(SeAt)
directly, and there is no need to use KARNAK* to prove (SeAt’) as we did in
APPENDIX D of this paper.
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6 Concluding Remarks

e In [1, 4] it was shown that LPF (and hence PPC*) is a logic suitable for covering
partial functions in formal specifications of programs. Proofs play a vital part
in the application of formal methods in software development. In VDM [10] for
example, proofs establish properties of specification and realization. If proofs
themselves are as error-prone as programs, the formal method will only add to
an already difficult task a similarly difficult one and can not provide a solution
for the so-called “software crisis”. Automation of logic is a prerequisite of any
system that may contribute to the solution of this problem.

¢ KARNAK* may be the core of a “formal software development support sys-
tem” like Mural [11] to perform the routine proofs needed for verification.
PPC* is equivalent to LPF (provided that the symbol “uu” and its rules are
excluded) which is the logical basis of VDM and Mural. The Theorem Proving
Assistant TPA of Mural is interactive and has a sophisticated user interface.
It is mainly based on pattern matching and provides at each step a list of all
the applicable rules and the user has to choose between them. Then, it pro-
vides a sophisticated interaction and a little automation. On the other hand,
KARNAK* is fully automatic, but can also be used in interactive ways as
shown in [6, 9] and in some of the proofs introduced in APPENDIX C. Then,
it provides more automation and less interaction than the TPA of Mural.
With respect to the implementation, KARNAK”* is implemented in PDC pro-
log while Mural is implemented in SmallTalk. Prolog itself is a programmable
theorem prover for Horn clauses based on resolution, and it is an excellent envi-
ronment to develop an ATP system like KARNAK*. The choice of SmallTalk
in the Mural project was mainly due to its advantages with respect to the
design of user interfaces. KARNAK™* is not generic like the TPA of Mural, but
since KARNAK can reason about logical syntax at a fairly low level, it may
be modified for other calculi (as has been done in this paper for PPC*).

e KARNAK* has been used in proving the completeness of PPC* which is a
significant property of the calculus itself. In addition, it has been used in an
indirect way to discover the dependency of two PPC* rules. This shows that
the program is practically useful and may be assistant for mathematicians and
logicians to study properties of partially defined functions and predicates.

e The transformations which are introduced in section 5 connect PPC and KAR-
NAK on one hand and PPC* and KARNAK* on the other hand.
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APPENDIX A
The Deduction Rules of PPC

Classical Rules

Fl + (6%
Iy - 8 ' F ar Aas
A .
(A) a F a’ (Co) I',Tes F ang’ (Cs) r - o ’
i=1,2
I' = Vza I v « o ]
(G) T F o ° (Gz) T - Voo if x is not free in I' ;
T F oo
t . o
(E) B (E%) T 2=t F 3 if substztaf(*);
Modified Classical Rule
Removal rule Contradiction rule
'« =B Iy F oo
F27 o - ﬁ Iy F -«
Fg -Ax F ﬂ Fg F A«
! I . / .
® o rs X TnnFs

Substitution rule
Fl Foa
(S’t) Ty FA(t=1t) if substxtI'1I's and substatag ;
* F27 F3 - /6

Rules concerning A

Bd) ZFae B R D) ARG
I' F -A« I' v -A« I F A«
) = O = Om) TR
Iy F Ao I, Fo ooy
FQ H Aag . ) FQ H Aai .
(Cd()) Fl,rg H A(al/\ag) ’ (an) Fl,FQ H A(al/\ag) ’
i=1,2
(Cdi) ar Nag H Ag; ; (Gdy) Vea F A« ;
i=1,2
I' F VzAa«
(Gdy) I'  AVza ’ (Gds) —a F AVza ’
(Bdy) F Alz=1) "’ (Fd2) F A(e=c¢) ;
Fl, —|A(t1:t1) Foa
I + A(tl tg) Ty, —|A(t2:t2) F oo
S Alti=t;) ' (Dez) [, I, At =t2) F «
i=1,2
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(*) substztaf denotes that [ is the result of substituting the term ¢ for the variable
z in a. The substitution calculus in PPC is like in the classical predicate logic with the
new rule: substztAaApS if substziag.

APPENDIX B
The Deduction Rules of LPF

In this appendix, the deduction rules of both N-LPF and S-LPF are presented as in [4].

The Deduction Rules of N-LPF:

(def-c) (def-v)
c=c Y=y
Q@ S mle
(—\ —\-I) (_‘ - )
« o
(A-I-1) (A-I-2)
Aa Ax
Aa;at g;—~at 3
(A-E)
B
Aat g Aatk —p -Aat g;-Aak -4
(=A-]) (—A-E)
-Ax AOz
a B
(V-I-L) (V-I-R)
aVp aVvp
a1 Vagar b Biag =B
(V-E)
B
a0 —\(a \VJ ﬂ)
(= V-] (= V-E-L)
—(aVpB) o
—(aVpB)
(= V-E-R)
-6
alz/t);t=t at B;3za
(3 (3-E) (*)
dra B
e’ —drast =t
(- 3-D) (**) (- 3-E)
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o —uu
(uu-F) (muu-E)
o o
a; —(t=1t)
(contr) (- E-E)
J6] «
t1 = to
(=-reflz)
t1 =1t
—(t1 = t2) —(t1 = t2)
(= =-reflz-L) (= =-reflz-R)
tl = tl t2 - t2
ty = to; ay/t1) ty =t1;t2 =t
(=-subs1) (=-2-val)
a(y/t2) (t1 =t2) V (t1 = t2)
t1 = tos t(y/t1) = t(y/t1)
(=-subs2)

t(y/t1) = t(y/t2)

(*) x is not free in 8 and is not free in any assumption except « on which 8 depends.
(**) z is not free in any assumption on which ~« depends.
In the previous rules, the notation « - § corresponds to the standard notation

(o]
B
The semicolon “;” is used to separate between assumptions in each rule, while the comma “,” is
used to separate between formulas in the antecedent of each sequent. Hence, in (A-E) for example
the assumptions are “Aa”, “a b+ 37, “-at 3”7, and not “Aa,atF 37, “—at [7.
The variable y in the rules (=-subs) and (=-subs2) is arbitrary and plays the role of a place

holder. Besides, a(y/t) denotes the result of replacing the variable y by the term ¢ in a.
The Deduction Rules of S-LPF:

(1) a— « (2) Q, o — 3) wu—
(4) “uu — (5) —c=c 6) —uy=y
—a, ' — X —a, [ — X
a,l'— X% a,l'— X%
(7) ~t=t)— (8 — (9 —
Aa,T'— % I — 3, -Aa
I' — X« I' — X, -«
(10) — (10.b)
I' — 3 Aa I' — 3 Ax
I' —- %« I' — X -«
(1lia) — (11.b)
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(12)

(15.a)

(16.a)

(20)

(24)
(25)
(26)
(27)
(28)

(29)

a,l'— X%

o, — 2

' —- %«

' — 3 avp

—a, [ — X

~(aVp),I — %

I' — X -«
I — X -4

I — %, ~(aV )

' — X t=t
—a(z/t),T — X

-dza, ' — X

I — >

(13)

(15.b)

(16.b)

(18)

(21)

I' — X«

I' — % -«

r—3Xp3

' —3avp

-8, — X

~(aVp),I — %

a,l'— X

(%)
dra, I’ — X

I' — X -«

(***)

I' — ¥ -~dza

a, ' — X
I —X

' — X«

t1 = to, t(y/t1) = t(y/t1) — t(y/t1) = t(y/t2)

ty = ty, a(y/tr) — aly/ta)

t1=t2—>lf1=t1

_‘(tl = tg) —t1 =1

_‘(tl = tg) — ta =12

t1 =t1,te =ty — t1 =to, 2 (t1 = t2)

(***) x is not free in T U X.

The cut rule was first introduced with the S-LPF deduction rules and then was proven

(19)

a,l'— X%
B,F—>Z

aVv gl —X

' —-Xt=t
I — % alx/t)

I' — ¥, dza

559

to be dependent. Therefore, it is not written with the previous rules (see chapter 5 in [4]).
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APPENDIX C
Some of the KARNAK* Proofs for the N-LPF’ Deduction Rules

In the following, some of the KARNAK* proofs for the N-LPF’ deduction rules are
introduced. The existential quantifier 3z and the disjunction oV 3 in N-LPF’ are replaced
in PPC* by —=Va— and —(—a A =) respectively.

o —>

include"karnak#.pro"

clauses

deduce (sequent ([n(st(alpha)) ,n(st(beta))],
n(n(a(n(st(alpha)),n(st(beta))))))).

<~
THEOREM NAME:
- V-1
SYMBOLS:
a, denote formulas
THEOREM:

_‘CY, —|/6 F* _‘_‘(_‘CY/\_‘/@)

PROOF:
1. maAn—( F* A-a (Cdy)
2. maN—-F B A-p (Cda)
3. nan—f A (Dng) on 2
4. maN-f F* A« (Dng) on 1
5. —man—8 F* —an-g (A)
6. ~aN-0 F* -« (Ci) on'b
7. maN-3 F* =8 (Cq) on 5
8. —a H* -« (A)
9. -8 F* =B (A)
10. —a, =8 F* —aA-p3 (Cp) on 8,9
11. =, =3 F* A(=an—p) (A) on 10
12. =, =3 F* A=(-an—p) (Dny) on 11
13. "Aa F* -Aa (A)
14. =Aa, ~an—=F F* —=(-aA-5) (X) on 4,13
15. a F « (A)
16. man—8, a F* —=(-an-p) (X) on 6,15
17. =AB F* =Ap (A)
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18. =AB, ~aA—8 F*
9.8 F 8 (A)
20. maN—-p, B F* == (—an-p)
21. ~A-(~aA-f) F* ~A-(-aA-5)

—~(~aA—)

22. ~A=(=ar—=8), —a, =3 F* ——(-ar-f)

23. “A(=aA-f) F* —A(-ar—3)

24. ~A(=ar=08), —a, =3 F* ——(-ar-P)
—(man-p) (A)
~~(~an-p)
—(mar—8), ma F* —(=ar=E)
¥ an(—aA=5)
(A)

25. =(—an—p) F*
26. =(—~an—B), ~a, 7f F*
27. ~aN-p,
28. —aA—f, = (—an-5)
29. —==(man—p) F* == (man-p)

30. —a, 0, ~an—=F F* —=(-an-s)

31. —a, 3 F* —(~ar-p)

H

PT = 247.05 sec; WT
DL = 91 steps; PL
Cco = 34.07 % DE
DS = 0.13 steps/sec; ST

Although the previous proof was carried

5961

(X) on 3,17

(X) on 7,19

(A)

(X) on 12,21
(A)

(X) on 11,23

(X) on 10,25
(R’) on 18,20,26

(R') on 14,16,27

(R') on 22,28,29

(R') on 24,26,30 O

= 5.60 sec;

= 31 steps;
= 1.13;

= 7.97 sec.

out on the propositional level (does not

contain quantifiers or substitutions), it looks difficult and tedious. However, the
proving time is approximately 4 minutes. If one tries to discover and write this
proof manually, it is really difficult to achieve that in this time. This illustrates

the efficiency of the program. Moreover,
fraction of a second.

o —>

include"karnak#.pro"
clauses
formula(e(v(y),t(t_2))).
assume (notin(v(y),t(t_2))).

in some cases the proving time is only a

assume (subst (v(y),t(t_1),st(alpha),st(alphal))).
assume (subst (v(y),t(t_2),st(alpha),st(alpha2))).
assume (sequent ([st(alpha)],st(alpha))).

deduce (sequent ([e(t(t_1),t(t_2)),st(alphal)],st(alpha2))).

<=
THEOREM NAME:

—=-subsl
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SYMBOLS:

y denotes a variable
to,t1 denote terms

a,a1,09 denote formulas
ASSUMPTIONS:

y is not in

subst y t1 a oy

subst y to a a9

a o«
THEOREM:

t1:t2, (65} F* a9

PROOF:
. y is not in assumption
. subst y t; @ oy assumption
. subst y to a as assumption
o How assumption

1
2
3
4
5. y is not free in aw by 1,3
6. a, y=to F* an (E}?) on 3,4
7
8
9

. t1=t2 B* A(t1:t2) (Adl)

. t1:t2 > A(tlztl) (Del) on 7

. ti=te, a1 FF oo (8/21) on 1,2,5,6,8 0
H
PT = 1.53 sec; WT = 0.27 sec;
DL = 28 steps; PL = 9 steps;
Co = 32.14 % DE = 1.22;
DS = 5.88 steps/sec; ST = 0.17 sec.

One may notice that the assumption a H* « is redundant. However, it has been
added because we already imagine the sketch of the proof, where as can be obtained
in the succedent by applying (EZQ) and then a; can be obtained in the antecedent
by applying (S’ Zl) Therefore, the assumption “y is not in to” was also added. If the
assumption o F* a was not assumed, the program may take some time to generate
this step by applying (A). Besides, the addition of

formula(e(v(y),t(t_2))).

in the KTS theorem shows how “principle 8” helps to control the application of
(EL) by introducing certain pairs of z and t [6, 9]. One may also notice that this
database clause appears implicitly in step 6 of the written proof.

This example shows how the user designs a sketch of the proof by himself and then
uses the program to perform the actual proof and fill in the details.
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o —>

include"karnak#.pro"

clauses

assume (sequent ([1("Gammal")],e(t(t_1),t(t_1)))).

assume (sequent ([1("Gamma2")],e(t(t_2),t(t_2)))).

deduce (sequent ([1("Gammal"),1("Gamma2")],
d(a(n(e(t(t_1),t(t_2))),n(n(e(t(t_1),t(t_2)))))))).

<~
THEOREM NAME:
Lemma for =-2-val

SYMBOLS:

t1,to denote terms

I'{,I's denote lists
ASSUMPTIONS:

L = =t
To F* to=ty

THEOREM:
I, Ty H* A(—'(tlth)/\—'—'(tlth))
PROOF:

't B 1=t assumption
Ty F* to=ts assumption
Iy B A(te=ts) (A) on 2
I B A(ti=t) (A)on 1

© 0 N e 0w D
>

(h=t1) F* -A(ti=t1)  (A)
—A(ti=t1), T'1 B == (t1=t2) (X) on 4,5
-A(t1=t1), I'1 F* A-=(t1=t2) (A) on 6
-A(t1=t1), I'1 B A=(t1=t2) (Dng) on 7
-A(ti=t1), 't F* A(t1=t2) (Dng) on 8
10. 2A(ta=ta) F* —A(ta=t2) (A)
11. 2A(ta=ta), T's F* ——(t1=t2) (X) on 3,10
12. 2A(ta=ta), 'y F* A-—=(t1=t9) (A) on 11
13. 2A(ta=ta), 'y F* A=(t1=t2) (Dng) on 12
14. 2A(ta=ta), T's F* A(t1=t2) (Dng) on 13
15. Ty, Do, 2A(t1=t2) F* A(t1=t2) (Deg) on 9,14
16. T'y, To, 2A(t1=te) F* A-(t1=t9) (Dn;) on 15
17. Ty, Do, 2A(t1=te) F* A-—(t1=t2) (Dn;) on 16
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18. T'y, To, =A(t1=t2) F* A-——(t1=t2) (Dny) on 17
19. =(t1=te) F* A=(ti=t9) (Ady)

20. —(t1=ta) F* A-—=(t1=t2) (Dn;) on 19

21. —(t1=ta) F* A-——(t1=t9) (Dn;) on 20

22. t1=ty F* A(t1=t9) (Ady)

23. ti=ty F* A=(ti=t9) (Dny) on 22

24. t1=ty F* A-=(t1=t2) (Dn;) on 23

25. t1=ty F* A-——(t1=t2) (Dn;) on 24

26. 1, Ty F* A-——(t1=ts)  (R') on 18,21,25

27. T, Ty B A-=(ti=t9) (Dng) on 26

28. I', 'y F* A=(t1=t2) (Dng) on 27

29. T'y, Ty B A(=(t1=ta) A\——(t1=t2)) (Cdp) on 27,28 O

H

PT = 164.50 sec; WT = 11.42 sec;
DL = 131 steps; PL = 29 steps;
co = 22.14  %; DE = 1.03;

DS = 0.18 steps/sec; ST = 5.67 sec.
—

include"karnak#.pro"
clauses
assume (sequent ([1("Gammal")],e(t(t_1),t(t_1)))).
assume (sequent ([1("Gamma2")],e(t(£_2),t(t_2)))).
assume (sequent ([1("Gammal"),1("Gamma2")],
d(a(n(e(t(t_1),t(t_2))) ,n(m(e(t(t_1),t(t_2)))))))).
deduce(sequent ([1("Gammal"),1("Gamma2")],
n(a(n(e(t(t_1),t(t_2))) ,n(m(e(t(t_1),t(t_2)))))))).

<~
THEOREM NAME:

The remaining part of =-2-val
SYMBOLS:

t1,to denote terms

I'{,I'y denote lists
ASSUMPTIONS:

Iy 1=t
Ty B to=ty
I', Iy F* A(—'(tlth)/\—'—'(tlth))
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THEOREM:

Iy, Ty B —|(—|(t1:t2)/\—|—|(t1:t2))

PROOF:
1. T, T B* A(=(ti=te) A= (t1=t2)) assumption
2. (t1=ta)A\=—(t1=t2) F* —(ti=t2) A= (t1=t2) (A)
3. (ti=ta)A\=—(t1=t2) F* —(t1=t2) (C1) on 2
4. =(t1=to) A== (t1=ta) F* —=(t1=ta) (Cq) on 2
5. —(ti=ta) A= (t1=t2) F* =(=(ti=t2) A\~ (t1=t2)) (X) on 34
6. “A(=(ti=t2)A==(ti=t2)) F* —A(=(ti=t)A==(ti=t2))  (A)
7. 2A(=(t1=te)A=—(t1=t2)), 1, Te F* =(=(t1=t2) A——(t1=t2)) (X)on1,6
8. =(=(ti=te)A-=(ti=t2)) F* —(=(ti=t2)A~=(ti=t2))  (A)
9. 'y, Ty B =(=(ti=ta) A= (t1=t2)) (R’) on 5,7,8 O

—

PT = 17.85 sec; WT = 1.32 sec;

DL = 44 steps; PL = 9 steps;

Cco = 20.45 % DE = 1.11;

DS = 0.50 steps/sec; ST = 1.98 sec.

In the previous proof, we used one of the interaction methods which are explained in
[9], specifically proving a theorem through intermediate lemmas. The program may
fail to prove some theorem directly and succeed to prove it through intermediate
lemmas. This is because the non-normal proofs may be normal if one breaks them
into partial proofs. In order to clarify this, suppose that a proof of some theorem
contains in the kth step a conjunction a A 8 which does not exist in the theorem.
Then, the program will not be able to discover this proof due to “principle 1”.
However, if one gives to the program the assumptions of the theorem together with
the kth step as a conjecture, then it may be able to prove this lemma because the
conjunction a A § exists in it, unlike the original theorem.

o —>

include"karnak#.pro"

clauses

formula(e(v(x),t(t_2))).

assume (replace (v(y),t(t_1),t(t),t("t(y/t_1)"))).

assume (replace (v(y),t(t_2),t(t),t("t(y/t_2)"))).

assume (replace (v(y),v(x),t(t),t("t(y/x)"))).

assume (replace(v(x),t(t_2) ,t ("t (y/x)"),t ("t (y/t_2)"))).

assume (replace(v(x),t(t_1),t ("t (y/x)"),t ("t (y/t_1)"))).

assume (notin(v(x),t(t))).

assume (notin(v(x),t(t_1))).

assume (notin(v(x),t(t_2))).

assume (sequent ([e (t ("t (y/t_1D"),t ("t (y/x)"))],
e(t("t(y/t_1)"),t("t(y/x)")))).

deduce (sequent ([e(t(t_1),t(t_2)),e(t("t(y/t_1D"),t("t(y/t_1)")N],
e(t("t(y/t_1)"),t("t(y/t_2)")))).
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<=
THEOREM NAME:

—=-subs?2

SYMBOLS:

x,y denote variables

to,t1,t,t(y/t1),t(y/t2),t(y/x) denote terms
ASSUMPTIONS:

subst y t1 ¢ t(y/t1)
subst y to t t(y/t2)
subst y z t t(y/x)

subst = to t(y/x) t(y/t2)
subst = t1 t(y/x) t(y/t1)
r isnot int

x is not in #;

z is not in o
ty/t)=t(y/z) = tly/t)=t(y/z)

THEOREM:

ti=to, t(y/t1)=t(y/t1) F* t(y/t1)=t(y/t2)
PROOF:

1. subst x to t(y/z) t(y/t2) assumption

2. subst z ¢ t(y/x) t(y/t1) assumption

3. x is not in #; assumption

4. x is not in tq assumption

5. t(y/t1)=t(y/xz) F* t(y/t1)=t(y/x) assumption

6. x is not in t(y/t1) by 2,3

7. x is not in t(y/t2) by 1,4

8. t(y/t)=t(y/x), a=ts +* t(y/t1)=t(y/t2)  (E}?)on 1,56
9. t1=te F* A(t1=t2) (Ady)

10. t1=ty H* A(ti=t1) (Dey) on 9

11. t1=to, t(y/t1)=t(y/t1) F* t(y/t1)=t(y/t2) (S't1) on 2,4,6,7,8,10 O

H

PT = 42.68 sec; WT = 2.09 sec;
DL = 77 steps; PL = 11 steps;
Cco = 14.29 %, DE = 1.36;

DS = 0.26  steps/sec; ST = 3.88 sec.
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In the previous proof, one may notice that the assumption

ty/t)=t(y/x) F* ty/t1)=t(y/z)

takes the form « H* . In addition, the variable 2 and the assumptions about it do
not appear in the original theorem. The explanation of that is much similar to the
case in the proof of (=-subs1). The assumptions about the variable z are discharged
assumptions in the sense that they can be preceded by “Let”. Using discharged
assumptions is another one of the interaction methods which are explained in [9].
In addition, the reader may notice that some of the assumptions are not used in the
proof. This shows how the program may help to reduce the number of assumptions
where the unused ones do not appear in the proof.



568 T. M. Elnadi — A. Hoogewijs

APPENDIX D
The KARNAK* Proofs for (CuRu), (Gd;) and (SeAt’)

include "karnak#.pro"

clauses

assume (sequent ([1("Gammal")],st(alpha))).

assume (sequent ([1("Gamma2") ,st (alpha)],st(beta))).
deduce (sequent ([1("Gammal") ,1("Gamma2")],st(beta))).

=

THEOREM NAME:
Cut Rule (CuRu)
SYMBOLS:

a, denote formulas

I'{,I'y denote lists

ASSUMPTIONS:
Fl > «
FQ, « B* ﬂ
THEOREM:
Flv FQ = /6
PROOF:
1. I o« assumption
2. Iy, a0 F* assumption
3. I H Ac (A)on1
4. =Aa H* A (A)
5. Ao, Ty H* (X) on 34
6. ~a F -« (A)
7. —a, Ty B 0 (X) on 1,6
8. I',, Iy H* B (R/) on 2,5,7 0
H
PT = 0.17 sec; WT = 0.06 sec;
DL = 17 steps; PL = 8 steps;
co = 47.06  %; DE = 1.12;
DS = 47.06  steps/sec; ST = 0.02 sec.



Karnak* an automated theorem prover for PPC* 569

e In this proof, we use a version of KARNAK™* called “karnak#1.pro” which does not
contain (Gdz). When we tried to prove the dependency of (Gdz) manually, we did
not succeed. This shows that KARNAK* is practically useful. In fact, it may be
difficult to discover natural proofs even if they are short, although it is always easy
to understand and verify them even if they are long.

—

include "karnak#l.pro"
clauses
deduce (sequent ([for(v(x),d(st(alpha)))],d(for(v(x),st(alpha))))).

<=
THEOREM NAME:

(Gdy)
SYMBOLS:

x denotes a variable

« denotes a formula
THEOREM:
VaelAa F AV za)

PROOF
1. ~a F AV 2z «) (Gds)
2.Vz Aa H* VA« (A)
3. Ve Aa H A« (G) on 2
4. =Aa FH* A (A)
5. 2Aa, Vzr Aa H AV z «) (X) on 34
6. AVza) H ANz a) (A)
T Vza F ANz a) (Ady)
8. -(Vzxa) F ANz ) (Ady)
9. a« H « (A)
10. “A(Y z o), "Aa, YV Aa F* « (X) on 5,6
11. " AV z o), ~a F* « (X) on 1,6
12. " AV z o), Vo Aa H « (R’) on 9,10,11
13. " AV z o),V Aa F Vza (G;) on 12
14. " AV z o),V Aa F ANz «a) (A) on 13
15. Vo Aa H AV z «) (R) on 7,8,14 O
—
PT = 2682.83 sec; WT = 12.47 sec;
DL = 168 steps; PL = 15 steps;
C0 = 8.93 ¥; DE = 1.07;
DS = 0.01 steps/sec; ST = 178.86  sec.
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include "karnak#.pro"

clauses

assume (sequent ([1("Gammal") ,n(st(alpha))],st(alpha))).
assume (sequent ([1("Gamma2")],d(st(alpha)))).

deduce (sequent ([1("Gammal"),1("Gamma2")],st(alpha))).

<=
THEOREM NAME:

Self-assertion Rule (SeAt’)
SYMBOLS:

« denotes a formula

I'{,I'y denote lists
ASSUMPTIONS:

Fl,—u o«

FQ o Aa
THEOREM:
Fl, FQ o«
PROOF: b
1. I, o F « assumption
2. 'y H A« assumption
3. "Aa H* -Aa (A)
4. -Aa, Ty H « (X) on 2,3
5. a F « (A)
6. Iy, T H* « (R')on 1,4,5 0
H
PT = 0.17 sec; WT = 0.00 sec;
DL = 9 steps; PL = 6 steps;
Cco = 66.67 b DE = 1.00;
DS = 35.29 steps/sec; ST = 0.03 sec.

Acknowledgments: Invaluable comments were received from anonymous referees and
J.H.Cheng.
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