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Abstract

This paper is concerned with the nonlinear multiparameter elliptic eigen-
value problem

u′′(r) +
N − 1
r

u′(r) + µu(r)−
k∑
i=1

λifi(u(r)) = 0, 0 < r < 1,

u(r) > 0, 0 ≤ r < 1,
u′(0) = 0, u(1) = 0,

where N ≥ 1, k ∈ N and µ, λi ≥ 0 (1 ≤ i ≤ k) are parameters. The aim
of this paper is to study the asymptotic properties of eigencurve µ(λ, α) =
µ(λ1, λ2, · · · , λk, α) with emphasis on the phenomenon of bifurcation from the
first eigenvalue µ1 of −4|D and on gaining a clearer picture of the bifurcation
diagram. Here, α > 0 is a normalizing parameter of eigenfunction associated
with µ(λ, α). To this end, we shall establish asymptotic formulas of µ(λ, α)
as |λ| → ∞, 0.
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1 Introduction.

We consider the following nonlinear multiparameter eigenvalue problem

u′′(r) +
N − 1

r
u′(r) + µu(r)−

k∑
i=1

λifi(u(r)) = 0, 0 < r < 1,

u(r) > 0, 0 ≤ r < 1,

u′(0) = 0, u(1) = 0,

(1.1)

We assume the following conditions (A.1)-(A.2) on fi:
(A.1) fi : R+ → R is C1, fi(0) = 0, f ′i(0) = 0.

(A.2) The mapping u 7→ fi(u)

u
(prolonged by 0 at u = 0) is strictly increasing

for u ≥ 0. Furthermore, limu→∞
fi(u)

u
=∞.

This problem arises from the investigation of a positive radially symmetric solu-
tion of the following elliptic eigenvalue problems:

−4u+
k∑
i=1

λifi(u) = µu in B = {x ∈ RN : |x| < 1},

u > 0 in B,

u = 0 on ∂B,

In fact, it is known by Gidas, Ni and Nirenberg [7] that a positive solution of the
above equation is radially symmetric.

The aim of this paper is to study the asymptotic properties of eigencurve µ(λ, α)
with emphasis on the phenomenon of bifurcation from µ1 and on gaining a clearer
picture of the bifurcation diagram. Here µ1 is the first eigenvalue of −4 with
Dirichlet 0 boundary condition. To this end, we shall establish asymptotic formulas
of eigenvalue µ = µ(λ, α) = µ(λ1, λ1, · · · , λk, α) as |λ| → ∞, 0. It is known by
Berestycki [3] that for given λ = (λ1, λ2, · · · , λk)(λi ≥ 0), α > 0, there uniquely
exists an eigenvalue µ = µ(λ, α) > µ1 associated with eigenfunction uλ(α, x) > 0
satisfying ‖uλ‖2 = α.

In order to motivate our problem, let us briefly recall some known facts con-
cerning multiparameter eigenvalue problems. Multiparameter linear spectral theory
began with the oscillation theory and there are many works. We refer to Binding
[4] and Binding and Browne [5], for example. We also refer to Faierman [6] and
the references cited therein for further information in this direction. However, few
results have been given for nonlinear multiparameter problems.

As the first step to treat nonlinear multiparameter eigenvalue problems, we re-
strict our attention here to the equation (1.1) in the unit ball of RN . As for the local
properties of µ(λ, α), we shall show that µ(λ, α) is continuous in λ ∈ Rk

+\{0} (R+ :=
[0,∞)) and bifurcation from µ1 occurs, that is, |µ(λ, α) − µ1| → 0 as |λ| → 0 (as
expected) (Theorem 2.6). Furthermore, in order to understand the bifurcation dia-
gram globally, we shall investigate the asymptotic behavior of µ(λ, α) as |λ| → ∞;
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we begin with the simple case k = 1 and study the asymptotic behavior of uλ and
µ(λ, α) as |λ| → ∞ (Theorem 2.1, Theorem 2.2). By using these results, we shall
establish an asymptotic formula of µ(λ, α) as |λ| → ∞ for the general case k ≥ 2
(Theorem 2.3). In particular, the typical case fi(u) = upi (pi > 1) is dealt with and
more precise asymptotic formula of µ(λ, α) as |λ| → ∞ will be established (Theorem
2.4).

2 Main Results.

We explain notations before stating our results. Let

‖u‖2
X =

∫ 1

0
rN−1u′(r)2dr, ‖u‖ss =

∫ 1

0
rN−1|u(r)|sdr for s > 1, (2.1)

‖u‖∞ = sup
0≤r≤1

|u(r)|. (2.2)

We fix α > 0. For a given λ = (λ1, λ2, · · · , λk) ∈ Rk
+ \ {0}, let (µ(λ, α), uλ(r))

be the unique solution of (1.1) with ‖uλ‖2 = α. Now we state our results.

Theorem 2.1. Assume (A.1)-(A.2). Furthermore, assume that k = 1. Then
uλ(r)→

√
Nα and u′λ(r)→ 0 uniformly on any compact subsets in [0, 1) as λ1 →∞.

Theorem 2.2. Assume (A.1)-(A.2). Furthermore, assume that k = 1. Then the
following asymptotic formula holds as λ1 →∞:

µ(λ, α) =
f1(
√
Nα)√
Nα

λ1 + o(λ1). (2.3)

In order to consider the general case k ≥ 2, we assume (A.3):
(A.3) Assume that there exist j (1 ≤ j ≤ k) and constants Ki ≥ 0 such that for

λj � 1

0 ≤ τi
λj

:=
λi
λj
−Ki → 0. (2.4)

Theorem 2.3. Assume (A.1)-(A.3). Then the following asymptotic formula holds
as λj →∞:

µ(λ, α) =
k∑
i=1

Ki
fi(
√
Nα)√
Nα

λj + o(λj). (2.5)

In the following special situation, more precise remainder estimate can be ob-
tained:

Theorem 2.4. Let fi(u) = upi(pi > 1). Furthermore, assume (A.3) with Ki = 0
for all i 6= j. Then there exist constants C1, C2 > 0 such that for λj � 1:

N
p−1

2 αp−1λj + C1α
p−1

2 λ
1
2
j ≤ µ(λ, α) ≤ N

p−1
2 αp−1λj + C2α

p−1
2 λ

1
2
j + C2

∑
i6=j

λi. (2.6)
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For the case N = 1 in Theorem 2.4, we can obtain more general result: let
µn(λ, α)(n ∈ N) denote the eigenvalue of (1.1) associated with eigenfunction uλ,n(r)
with n− 1 exact interior zeros satisfying ‖uλ,n‖2 = α. We know from Heinz [8] that
for a given λi ≥ 0 and α > 0, there uniquely exists µ = µn(λ, α) for n ∈ N .

Corollary 2.5. Let N = 1. Assume the conditions imposed in Theorem 2.4. Then
for n ∈ N , the formula (2.6) holds for µ = µn(λ, α).

Theorem 2.6. Assume (A.1)-(A.2). Then µ(λ, α) is continuous in λ ∈ Rk
+ \ {0}.

Furthermore, the following asymptotic formula holds as |λ| → 0:

0 < µ(λ, α) − µ1 ≤ C3

k∑
i=1

λi. (2.7)

The remainder of this paper is organized as follows. In Section 3 we shall prove
Theorem 2.1 and Theorem 2.2. Section 4 is devoted to the proof of Theorem 2.3.
The proofs of Theorem 2.4 and Corollary 2.5 will be given in Section 5. Finally, we
shall prove Theorem 2.6 in Section 6.

3 Proof of Theorem 2.1 and Theorem 2.2.

In what follows, we denote µ(λ) = µ(λ, α) for simplicity. At first, we shall recall
some fundamental properties of uλ. Let σλ := max0≤r≤1 uλ(r). Since u′λ(r) ≤ 0 for

r ∈ [0, 1] by [7], σλ = uλ(0). Furthermore, let gλ(u) :=

∑k
i=1 λifi(u)

u
. By (A.2),

there exists g−1
λ (u) for u ≥ 0. Then we know from Berestycki [3, Remarque 2.1] that

g−1
λ (µ(λ) − µ1)φ(r) ≤ uλ(r) ≤ g−1

λ (µ(λ)), (3.1)

where φ is the positive first eigenfunction associated with µ1 satisfying ‖φ‖∞ = 1.
In particular, we have by putting r = 0 in (3.1)

g−1
λ (µ(λ) − µ1) ≤ σλ ≤ g−1

λ (µ(λ)); (3.2)

this is equivalent to

µ(λ) − µ1 ≤
k∑
i=1

λi
fi(σλ)

σλ
≤ µ(λ). (3.3)

Since k = 1 in this section, we denote λ = λ1, f(u) = f1(u), and consider the
following equation:

u′′(r) +
N − 1

r
u′(r) + µu(r) − λf(u(r)) = 0, 0 < r < 1,

u(r) > 0, 0 ≤ r < 1,

u′(0) = 0, u(1) = 0.

(3.4)
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Lemma 3.1. There exists a constant C4 > 0 such that for λ� 1

C−1
4 λ ≤ µ(λ) ≤ C4λ. (3.5)

Proof. Let s1 = ‖φ‖2 and α1 =
α

s1

. Then we obtain by (3.1) that

g−1
λ (µ(λ) − µ1)s1 ≤ α ≤ g−1

λ (µ(λ))√
N

;

this implies that

µ(λ) − µ1 ≤ gλ(α1) = λ
f(α1)

α1
, λ
f(
√
Nα)√
Nα

≤ µ(λ);

this implies (3.5) for λ� 1. �

The following lemma is a direct consequence of (A.2), (3.3) and Lemma 3.1.

Lemma 3.2. There exists a constant C5 > 0 such that C−1
5 ≤ σλ ≤ C5 for λ� 1.

Let F (t) :=
∫ t

0 f(s)ds and Gλ(t) :=
1

2
µ(λ)t2 − λF (t) for t ≥ 0.

Lemma 3.3. The following equality holds for r ∈ [0, 1].

1

2
u′λ(r)2 +

∫ r

0

N − 1

s
u′λ(s)2ds +Gλ(uλ(r))

= Gλ(σλ) =
1

2
u′λ(1)2 +

∫ 1

0

N − 1

s
u′λ(s)

2ds.

(3.7)

Proof. Multiply (1.1) by u′λ to obtain

u′′λ(r)u′λ(r) +
N − 1

r
u′λ(r)2 + µ(λ)uλ(r)u′λ(r) − λf(uλ(r))u′λ(r) = 0;

this implies that

d

dr

{
1

2
u′λ(r)

2 +
∫ r

0

N − 1

s
u′λ(s)2ds +Gλ(uλ(r))

}
= 0.

Hence, for r ∈ [0, 1], by putting r = 0 and r = 1 we obtain

1

2
u′λ(r)

2 +
∫ r

0

N − 1

s
u′λ(s)2ds +Gλ(uλ(r)) ≡ constant = Gλ(σλ)

=
1

2
u′λ(1)2 +

∫ 1

0

N − 1

s
u′λ(s)

2ds.

(3.8)

Thus the proof is complete. �
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Lemma 3.4. Gλ(t) is increasing for 0 ≤ t ≤ σλ.

Proof. Since G′λ(t) = µ(λ)t − λf(t), we obtain by (A.2) that there uniquely exists
tλ > 0 such that G′λ(t) > 0 for 0 < t < tλ and G′λ(t) < 0 for tλ < t. Then since
G′λ(σλ) ≥ 0 by (3.3), we find that σλ ≤ tλ. Hence, we obtain our conclusion. �

Lemma 3.5. Let J := [r0, r1] (0 < r0 < r1 < 1) be an arbitrary compact interval.
Then there exists a constant CJ > 0 such that |u′λ(r)| ≤ CJ for r ∈ J and λ� 1.

Proof. We know from (3.4) that for r ∈ (0, 1)

(rN−1u′λ(r))
′ = rN−1(λf(uλ(r))− µ(λ)uλ(r)) ≤ 0; (3.9)

this implies that for r0 ≤ r ≤ r1(
r0

r

)N−1

|u′λ(r0)| ≤ |u′λ(r)| ≤
(
r1

r

)N−1

|u′λ(r1)|. (3.10)

We fix r2 > 0 such that r1 < r2 < 1. Then by the same argument just above, we
obtain for r1 ≤ r ≤ r2(

r1

r2

)N−1

|u′λ(r1)| ≤ |u′λ(r)| ≤
(
r2

r1

)N−1

|u′λ(r2)|. (3.11)

If |u′λ(r1)| → ∞ as λ→∞, then by (3.11) and Lemma 3.2 we obtain

2C5 ≥ 2σλ ≥ uλ(r1)− uλ(r2) =
∫ r2

r1
|u′λ(r)|dr

≥ (r2 − r1)
(
r1

r2

)N−1

|u′λ(r1)| → ∞.
(3.12)

This is a contradiction. Hence, |u′λ(r1)| is bounded for λ � 1. Now our assertion
follows from (3.10). �

Lemma 3.6. Let [0, r0] ⊂ [0, 1) be an arbitrary compact interval. Then |uλ(r) −
σλ| → 0 as λ→∞ uniformly for r ∈ [0, r0].

Proof. Assume that there exist r0 ∈ (0, 1), 0 < δ < 1 and a subsequence (λq)q∈N
such that λq →∞ as q →∞ and

u0 := uλq(r0) ≤ σλq(1− δ) (3.13)

and derive a contradiction. We denote λ = λq for simplicity. We define zλ by
uλ(r) = σλ(1 − zλ(r)). Then by (3.13) we have δ ≤ zλ(r0). Furthermore, by (3.1)
and (3.3)

λ
f(σλ)

σλ
− µ1 ≤ µ(λ) − µ1 ≤ gλ

(
uλ(r0)

φ(r0)

)

= λf

(
σλ(1− zλ(r0))

φ(r0)

)
/

(
σλ(1− zλ(r0))

φ(r0)

)
.

(3.14)
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Therefore, by (A.2) we obtain that 1 − zλ(r0) ≥ φ(r0)(1 − δ), that is, zλ(r0) ≤
1 − φ(r0)(1 − δ). Hence, by choosing a subsequence if necessary, we may assume
that zλ(r0) → z0 as λ → ∞, where δ ≤ z0 ≤ 1 − φ(r0)(1 − δ). Hence, for fixed
0 < ε � 1 we have 1 − z0 − ε ≤ 1− zλ(r0) ≤ 1− z0 + ε for λ � 1. Let r1,λ satisfy
u1 := uλ(r1,λ) = σλ(1− z0 + 2ε). We shall show that r1,λ→ 0 as λ→∞. We obtain
by mean value theorem

G(uλ(r1))−G(uλ(r0)) = G′(u0 + θ(u1 − u0))(u1 − u0)

= G′(u0 + θ(u1 − u0))σλ(1− z0 + 2ε− 1 + zλ(r0))

≥ G′(u0 + θ(u1 − u0))σλ(2ε− |z0 − zλ(r0)|)
≥ G′(u0 + θ(u1 − u0))σλε,

(3.15)

where 0 ≤ θ ≤ 1. Since G′(t) = µ(λ)t − λf(t), we see from Lemma 3.4 that there
uniquely exists tλ ≥ σλ > 0 such that G′(tλ) = 0 and G′(t) > 0 for 0 < t < tλ and
G′(t) < 0 for t > tλ. Furthermore, by (A.2) and Lemma 3.1, we see that there exists
constant C6, C7 > 0 such that C6 ≤ tλ ≤ C7. Let 0 < η� 1 be fixed. Furthermore,
let tη ∈ [η, tλ − η] satisfy G′(tη) = minη≤t≤tλ−ηG

′(t). Since µ(λ)/λ = f(tλ)/tλ, we
obtain by (A.2) and Lemma 3.1 that

G′(tη) = λtη

(
µ(λ)

λ
− f(tη)

tη

)
≥ λη

(
µ(λ)

λ
− f(tη − η)

tη − η

)

≥ λη

(
f(tλ)

tλ
− f(tλ − η)

tλ − η

)
≥ λη min

C6≤t≤C7

(
f(t)

t
− f(t− η)

t− η

)
≥ C8ηλ.

(3.16)

By definition of u0 and u1 and by using (3.1), we can choose 0 < η � 1 such that
u0 + θ(u1 − u0) ∈ [η, tλ − η]. We obtain by (3.15) and (3.16) that

G(u1)−G(u0) ≥ C−1
5 C8εηλ −→ ∞. (3.17)

On the other hand, if there exists a compact interval J ⊂ (0, 1) such that [r1,λ, r0] ⊂
J for λ� 1, then we have by (3.7) and Lemma 3.5 that

G(u1)−G(u0) =
1

2
u′λ(r0)2 +

∫ r0

r1,λ

N − 1

s
u′λ(s)2ds − 1

2
u′λ(r1,λ)

2 ≤ CJ (3.18)

This contradicts (3.17). Hence, r1,λ→ 0 as λ→∞.
Finally, let rε ∈ (0, 1) satisfy φ(rε) = (1 + ε)−1. Since r1,λ < rε for λ � 1, we

obtain by (3.1) and (A.2) that

λ
f(σλ)

σλ
− µ1 ≤ gλ

(
uλ(rε)

φ(rε)

)
≤ gλ

(
uλ(r1,λ)

φ(rε)

)
= λ

f((1 + ε)σλ(1− z0 + 2ε))

(1 + ε)σλ(1− z0 + 2ε)
. (3.19)

However, we find from (A.2) that this is impossible, since we obtain by Lemma 3.1
and Lemma 3.2 that for 0 < ε� 1

σλ − σλ(1 + ε)(1− z0 + 2ε) = σλ(z0 − 3ε + εz0 − 2ε2)

≥ C−1
5 (z0 − 3ε + εz0 − 2ε2) ≥ C9z0 ≥ C9δ.

(3.20)
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Hence, (3.13) is impossible and we obtain that for r ∈ [0, r0], as λ→∞

|uλ(r)− σλ| ≤ |uλ(r0)− σλ| → 0. (3.21)

Thus the proof is complete. �

Now we are ready to prove Theorem 2.1.

Proof of Theorem 2.1. Let K ⊂ [0, 1) be an arbitrary compact set. Let 0 < δ � 1
satisfying K ⊂ J = [0, 1− δ]. Then by Lemma 3.6 |uλ(r) − σλ| ≤ δ for λ � 1 and
r ∈ J . Then

α2 = ‖uλ‖2
2 =

∫ 1−δ

0
rN−1σ2

λdr +
∫ 1−δ

0
rN−1(uλ(r)

2 − σ2
λ)dr +

∫ 1

1−δ
rN−1uλ(r)

2dr;

(3.22)
this along with Lemma 3.6 implies that for λ� 1

|α2 − 1

N
σ2
λ| ≤ C10δ. (3.23)

Then for r ∈ K and λ� 1, we obtain by Lemma 3.6 and (3.23) that

|Nα2 − uλ(r)2| ≤ C11δ. (3.24)

Furthermore, by (3.7) we obtain

rN−1u′λ(r)
2 ≤ 2rN−1(Gλ(σλ)−Gλ(uλ(r)))

= rN−1
{

(σ2
λ − uλ(r)2)− 2λ(F (σλ)− F (uλ))

}
≤ rN−1(σ2

λ − uλ(r)2).

(3.25)

Now, Theorem 2.1 follows from Lemma 3.6, (3.24) and (3.25). �

Proof of Theorem 2.2. Since σλ →
√
Nα as λ → ∞ by Theorem 2.1, we obtain

Theorem 2.2 by (3.3). �

4 Proof of Theorem 2.3.

In this section, we shall prove Theorem 2.3 by using Theorem 2.1. We use the same
notations as those of Section 3. Without loss of generality, we may assume that
(A.3) holds for j = 1. Since λi = Kiλ1 + τi, we obtain by (3.4) that

u′′(r) +
N − 1

r
u′(r) + µu(r)− λ1

(
k∑
i=1

Kifi(u(r)) +
k∑
i=1

τi
λ1
fi(u(r))

)
= 0, 0 < r < 1,

u(r) > 0, 0 ≤ r < 1,

u′(0) = 0, u(1) = 0.

(4.1)
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Lemma 4.1. There exists a constant C12 > 0 such that

C−1
12 λ1 ≤ µ(λ) ≤ C12λ1. (4.2)

Proof. We know from (3.2) that for

gλ(u) = λ1

(
k∑
i=1

Ki
fi(u)

u
+

k∑
i=1

τi
λ1

fi(u)

u

)

g−1
λ (µ(λ) − µ1)φ1 ≤ uλ ≤ g−1

λ (µ(λ)). (4.3)

Then we obtain by (4.3) that

g−1
λ (µ(λ) − µ1)s1 ≤ α ≤ g−1

λ (µ(λ))√
N

, (4.4)

where s1 = ‖φ1‖2. Then for α1 = α/s1

µ(λ)− µ1 ≤ λ1

(
k∑
i=1

Ki
fi(α1)

α1
+

k∑
i=1

τi
λ1

fi(α1)

α1

)
,

µ(λ) ≥λ1

(
k∑
i=1

Ki
fi(
√
Nα)√
Nα

+
k∑
i=1

τi
λ1

fi(
√
Nα)√
Nα

)
.

(4.5)

By using (A.3) and (4.5), we obtain (4.2). �

Proof of Theorem 2.3. satisfying (A.3), by repeating the same arguments as those
in Section 3, we can show that the properties of Lemma 3.2 and Lemma 3.6 also
hold in our situation. Consequently, by (3.3) we obtain

µ(λ) − µ1 ≤ λ1

(
k∑
i=1

Ki
fi(σλ)

σλ
+

k∑
i=1

τi
λ1

fi(σλ)

σλ

)
≤ µ(λ). (4.6)

Since σλ →
√
Nα as λ1 → ∞, we obtain our conclusion by using (A.3). Thus the

proof is complete. �

5 Proof of Theorem 2.4 and Corollary 2.5.

We begin with the definition of subsolution and supersolution. For the equation

−4u = h(u) in B,

u = 0 on ∂B
(5.1)

ũ is called subsolution of (5.1) if ũ satisfies

−4ũ ≤ h(ũ) in B,

ũ ≤ 0 on ∂B.
(5.2)
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Furthermore, ū is called supersolution of (5.1) if ū satisfies

−4ū ≥ h(ū) in B,

ū ≥ 0 on ∂B.
(5.3)

We know from Amann [1] that if ũ ≤ ū in B, then there exists a solution u of (5.1)
such that ũ ≤ u ≤ ū in B.

In this section, we may assume without loss of generality that (A.3) holds for

j = 1. We put p = p1, vλ = λ
1
p−1

1 uλ. Then it follows from (3.4) that vλ satisfies

v′′λ(r) +
N − 1

r
v′λ(r) + µ(λ)vλ(r) −Hλ(vλ(r)) = 0, 0 < r < 1,

vλ(r) > 0, 0 ≤ r < 1,

v′λ(0) = 0, vλ(1) = 0,

(5.4)

where Hλ(v) := vp +
∑k
i=2 λiλ

−pi−1

p−1

1 vpi.

Lemma 5.1. Let τλ =
∑k
i=2 λiC

pi−1

p−1

12 . Then ϕλ(r) = (µ(λ) − µ1 − τλ)
1
p−1φ is a

subsolution of (5.4) for λ1 � 1.

Proof. We see from Lemma 4.1 that µ(λ)− µ1 − τλ > 0 for λ1 � 1. Since φ(r)pi ≤
φ(r), we obtain

ϕ′′λ(r) +
N − 1

r
ϕ′λ(r) + µ(λ)ϕλ(r)−Hλ(ϕλ(r))

≥ −(µ(λ)− µ1 − τλ)
1
p−1µ1φ+ µ(λ)(µ(λ) − µ1 − τλ)

1
p−1φ

−
(

(µ(λ) − µ1 − τλ)
p
p−1φ+

k∑
i=2

λiλ
−pi−1

p−1

1 (µ(λ) − µ1 − τλ)
pi
p−1φ

)

= (µ(λ)− µ1 − τλ)
1
p−1

τλ − k∑
i=2

λi

(
µ(λ)− µ1 − τλ

λ1

) pi−1

p−1

 φ
≥ (µ(λ)− µ1 − τλ)

1
p−1

τλ − k∑
i=2

λi

(
µ(λ)

λ1

) pi−1
p−1

 φ
≥ (µ(λ)− µ1 − τλ)

1
p−1

(
τλ −

k∑
i=2

λiC
pi−1

p−1

12

)
φ = 0.

(5.5)

Thus the proof is complete. �

The following lemma is obvious:

Lemma 5.2. Φλ(r) := µ(λ)
1
p−1 is a supersolution of (5.4).
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Since ϕλ(r) ≤ Φλ(r) and vλ(r) is the unique solution of (5.4), we obtain by
Lemma 5.1 and Lemma 5.2 that for 0 ≤ r ≤ 1

ϕλ(r) ≤ vλ(r) ≤ Φλ(r). (5.6)

Especially, by putting r = 0 in (5.6), we obtain

(µ(λ) − µ1 − τλ)
1
p−1 ≤ σλ ≤ µ(λ)

1
p−1 . (5.7)

Lemma 5.3. vλ is a supersolution of

w′′λ(r) +
N − 1

r
w′λ(r) + (µ(λ)− τλ)wλ(r)− wλ(r)p = 0, 0 < r < 1,

wλ(r) > 0, 0 ≤ r < 1,

w′λ(0) = 0, wλ(1) = 0,

(5.8)

Proof. By (5.4), (5.7) and Lemma 4.1 we obtain

v′′λ(r) +
N − 1

r
v′λ(r) + (µ(λ)− τλ)vλ(r) − vλ(r)p

=

(
k∑
i=2

λiλ
−pi−1

p−1

1 vλ(r)
pi−1 −

k∑
i=2

λiC
pi−1

p−1

12

)
vλ(r)

≤
(

k∑
i=2

λiλ
−pi−1
p−1

1 µ(λ)
pi−1
p−1 −

k∑
i=2

λiC
pi−1
p−1

12

)
vλ(r) ≤ 0.

(5.9)

Thus the proof is complete. �

Lemma 5.4. ϕλ(r) is a subsolution of (5.8).

Proof.

ϕ′′λ(r) +
N − 1

r
ϕ′λ(r) + (µ(λ) − τλ)ϕλ(r) − ϕλ(r)p

≥ −(µ(λ) − µ1 − τλ)
1
p−1µ1φ+ (µ(λ)− τλ)(µ(λ) − µ1 − τλ)

1
p−1φ

− (µ(λ) − µ1 − τλ)
p
p−1φ = 0.

(5.10)

Thus the proof is complete. �

Let wλ be the unique positive solution of (5.8). Then we derive from (5.6) and
Lemma 5.4 that

ϕλ(r) ≤ wλ(r) ≤ vλ(r). (5.11)

We note here that by Lemma 4.1 and (A.3), µ(λ) − τλ →∞ as λ1 →∞.
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Lemma 5.5. 9, Theorem Let η > µ1. Furthermore, let zη be the unique positive
solution of the following equation:

z′′(r) +
N − 1

r
z′(r) + ηz(r)− z(r)p = 0, 0 < r < 1,

z(r) > 0, 0 ≤ r < 1,

z′(0) = 0, z(1) = 0,

(5.12)

Then there exist constants C13, C14 > 0 such that for η� 1

‖zη‖p−1
2 + C13‖zη‖

p−1
2

2 ≤ η ≤ ‖zη‖p−1
2 + C14‖zη‖

p−1
2

2 . (5.13)

Now we are ready to prove Theorem 2.4.

Proof of Theorem 2.4. Since ‖vλ‖2 = λ
1
p−1

1 α, we obtain by (5.11) and (5.13) that for
λ1 � 1

µ(λ) − τλ ≤ ‖wλ‖p−1
2 + C14‖wλ‖

p−1
2

2 ≤ ‖vλ‖p−1
2 + C14‖vλ‖

p−1
2

2

≤ λ1α
p−1 + C14λ

1
2
1 α

p−1
2 ;

this implies that

µ(λ) ≤ λ1α
p−1 + C14λ

1
2
1 α

p−1
2 +

k∑
i=2

λiC
pi−1

p−1

12 . (5.15)

Next, let yλ be the unique positive solution of

y′′(r) +
N − 1

r
y′(r) + µ(λ)y(r) − y(r)p = 0, 0 < r < 1,

y(r) > 0, 0 ≤ r < 1,

y′(0) = 0, y(1) = 0.

(5.16)

Then by (5.4), it is clear that vλ is a subsolution of (5.16). Furthermore, Φλ(r) =

µ(λ)
1
p−1 is a supersolution of (5.16). Then by (5.6) we see that

vλ(r) ≤ yλ(r) ≤ µ(λ)
1
p−1 . (5.17)

Then by Lemma 5.5 and (5.17) we obtain

µ(λ) ≥ ‖yλ‖p−1
2 + C13‖yλ‖

p−1
2

2 ≥ ‖vλ‖p−1
2 + C13‖vλ‖

p−1
2

2

≥ λ1α
p−1 + C13λ

1
2
1 α

p−1
2 .

(5.18)

Now Theorem 2.4 follows from (5.15) and (5.18). Thus the proof is complete. �
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In order to prove Corollary 2.5, we apply the following Lemma 5.6 instead of
Lemma 5.5:

Lemma 5.6. 8, Theorem Let η > (nπ)2. Furthermore, let wn,η be the unique
solution of

−w′′(r) + |w(r)|p−1w(r) = ηw(r), 0 < r < 1,

w(r) > 0, 0 < r <
1

n
,

w
(
j

n

)
= 0(j = 0, 1, · · · , n).

(5.19)

Then for η� 1, (5.13) holds.

By using Lemma 5.6 instead of Lemma 5.5, we can prove Corollary 2.5 by the
same arguments as those used in the proof of Theorem 2.4. �

6 Proof of Theorem 2.6.

In order to prove Theorem 2.6, we apply the following lemma:

Lemma 6.1. 2, Theorem 2 Let u0 ∈ C2(B̄) be any function on B such that u0 > 0
almost everywhere in B, u0 = 0 on ∂B and ‖u0‖2 = α. Then

µ(λ) ≤ sup
x∈B̄

(
−4u0(x) +

∑k
i=1 λifi(u0(x))

u0(x)

)
. (6.1)

Proof of Theorem 2.6. At first, we shall prove the continuity of µ(λ). We fix an
arbitrary λ0 = (λ0,1, λ0,2, · · · , λ0,k) ∈ Rk

+ \ {0}. We may assume without loss of
generality that λ0,1 > 0. We fix u0 which satisfies the conditions imposed in Lemma
6.1. Then for |λ− λ0| ≤ δ � 1

µ(λ) ≤ sup
x∈B̄

(
−4u0(x)

u0(x)

)
+

k∑
i=1

λi sup
x∈B̄

(
fi(u0(x))

u0(x)

)
≤ C15 + C15

k∑
i=1

λi ≤ C16. (6.2)

We derive from (3.3) and (6.2) that for |λ− λ0| ≤ δ � 1

(λ0,1 − δ)
f1(σλ)

σλ
≤

k∑
i=1

λi
fi(σλ)

σλ
≤ µ(λ) ≤ C16;

this implies that σλ ≤ C17 for |λ− λ0| ≤ δ � 1. Multiply (1.1) by rN−1 we have

(rN−1u′λ(r))
′ + rN−1(µ(λ)uλ(r) −

k∑
i=1

λifi(uλ(r))) = 0; (6.3)
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this implies that for 0 ≤ r < 1

rN−1u′λ(r) =
∫ r

0
sN−1(

k∑
i=1

λifi(uλ(s))− µ(λ)uλ(s))ds. (6.4)

Then by (6.2) and (6.4)

|u′λ(r)| ≤
1

rN−1

∫ r

0
sN−1|

k∑
i=1

λifi(uλ(s))− µ(λ)uλ(s)|ds ≤ C18r. (6.5)

Furthermore, by (2.1), (6.2) and (6.5) we obtain that for 0 ≤ r < 1

|u′′λ(r)| ≤ (N − 1)|u′λ(r)|
r

+ µ(λ)σλ +
k∑
i=1

λifi(σλ) ≤ C19. (6.6)

Therefore, we find from (6.5) and (6.6) that we can apply Ascoli-Arzela’s theorem,
and we can choose a subsequence of (λ), which we write (λ) again, such that as
λ→ λ0

uλ −→ u1, u
′
λ −→ u′1 (6.7)

uniformly on any compact subsets in [0, 1]. Furthermore, by (6.2), we can choose a
subsequence of (µ(λ)), which we write (µ(λ)) again, such that µ(λ) → µ0 as λ→ λ0.
Then we easily see from (1.1), (6.7) that (u1, λ0, µ0) is a weak solution of (1.1) and
by a standard regularity argument, u1 ∈ C2(B). Furthermore, by (6.7) we obtain
‖u1‖2 = α. Hence, by Berestycki [2, Théorème 4] we find that µ0 = µ(λ). Now our
assertion follows from a standard compactness argument.

Finally, we shall prove (2.7). Let φ1 be the first eigenfunction associated with
µ1 satisfying ‖φ1‖2 = α. Then by Lemma 6.1

µ(λ) ≤ sup
x∈B̄

(
−4φ1(x)

φ1(x)

)
+

k∑
i=1

λi sup
x∈B̄

fi(φ1(x))

φ1(x)
= µ1 + C20

k∑
i=1

λi. (6.8)

Thus the proof is complete. �
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