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Constantin Udrişte, Simona Dinu, Ionel Ţevy
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Abstract. In this paper, the multitime optimal control problem consists
in devising a control such as to transfer a completely integrable linear PDE
system from some given initial state to a specified target (which may be
fixed or moving) in an optimal multitime characterized by a minimum
mechanical work. For that we use an appropriate curvilinear integral ac-
tion. This kind of problems are based on Hamiltonian 1-forms depending
linearly on the controls. They exhibits additional features which we now
discuss. Firstly, we underline some historical data of interest for optimal
problems with curvilinear integral cost. Secondly, our original results con-
centrate on: (1) the existence of multitime optimal controls for problems
associated to a curvilinear integral action and a linear m-flow type PDE
system, (2) some properties of the reachable set, (3) the maximum prin-
ciple for linear multitime optimal control problems fixed by a curvilinear
integral action and an m-flow type PDE system, (4) the bang-bang opti-
mal solution, (5) two basic examples: control of a two-time rocket railroad
car and of a two-time vibrating spring.

M.S.C. 2010: 49J30, 49J20.
Key words: linear multitime optimal control; reachable set; multitime maximum
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1 Introduction

Let us analyze again a multitime optimal control problem based on a path independent
curvilinear integral as cost functional and on PDE constraints of m-flow type (see the
papers [5], [6], [8]-[29]). The cost functionals of mechanical work type appear in many
applications, as for example, a multi-player multitime optimal control problem where
we study the effects on a multitime optimal dynamic system of the interaction of
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several decision makers, having similar interests and choosing cooperative strategies
such as to maximize their common payoff. Of course, to describe some m-dimensional
objects as optimal evolution maps, a deeply understanding of the meaning of evolution
is necessary. The main results include generalizations to multitime case of the single-
time optimal control in the vision of Lawrence C. Evans and Lev S. Pontryagin. They
are complementary to those in the papers [1]-[4], [7], [30], which refer to multiple
integral cost functionals.

A multitime optimal control problem where the control variables enter the Hamil-
tonian linearly, either via the objective functional or the dynamic system or both is
called linear. Since the Hamiltonian is linear in the control variables, necessarily the
latter are bounded.

Section 1 underlined the interest for the curvilinear cost integral and gives some
historical data. Section 2 proves the existence of multitime optimal controls for prob-
lems associated to a curvilinear integral action and an m-flow type PDE system.
Section 3 gives some properties of the reachable set. Section 4 formulates and proves
the maximum principle for linear multitime optimal control problems fixed by a curvi-
linear integral action and an m-flow type PDE system, using the control Hamiltonian
1-form. Section 5 proves the existence of bang-bang optimal solution. Section 6 an-
alyzes the control of a two-time rocket railroad car and the control of a two-time
vibrating spring.

2 Existence of multitime optimal controls
in linear problems

Let Ω0τ be the parallelepiped determined by the opposite diagonal points 0 = (0, . . . , 0)
and τ = (τ1, . . . , τm) in Rm

+ , endowed with the product order. We start with a com-
pletely integrable linear first-order multitime dynamic constraints

(PDE)
∂x

∂sα
(s) = Mαx(s) + Nαu(s), s ∈ Ω0τ

and the initial condition x(0) = x0, for given constant matrices Mα ∈ Mn×n(R),
Nα ∈ Mn×k(R), and the control set U = [−1, 1]k ⊂ Rk. Of course, the complete
integrability conditions [8], [12]

(Nαδγ
β −Nβδγ

α)
∂u

∂sγ
= 0, MαNβ = MβNα, MαMβ = MβMα

impose the set U of admissible controls. To cover more situations, we can enlarge the
previous conditions to x(s) ∈ H∞(Ω0τ , Rn), u(s) ∈ H∞(Ω0τ , Rk).

Let φ(t) be a differentiable function. Our problem is defined by the cost functional

(P ) P (u(·)) = −
∫

γ0τ

dφ(s) = φ(0)− φ(τ),

where γ0τ is an arbitrary C1 increasing curve joining the points 0 = (0, . . . , 0) and
τ = (τ1, . . . , τm), with τ = τ(u(·)), as a multitime for which the solution m-sheet
of PDE hits the origin 0 (If the m-sheet never hits 0, we set τ = ∞). Of course,



Multitime optimal control for linear PDEs 89

the functional P (u(·)) is a path independent curvilinear integral and always we can
assume φ(0) = 0. Also, it is an upper semi-continuous functional.

Remark. We can take the function φ(t) as symmetric polynomial in t1, ..., t2. For
example, the function φ(t) = t1 · · · tm appears in the multitime Itô isometry stochastic
theory [10], [29].

Optimal multitime problem. Let U be the set of all admissible controls. Giving
the starting point x0 ∈ Rn, find an optimal control u∗(·) such that

P (u∗(·)) = max
u(·)∈U

P (u(·)),

using (PDE) evolution as constraint. Since φ(τ∗) = −P (u(·)), the point τ∗ =
(τ∗1, . . . , τ∗m) ensures the minimum multitime value φ(τ∗) to steer to the origin.
The foregoing multitime optimum problem is by no means the only case of Linear
Optimal Control, but it is an important one.

Theorem 2.1. (Existence of multitime optimal control) For each point x0 ∈
Rn, there exists an optimal control u∗(·).
Proof. Let C(t) be the reachable set for multi-time t. Define the set Tx0 = {t =
(t1, . . . , tm)|x0 ∈ C(t)}, and define the point τ∗ = (τ∗1, . . . , τ∗m) ∈ T x0 such that
φ(τ∗) = inft∈Tx0

φ(t).
Let us show that there exists an optimal control u∗(·) steering the point x0 to the

point 0 at multitime τ∗ = (τ∗1, . . . , τ∗m), i.e., x0 ∈ C(τ∗).
Since x0 ∈ C(t̄) implies x0 ∈ C(t) for all multitimes t ≥ t̄, we can select a

decreasing sequence of multitimes t1 ≥ t2 ≥ · · · ≥ tn ≥ · · · with x0 ∈ C(tn) and
lim

n→∞
tn = τ∗. Because x0 ∈ C(tn), there exists a control un(·) ∈ U satisfying

x0 = −
∫

γ0tn

X−1(s)Nβun(s)dsβ ,

where γ0tn is an arbitrary C1 increasing curve joining the points 0 and tn (see the
general solution of a linear PDE system, [9], [13]).

If necessary, redefine un(s) to be 0 for tn ≤ s. According Alaoglu Theorem for
a path independent curvilinear integral functional [13], there exists a subsequence
nk →∞ and a control u∗(·) such that unk

⇀ u∗ (weak convergence).
Let us prove that u∗(·) is an optimal control. First we remark that u∗(s) = 0 for

s ≥ τ∗. On the other hand,

x0 = −
∫

γ0tnk

X−1(s)Nβunk
(s)dsβ = −

∫

γ0t1

X−1(s)Nβunk
(s)dsβ

because unk
(s) = 0 for s ≥ tnk

. Taking the limit for nk →∞, we obtain

x0 = −
∫

γ0t1

X−1(s)Nβu∗(s)dsβ = −
∫

γ0τ∗
X−1(s)Nβu∗(s)dsβ

since u∗(s) = 0 for s ≥ τ∗. Hence x0 ∈ C(τ∗), therefore u∗(·) is optimal. ¤

Remark 2.1. The existence of an optimal control u∗(·) implies the existence of an
optimal bang-bang control (see Section 5; see also the papers [9], [13]).
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3 Geometry of the reachable set

Let us show how we compute an optimal control u∗(·). For that we find some prop-
erties of the reachable set

K(t, x0) = {x1 | ∃u(·) ∈ U which steers from x0 tox1 at multitime t}.

Having in mind that the m-sheet x(·) is a solution of the (PDE), we can write

x1 ∈ K(t, x0) ⇔ x1 = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβu(s)dsβ = x(t)

for some control u(·) ∈ U .

Theorem 3.1. (Geometry of the reachable set) The reachable set K(t, x0) is
convex and closed.

Proof. Convexity If x1, x2 ∈ K(t, x0), then there exists u1, u2 ∈ U with

x1 = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβu1(s)dsβ

x2 = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβu2(s)dsβ .

For 0 ≤ λ ≤ 1, we can write

λx1 + (1− λ)x2 = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβ (λu1(s) + (1− λ)u2(s))︸ ︷︷ ︸
∈U

dsβ .

Hence λx1 + (1− λ)x2 ∈ K(t, x0).
Closeness Suppose xn ∈ K(t, x0), n = 1, 2, . . . and xn → y. We need to show

y ∈ K(t, x0). As xn ∈ K(t, x0), there exists un(·) ∈ U with

xn = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβun(s)dsβ .

The Theorem of Alaoglu shows the existence of a subsequence nj → ∞ and u ∈ U
such that unj ⇀ u (weak convergence). Consequently, replacing n with nj and taking
the limit we obtain

y = X(t)x0 + X(t)
∫

γ0t

X−1(s)Nβu(s)dsβ ,

i.e., y ∈ K(t, x0), and hence K(t, x0) is closed.
Recall τ∗ denotes a multitime corresponding to a maximum φ(0) − φ(τ) it takes

to steer to the point 0, using the optimal control u∗. Note that then 0 ∈ ∂K(τ∗, x0).
¤
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4 The maximum principle for
linear multitime optimal control

Let us show how we can find explicitly an optimal control u∗(·) solving a linear
multitime optimal control problem.

Theorem 4.1. (Maximum principle for linear multitime optimal control)
There exists a nonzero vector h such that

(Mβ) hT X−1(t)Nβu∗(t) = max
u∈U

{hT X−1(t)Nβu}

for each multitime 0 ≤ t ≤ τ∗.

Interpretation. If we know the vector h, then the maximization principle (Mβ)
provides us a criterion for computing u∗(·). The papers [7]-[22] show that the assertion
(Mβ) is a special case of a general theory.

Proof. Step 1. We recall 0 ∈ ∂K(τ∗, x0). Since K(τ∗, x0) is convex, there exists a
supporting plane to K(τ∗, x0) at the point 0, i.e., there exists g 6= 0 with gx1 ≤ 0,
x1 ∈ K(τ∗, x0).

Step 2. On the other hand x1 ∈ K(τ∗, x0) if and only if there exists u(·) ∈ U
such that

x1 = X(τ∗)x0 + X(τ∗)
∫

γ0τ∗
X−1(s)Nβu(s)dsβ .

Also
0 = X(τ∗)x0 + X(τ∗)

∫

γ0τ∗
X−1(s)Nβu∗(s)dsβ .

Since gx1 ≤ 0, along an increasing curve γ0τ∗ , we have

gT

(
X(τ∗)x0 + X(τ∗)

∫

γ0τ∗
X−1(s)Nβu(s)dsβ

)
≤ 0

0 = gT

(
X(τ∗)x0 + X(τ∗)

∫

γ0τ∗
X−1(s)Nβu∗(s)dsβ

)
.

Define hT = gT X(τ∗). Then
∫

γ0τ∗
hT X−1(s)Nβu(s)dsβ ≤

∫

γ0τ∗
hT X−1(s)Nβu∗(s)dsβ

and consequently
∫

γ0τ∗
hT X−1(s)Nβ(u∗(s)− u(s))dsβ ≥ 0, ∀u(·) ∈ U ,

(along the increasing curve γ0τ∗).
Step 3. We claim now that the foregoing inequality implies

hT X−1(s)Nβu∗(s) = max
u∈U

{hT X−1(s)Nβu}
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for almost every multitime s.
To check, we proceed by reductio to absurdum. Suppose not; then there would

exist a subset E ⊂ Ω0,τ∗ of positive measure, such that

hT X−1(s)Nβu∗(s) < max
u∈U

{hT X−1(s)Nβu}, s ∈ E.

Introduce a new control

û(s) =

{
u∗(s) for s /∈ E

u(s) for s ∈ E,

where u(s) is selected by

max
u∈U

{hT X−1(s)Nβu} = hT X−1(s)Nβu(s).

Then, along an increasing curve,
∫

γE

hT X−1(s)Nβ(u∗(s)− û(s))dsβ

︸ ︷︷ ︸
<0

≥ 0,

in contradiction to Step 2 above. ¤

Let us change the point of view as in the general theory developed in the papers
[8]-[29]. First of all, define the autonomous control Hamiltonian 1-form

Hβ(x, p, u) = − ∂φ

∂tβ
+ pT (Mβx + Nβu), x, p ∈ Rn, u ∈ U.

Theorem 4.2. (Another way to write maximum principle for multi-time
optimal control) Let u∗(·) be a multitime optimal control and x∗(·) the corresponding
response of the evolution system. Then there exists the function p∗(·) : Ω0τ∗ → Rn

satisfying

(PDE)
∂x∗

∂tα
(t) =

∂Hα

∂p∗
(x∗(t), p∗(t), u∗(t))

(ADJ)
∂p∗

∂tα
(t) = −∂Hα

∂x∗
(x∗(t), p∗(t), u∗(t))

and

(Mβ) Hβ(x∗(t), p∗(t), u∗(t)) = max
u∈U

Hβ(x∗(t), p∗(t), u).

The PDEs denoted by (ADJ) are called the adjoint equations and (Mβ) the max-
imization principle. The function x∗(t) is called optimal state. The function p∗(·) is
called the optimal costate.
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Proof. Step 1. We take the vector h like in the Theorem 4.1, and we introduce the
Cauchy problem

∂p∗

∂tα
(t) = −MT

α p∗(t), p∗(0) = h,

associated to a completely integrable PDE system. The solution of this problem is
p∗(t) = e−MT

α tα

h. Consequently p∗T (t) = hT X−1(t), because (e−MT
α tα

)T = e−Mαtα

=
X−1(t).

Step 2. From Theorem 4.1 and from the conditions (Mβ), we find

hT X−1(t)Nβu∗(t) = max
u∈U

{hT X−1(t)Nβu}.

Since p∗T = hT X−1(t), this means

−φβ(t) + p∗T (t)(Mβx∗(t) + Nβu∗(t)) = max
u∈U

{−φβ(t) + p∗T (t)(Mβx∗(t) + Nβu)}.

Step 3. We remark that the definition of the control Hamiltonian 1-from deter-
mines the former (PDE) and (ADJ) for the dynamical equations. ¤

5 Existence of a bang-bang control

The previous multitime optimal control problem is linear since the control variables
enter the Hamiltonian 1-form Hβ linearly affine. The foregoing Hamiltonian 1-form
Hβdtβ can be written as

H = Hβ(x, p, u)dtβ = −dφ(t) + pT (t)Mβix
idtβ + pT (t)Nβauadtβ ,

where
∂p

∂tα
(t) = −MT

α p(t), p(0) = h,

i.e., p(t) = e−MT
α tα

h. The extremum of all components pT (t)Nβaua exists since the
control variables are bounded, i.e., −1 ≤ ua ≤ 1; for optimum, they must be at the
boundary ∂U of the admissible region U (see, linear optimization, simplex method).
When the multitime maximum principle is applied to this type of problems, we need
the coefficients Qβa(t) = pT (t)Nβa, and then the optimal control u∗a must be the
function

u∗a = sgn(Qβa(t)) =





1 for Qβa(t) > 0 : bang-bang control
undetermined for Qβa(t) = 0 : singular control

−1 for Qβa(t) < 0 : bang-bang control.

Suppose the measure of each set Qβa(t) = 0, t ∈ Ω0τ vanishes. Then the singular
control is ruled out and the remaining possibilities are bang-bang controls. This
optimal control is discontinuous since each component jumps from a minimum to a
maximum and vice versa in response to each change in the sign of each Qβa(t). The
1-forms Qβa(t) = pT (t)Nβadtβ are called the switching 1-forms.
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6 Two-time examples

Let Rm
+ endowed with the product order and t ∈ Rm

+ . Though a little strange, due
to mathematical language, there are many significant multitime evolutions (deforma-
tions) x(t) ∈ Rn, from the point x(0) to the point x(t), similar to the image created
when we move the cursor on the desktop. Their control is a basic problem in applied
sciences.

6.1 Two-time rocket railroad car

Let us use the general notations

t = (t1, t2) ∈ Ω0τ , x1(t) = q(t), x2(t) = v1(t) =
∂q

∂t1
, x3(t) = v2(t) =

∂q

∂t2
.

Then the two-time rocket railroad car PDE system is

∂

∂t1




x1

x2

x3


 (t) =




0 1 0
0 0 0
0 0 0







x1

x2

x3


 (t) +




0
1
0


 u(t)

∂

∂t2




x1

x2

x3


 (t) =




0 0 1
0 0 0
0 0 0







x1

x2

x3


 (t) +




0
0
1


u(t),

U = [−1, 1], M1 =




0 1 0
0 0 0
0 0 0


, M2 =




0 0 1
0 0 0
0 0 0


,

N1 =




0
1
0


, N2 =




0
0
1


.

This PDE system is (piecewise) completely integrable if ∂u
∂t1 = ∂u

∂t2 = 0, i.e., u(t) is
(piecewise) constant. The maximum principle in Theorem 4.2 shows the existence of
a vector h 6= 0 such that

(Mβ) hT X−1(t)Nβu∗(t) = max
−1≤u≤1

{hT X−1(t)Nβu}.

We will extract the interesting fact that an optimal control u∗(t) switches at least
ones.

We must compute the exponential matrix eMαtα

. To do that, we start with

M1M2 = M2M1 = 0;

M0
1 = I, M1 =




0 1 0
0 0 0
0 0 0


, M2

1 = 0, and so Mk
1 = 0 for all k ≥ 2;

M0
2 = I, M2 =




0 0 1
0 0 0
0 0 0


, M2

2 = 0, and so Mk
2 = 0 for all k ≥ 2.
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Consequently

eMαtα

= I + Mαtα =




1 t1 t2

0 1 0
0 0 1


 = X(t).

Then

X−1(t) =




1 −t1 −t2

0 1 0
0 0 1




X−1(t)N1 =



−t1

1
0


 , X−1(t)N2 =



−t2

0
1




hT X−1(t)N1 = (h1 h2 h3)



−t1

1
0


 = −h1t

1 + h2

hT X−1(t)N2 = (h1 h2 h3)



−t2

0
1


 = −h1t

2 + h3.

According the maximum principle we must have

(−h1t
1 + h2)u∗(t) = max

|u|≤1
{(−t1h1 + h2)u}

(−h1t
2 + h3)u∗(t) = max

|u|≤1
{(−t2h1 + h3)u}.

Here we have a switching vector function of components σ1(t) = −h1t
1 + h2, σ2(t) =

−h1t
2 + h3. Supposing

h2

h1
< 0,

h3

h1
< 0 (see adjoint equations), we have

u∗(t) = sign h1 =





1 for h1 > 0

0 for h1 = 0

−1 for h1 < 0.

In this way the optimal control u∗(t) switches at most once, and so the control is
correct. If h1 = 0, then the optimal control u∗(t) is constant.

Geometric interpretation.
(i) Optimal state For u = 1, the optimal evolution is the parametrized surface

x1(t) = x1
0 + x2

0t
1 + x3

0t
2 +

1
2
(t1

2
+ t2

2
), x2(t) = x2

0 + t1, x3(t) = x3
0 + t2.

Consequently, the optimal 2-sheet of deformation is a convex paraboloid (of revolu-
tion)

Σ1 : x1 = x1
0 + (x2 − x2

0)x
2
0 + (x3 − x3

0)x
3
0 +

1
2

(
(x2 − x2

0)
2 + (x3 − x3

0)
2
)
,

whose axis is parallel to Ox1.
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If u = −1, the optimal evolution is the surface

x1(t) = x1
0 + x2

0t
1 + x3

0t
2 − 1

2
(t1

2
+ t2

2
), x2(t) = x2

0 − t1, x3(t) = x3
0 − t2.

Eliminating the parameters t1, t2, the optimal 2-sheet of deformation is a concave
paraboloid (of revolution)

Σ2 : x1 = x1
0 − (x2 − x2

0)x
2
0 − (x3 − x3

0)x
3
0 −

1
2

(
(x2 − x2

0)
2 + (x3 − x3

0)
2
)
,

whose axis is parallel to Ox1.
Conclusion: to get the origin we must switch our control u(·) back and forth

between the values ±1, causing the 2-sheet to switch between Σ1 and Σ2.
(ii) Optimal costate The Theorem 4.2 shows that the optimal costate is p∗T (t) =

hT X−1(t) or

p∗T (t) = (h1, h2, h3)




1 −t1 −t2

0 1 0
0 0 1


.

6.2 Control of two-time vibrating spring

Let us analyze the completely integrable parabolic-hyperbolic PDE system

∂2x

∂tα∂tβ
(t) + x(t) = u(t)δαβ , t = (t1, t2) ∈ Ω0τ , |u(t)| ≤ 1.

where we interpret the control u(t) as an exterior force on an oscillating weight (of
unit mass) hanging from a spring. The aim is to design an optimal control u∗(·) that
bring the two-time motion to a stop in a minimal two-time τ that provide a minimum
φ(τ). Suppose u(t) is (piecewise) constant. Then the complete integrability conditions
impose ∂x

∂t1 = ∂x
∂t2 and hence x = x(t1 + t2), i.e., the 2-sheet is reduced to an 1-sheet.

In general notations, we can write

x1(t) = x(t), x2(t) =
∂x

∂t1
(t) =

∂x

∂t2
(t)

∂

∂t1

(
x1

x2

)
(t) =

(
0 1

−1 0

)(
x1

x2

)
(t) +

(
0
1

)
u(t)

∂

∂t2

(
x1

x2

)
(t) =

(
0 1

−1 0

)(
x1

x2

)
(t) +

(
0
1

)
u(t)

M1 = M2 = M =
(

0 1
−1 0

)
, N1 = N2 = N =

(
0
1

)
, U = [−1, 1].

Using the maximum principle. The maximum principle in Theorem 4.2 asserts
the existence of h 6= 0 such that

(Mβ) hT X−1(t)Nβu∗(t) = max
u∈U

{hT X−1(t)Nβu}.
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To extract useful information from (Mβ) we need to compute the fundamental matrix
X(·). In this sense we remark that M is a skew symmetric matrix with

M0 = I, M =
(

0 1
−1 0

)
, M2 =

( −1 0
0 −1

)
= −I

and consequently

Mk =





I if k = 0, 4, 8 . . .

M if k = 1, 5, 9 . . .

−I if k = 2, 6 . . .

−M if k = 3, 7 . . .

In this way

X(t) = eMαtα

= eM(t1+t2) = I + (t1 + t2)M +
(t1 + t2)2

2
M2 + . . .

=
(

1− (t1 + t2)2

2!
+

(t1 + t2)4

4!
− . . .

)
I +

(
(t1 + t2)− (t1 + t2)3

3!
+ . . .

)
M

= I cos(t1 + t2) + Msin(t1 + t2) =

(
cos(t1 + t2) sin(t1 + t2)

− sin(t1 + t2) cos(t1 + t2)

)

and

X−1(t) =

(
cos(t1 + t2) − sin(t1 + t2)

sin(t1 + t2) cos(t1 + t2)

)
.

It follows

X−1(t)N =

( − sin(t1 + t2)

cos(t1 + t2)

)

and

hT X−1(t)Nβ = (h1 h2)

( − sin(t1 + t2)

cos(t1 + t2)

)

= −h1 sin(t1 + t2) + h2 cos(t1 + t2).

The conditions (Mβ) show that for each two-time t = (t1, t2) we must have

(−h1 sin(t1 + t2) + h2 cos(t1 + t2))u∗(t)

= max
|u|≤1

{(−h1 sin(t1 + t2) + h2 cos(t1 + t2))u}.

Here we have only one switching function

σ(t) = −h1 sin(t1 + t2) + h2 cos(t1 + t2).

Therefore
u∗(t) = sgn σ(t).
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Finding the optimal control. To simplify, suppose (h1)2 + (h2)2 = 1. Having in
mind the identity sin(x+y) = sin x cos y+cos x sin y, we can choose −h1 = cos δ, h2 =
sin δ and we write

u∗(t) = sgn(sin(t1 + t2 + δ)).
In this way we deduce that u∗ switches from +1 to −1, and vice versa, every π units
of sum-times.

Geometric interpretation.
(i) Optimal state For u = 1, the evolution PDEs system is

∂x1

∂t1
= x2,

∂x2

∂t1
= −x1 + 1

∂x1

∂t2
= x2,

∂x2

∂t2
= −x1 + 1.

We remark that
∂

∂tα
((x1(t)− 1)2 + (x2(t))2) = 2(x1(t)− 1)

∂x1

∂tα
+ 2x2(t)

∂x2

∂tα

= 2(x1(t)− 1)x2(t) + 2x2(t)(1− x1(t)) = 0.

Consequently, the motion satisfies

(x1 − 1)2 + (x2)2 = r2
1,

i.e., the 1-sheet of motion lies on a circle with center (1, 0).
If u = −1, the evolution PDEs system is

∂x1

∂t1
= x2,

∂x2

∂t1
= −x1 − 1;

∂x1

∂t2
= x2,

∂x2

∂t2
= −x1 − 1

and the first integral is
(x1 + 1)2 + (x2)2 = r2

2.

This means that the 1-sheet of motion lies on a circle with center (−1, 0).
Conclusion. To get to the origin we must switch our control u(·) back and forth

between the values ±1, causing the 1-sheet to switch between lying on circles centered
respectively at (−1, 0), (+1, 0). The switches occurs each π units of time.

(ii) Optimal costate The Theorem 4.2 shows that the optimal costate is p∗T (t) =
hT X−1(t) or

p∗T (t) = (h1, h2)

(
cos(t1 + t2) − sin(t1 + t2)

sin(t1 + t2) cos(t1 + t2)

)
.

7 Conclusion and further development

Our recent endeavor is dedicated to finding appropriate responses to problems of
multi-temporal optimal control based on curvilinear integral functionals (mechanical
works) and multi-temporal evolutions.

Issues addressed in this paper show that sometimes firstly we can find the optimal
control and then determine the optimal state and the optimal costate. It also appears
quite clear that, in treating multi-temporal optimal control problems, we need to a
sense for optimizing differential 1-forms. Our work in these topics are well known and
they will be enriched soon with multi-temporal optimal control theory.
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[29] C. Udrişte, V. Damian, Multitime stochastic maximum principle on curvilinear
integral actions, arXiv:1112.0865v1 [math.OC] 5 Dec. 2011.

[30] M. Wagner, Pontryagin’s maximum principle for Dieudonné-Rashevsky type prob-
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