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Abstract. We study properties and representations of the convo-
lution algebra and the algebra of pseudodifferential operators asso-
ciated to a continuous family groupoid. We show that the study of
representations of the algebras of pseudodifferential operators of or-
der zero completely reduces to the study of the representations of the
ideal of regularizing operators. This recovers the usual boundedness
theorems for pseudodifferential operators of order zero. We prove a
structure theorem for the norm completions of these algebras asso-
ciated to groupoids with invariant filtrations. As a consequence, we
obtain criteria for an operator to be compact or Fredholm. We end
with a discussion of the significance of these results to the index the-
ory of operators on certain singular spaces. For example, we give a
new approach to the question of the existence of spectral sections for
operators on coverings of manifolds with boundary. We expect that
our results will also play a role in the analysis on more general singular
spaces.
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Introduction

For the proof of his measured index theorem for C∞,0-foliations [3], Connes in-
troduced pseudodifferential operators on the holonomy groupoid. Two closely
related constructions of algebras of pseudodifferential operators for general dif-
ferentiable groupoids were proposed in [28, 29]. Coming from microlocal analy-
sis of pseudodifferential operators on manifolds with corners, a similar construc-
tion was suggested and used by Melrose [21], without mentioning groupoids
explicitly. While the initial motivation for these constructions was completely
different, eventually it was realized that they all can be used to formalize vari-
ous constructions with pseudodifferential operators related to adiabatic limits,
scattering or spectral problems, and index theoretical computations.
Recall that a groupoid is a small category in which every morphism is invertible.
The domain map d : G(1) −→ M associates to a morphism g : d(g) → r(g) its
domain d(g), which is an object in M . This yields a decomposition of the set
of morphisms

G(1) =
⋃

x∈M

d−1(x) .

The basic idea for a pseudodifferential calculus on groupoids is to consider fam-
ilies (Px)x∈M of pseudodifferential operators on the “fibers” Gx := d−1(x) that
are equivariant with respect to the action of the groupoid induced by compos-
ing compatible morphisms. All that is needed for this construction is in fact a
smooth structure on the sets Gx, x ∈ M . Of course, there is a maze of possible
ways to glue these fibers together. Let us only mention differentiable groupoids,
where the fibers, roughly speaking, depend smoothly on the parameter x ∈M ,
and continuous family groupoids introduced by Paterson [32] generalizing the
holonomy groupoid of a C∞,0-foliation as considered in [3]. In that case, the
dependence on x is merely continuous in an appropriate sense – see Section 1
for precise definitions.
In [28, 29] pseudodifferential operators were introduced on differentiable group-
oids; one of the main results is that (under appropriate restrictions on the dis-
tributional supports) pseudodifferential operators can be composed. Though
the definition is rather simple, these algebras of pseudodifferential operators re-
cover many previously known classes of operators, including families, adiabatic
limits, and longitudinal operators on foliations. Moreover, for manifolds with
corners, the pseudodifferential calculus identifies with a proper subalgebra of
the “b”–calculus [18, 19]. It is possible, however, to recover the “b”–calculus
in the framework of groupoids, as shown by the second autor in [27].
In this paper, we first extend the construction of [28, 29] to continuous family
groupoids. This more general setting enables us to freely restrict pseudodif-
ferential operators to invariant subsets of the groupoid; these restrictions are
necessary to fully understand the Fredholm properties of pseudodifferential op-
erators on groupoids. To see what are the technical problems when dealing
with the more restrictive setting of differentiable groupoids, simply note that
for instance, the boundary of a manifold with corners is not a manifold with
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corners anymore, so that the class of differentiable groupoids is not stable under
restriction to invariant subsets.
In the main part of the paper, we set up some analytical foundations for a
general pseudodifferential analysis on groupoids. This covers among others
the existence of bounded representations on appropriate Hilbert spaces, and
criteria for Fredholmness or compactness. This is inspired in part by the central
role played by groupoids in the work of Connes on index theory and by some
questions in spectral theory [13]. In both cases it is natural to consider norm
closures of the algebras of pseudodifferential operators that are of interest, so
the study of these complete algebras plays a prominent role in our paper. We
show that (and how) the geometry of the space of objects of a given groupoid
is reflected by the structure of the C∗-algebra generated by the operators of
order zero. The morphism of restricting to invariant subsets is an important
tool in this picture; these homomorphisms are in fact necessary ingredients to
understand Fredholm and representation theory of pseudodifferential operators.
Let us now briefly describe the contents of each section. The first section
introduces continuous family groupoids and explains how the results of [28]
and [29] can be extended to this setting. However, we avoid repeating the
same proofs.
In the second section, we discuss restriction maps, which are a generalization
of the indicial maps of Melrose. The third section contains the basic results on
the boundedness and representations of algebras of pseudodifferential operators
on a continuous family groupoid. We prove that all boundedness results for
pseudodifferential operators of order zero reduce to the corresponding results
for regularizing operators. This is obtained using a variant of the approach
of Hörmander [6]. In the fourth section, we study the structure of the norm
closure of the groupoid algebras and obtain a canonical composition series of
a groupoid algebra, if there is given an invariant stratification of the space of
units. This generalizes a result from [22]. As a consequence of this structure
theorem, we obtain characterizations of Fredholm and of compact operators in
these algebras in Theorem 4:

• An order zero operator between suitable L2-spaces is Fredholm if, and only
if, it is elliptic (i.e., its principal symbol is invertible) and its restrictions
to all strata of lower dimension are invertible as operators between certain
natural Hilbert spaces.

• An order zero operator is compact if, and only if, its principal symbol
and all its restrictions to strata of lower dimension vanish.

See Theorem 4 for the precise statements. These characterizations of com-
pactness and Fredholmness are classical results for compact manifolds with-
out boundary (which correspond in our framework to the product groupoid
G = M × M , M compact without boundary). For other classes of opera-
tors, characterizations of this kind were obtained previously for instance in
[17, 19, 20, 22, 23, 33, 41].
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The last section contains two applications. The first one is a discussion of
the relation between the adiabatic groupoid Gad canonically associated to a
groupoid G and index theory of pseudodifferential operators. The second ap-
plication is to operators on a covering M̃ of a manifold with boundary M , with
group of deck transformations denoted by Γ. We prove that every invariant,
b-pseudodifferential, elliptic operator on M̃ has a perturbation by regularizing
operators of the same kind that is C∗(Γ)-Fredholm in the sense of Mishenko
and Fomenko. This was first proved in [14] using “spectral sections.”
A differentiable groupoid is a particular case of a continuous family groupoid.
In particular, all results of this section remain valid for differentiable groupoids,
when they make sense. This also allows us to recover most of the results of
[12].
The dimension of the fibers Gx is constant in x on each component of M . For
simplicity, we agree throughout the paper to assume that M is connected and
denote by n the common dimension of the fibers Gx.
Acknowledgments: The first named author is indebted to Richard Melrose for
explaining the conormal nature of pseudodifferential operators. He wants to
thank the Massachusetts Institute of Technology and the SFB 478 at the Uni-
versity of Münster, and, in particular, Richard Melrose and Joachim Cuntz for
the invitation and excellent hospitality. Also, we would like to thank an anony-
mous referee for comments that helped to improve parts of the manuscript.

1 Basic Definitions

We begin this section by recalling some definitions involving groupoids. Then
we review and extend some results from [28, 29] on pseudodifferential operators,
from the case of differentiable groupoids to that of continuous family groupoids.
In the following, we shall use the framework of [28, 29], and generalize it to the
context of continuous family groupoids.
A small category is a category whose class of morphisms is a set. The class of
objects of a small category is then a set as well. By definition, a groupoid is
a small category G in which every morphism is invertible. See [37] for general
references on groupoids.
We now fix some notation and make the definition of a groupoid more explicit.
The set of objects (or units) of G is denoted by M or G(0). The set of morphisms
(or arrows) of a groupoid G is denoted by G(1). We shall sometimes write G
instead of G(1), by abuse of notation. For example, when we consider a space of
functions on G, we actually mean a space of functions on G(1). We will denote
by d(g) [respectively r(g)] the domain [respectively, the range] of the morphism
g : d(g) → r(g). We thus obtain functions

d, r : G(1) −→M = G(0) (1)

that will play an important role in what follows. The multiplication gh of
g, h ∈ G0 is defined if, and only if, d(g) = r(h). A groupoid G is completely
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determined by the spaces M and G and by the structural morphisms: d, r,
multiplication, inversion, and the inclusion M → G.
In [3], A. Connes defined the notion of a C∞,0-foliation. This leads to the
definition of a continuous family groupoid by Paterson [32]. Let us summarize
this notion.
By definition, a continuous family groupoid is a locally compact topological
groupoid such that G is covered by some open subsets Ω and:

• each chart Ω is homeomorphic to two open subsets of Rk × G(0), T × U
and T ′ × U ′ such that the following diagram is commutative:

T ′ × U ′

{{ww
www

ww
ww

Ω
'oo

r
||xx

xx
xx

xx
x

' //

d
""

EEEEEEEE T × U

""
EE

EE
EE

EE
E

U ′ r(Ω)
=oo d(Ω)

= // U

• each coordinate change is given by (t, u) 7→ (φ(t, u), u) where φ is of class
C∞,0, i.e. u 7→ φ(., u) is a continuous map from U to C∞(T, T ′).

In addition, one requires that the composition and the inversion be C∞,0 mor-
phisms.
Generally, we will transform several concepts from the smooth to the C∞,0

setting. The definitions are in the same spirit as the definition of a continuous
family groupoid, and the reader can fill in the necessary details without any
difficulties. For instance, the restriction A(G) of the d-vertical tangent bundle
TdG =

⋃
g∈G TgGd(g) of G to the space of units is called the Lie algebroid of G;

it is a C∞,0-vector bundle.
We now review pseudodifferential operators, the main focus being on the def-
inition and properties of the algebra Ψ∞(G) of pseudodifferential operators
on a continuous family groupoid G, and its variant, Ψ∞(G;E), the algebra of
pseudodifferential operators on G acting on sections of a vector bundle.
Consider a complex vector bundle E on the space of units M of a continuous
family groupoid G, and let r∗(E) be its pull-back to G. Right translations on
G define linear isomorphisms

Ug : C∞(Gd(g), r
∗(E)) → C∞(Gr(g), r

∗(E)) : (Ugf)(g′) = f(g′g) ∈ (r∗E)g′ (2)

which are defined because (r∗E)g′ = (r∗E)g′g = Er(g′).
Let B ⊂ Rn be an open subset. Define the space Sm(B×Rn) of symbols on the
bundle B×Rn → B as in [8] to be the set of smooth functions a : B×Rn → C

such that

|∂α
y ∂

β
ξ a(y, ξ)| ≤ CK,α,β(1 + |ξ|)m−|β| (3)

for any compact set K ⊂ B, for any multi-indices α and β, for any x ∈ K, and
for any ξ ∈ Rn. An element of one of our spaces Sm should more properly be
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said to have “order less than or equal to m”; however, by abuse of language we
will say that it has “order m.”
A symbol a ∈ Sm(B × Rn) is called classical (or polyhomogeneous) if it
has an asymptotic expansion as an infinite sum of homogeneous symbols
a ∼

∑∞
k=0 am−k, al homogeneous of degree l:

al(y, tξ) = tlal(y, ξ) if ‖ξ‖ ≥ 1

and t ≥ 1. (“Asymptotic expansion” is used here in the sense that for each

N ∈ N, the difference a−
∑N−1

k=0 am−k belongs to Sm−N (B ×Rn).) The space
of classical symbols will be denoted by Sm

cl (B×Rn); its topology is given by the
semi-norms induced by the inequalities (3). We shall be working exclusively
with classical symbols in this paper.
This definition immediately extends to give spaces Sm

cl (E;F ) of symbols on
E with values in F , where π : E → B and F → B are smooth Euclidean
vector bundles. These spaces, which are independent of the metrics used in
their definition, are sometimes denoted Sm

cl (E;π∗(F )). Taking E = B × Rn

and F = C one recovers Sm
cl (B × Rn) = Sm

cl (B × Rn; C).
Recall that an operator T : C∞

c (U) → C∞(V ) is called regularizing if, and only
if, it has a smooth distribution (or Schwartz) kernel. For any open subset W
of Rn and any complex valued symbol a on T ∗W = W × Rn, let

a(y,Dy) : C∞
c (W ) → C∞(W )

be given by

a(y,Dy)u(y) = (2π)−n

∫

Rn

eiy·ξa(y, ξ)û(ξ)dξ . (4)

Then, by definition, a pseudodifferential operator P on B is a continuous, linear
map P : C∞

c (B) → C∞(B) that is locally of the form P = a(y,Dy) +R, where
R is a regularizing operator.
We shall sometimes refer to pseudodifferential operators acting on a smooth
manifold as ordinary pseudodifferential operators, in order to distinguish them
from pseudodifferential operators on groupoids, a class of operators we now
define (and which are really families of ordinary pseudodifferential operators).
Throughout this paper, we shall denote by (Px, x ∈ M) a family of order m
pseudodifferential operators Px, acting on the spaces C∞

c (Gx, r
∗(E)) for some

vector bundle E over M . Operators between sections of two different vector
bundles E1 and E2 are obtained by considering E = E1⊕E2. (See also below.)

Definition 1 A family (Px, x ∈ M) as above is called continuous if, and
only if, for any open chart V ⊂ G, homeomorphic to W × d(V ), and for any
φ ∈ C∞,0

c (V ), we can find a continuous family of symbols (ax, x ∈ d(V )) with

ax ∈ Sm
cl (T

∗W ; End(E))

such that φPxφ corresponds to ax(y,Dy) under the diffeomorphism Gx∩V 'W ,
for each x ∈ d(V ).
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Thus, we require that the operators Px be given in local coordinates by symbols
ax that depend smoothly on longitudinal variables (with respect to d) and
continuously on transverse variables.
Let us denote by D the density bundle of the Lie algebroid A(G).

Definition 2 An order m, invariant pseudodifferential operator P on a con-
tinuous family groupoid G, acting on sections of the vector bundle E, is a con-
tinuous family (Px, x ∈ M) of order m, classical pseudodifferential operators
Px acting on C∞

c (Gx, r
∗(E ⊗D1/2)) that satisfies

Pr(g)Ug = UgPd(g), (5)

for any g ∈ G, where Ug is as in (2).

This definition is a generalization of the one in [28, 29]; moreover, we have
replaced the bundle E by E ⊗D1/2.
Let us denote by C−∞(Y ;E) := C∞

c (Y,E′ ⊗ Ω)′ the space of distributions on
a smooth manifold Y with coefficients in the bundle E; here E ′ is the dual
bundle of E, and Ω = Ω(Y ) is the bundle of 1-densities on Y .
We fix from now on a Hermitian metric on E, and we use it to identify E ′, the
dual of E, with E, the complex conjugate of E. Of course, E ' E.
For a family of pseudodifferential operators P = (Px, x ∈ G(0)) acting on Gx,
let us denote by Kx the distributional kernel of Px

Kx ∈ C−∞(Gx × Gx; r∗1(E ⊗D1/2) ⊗ r∗2(E ⊗D1/2)′ ⊗ Ω2) (6)

' C−∞(Gx × Gx; r∗1(E ⊗D1/2) ⊗ r∗2(E ⊗D1/2)).

Here Ω2 is the pull-back of the bundle of vertical densities r∗(D) on Gx to
Gx × Gx via the second projection. These distributional kernels are obtained
using Schwartz’ kernel theorem. Let us denote

END(E) := r∗(E ⊗D1/2) ⊗ d∗(E∗ ⊗D1/2).

The space of kernels of pseudodifferential operators on Gx is denoted, as usual,
by Im(Gx ×Gx,Gx; END(E)) where Gx ↪→ Gx ×Gx is embedded as the diagonal
[8].
Let µ1(g

′, g) = g′g−1. We define the support of the operator P to be

supp (P ) = ∪xµ1( supp (Kx)) ⊂ G. (7)

The family P = (Px, x ∈ G(0)) is called uniformly supported if, and only if,
supp (P ) is a compact subset of G(1). The composition PQ of two uniformly

supported families of operators P = (Px, x ∈ M) and Q = (Qx, x ∈M) on G(1)

is defined by pointwise multiplication:

PQ = (PxQx, x ∈M).
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Since
supp (PQ) ⊂ supp (P ) supp (Q),

the product is also uniformly supported. The action of a family P = (Px) on
sections of r∗(E) is also defined pointwise, as follows. For any smooth section
f ∈ C∞,0(G, r∗(E)), let fx be the restriction f |Gx

. If each fx has compact
support and P = (Px, x ∈ G(0)) is a family of ordinary pseudodifferential
operators, then we define Pf such that its restrictions to the fibers Gx are
given by

(Pf)x = Px(fx).

Let G be a continuous family groupoid. The space of order m, invari-
ant, uniformly supported pseudodifferential operators on G, acting on sec-
tions of the vector bundle E will be denoted by Ψm,0(G;E). For the triv-
ial bundle E = M × C, we write Ψm,0(G;E) = Ψm,0(G). Furthermore, let
Ψ∞,0(G;E) = ∪m∈ZΨm,0(G;E) and Ψ−∞,0(G;E) = ∩m∈ZΨm,0(G;E).
Thus, P ∈ Ψm,0(G;E) is actually a continuous family P = (Px, x ∈ G(0)) of
ordinary pseudodifferential operators. It is sometimes more convenient to con-
sider the convolution kernels of these operators. Let Kx(g, g′) be the Schwartz
kernel of Px, a distribution on Gx×Gx, as above; thus (Kx)x∈M is a continuous
family, equivariant with respect to the action of G:

∀g0 ∈ G, ∀g ∈ Gr(g0), ∀g
′ ∈ Gd(g0),Kr(g0)(g, g

′g−1
0 ) = Kd(g0)(gg0, g

′).

We can therefore define

kP (g) = Kd(g)(g, d(g)) (8)

which is a distribution on G, i.e. a continuous linear form on C∞,0(G).
We denote by Im,0

c (G,M ; END(E)) the space of distributions k on G such that
for any x ∈ G the distribution defined by

Kx(g, g′) := k(gg′
−1

)

is a pseudodifferential kernel on Gx × Gx, i.e. Kx ∈ Im(Gx ×Gx,Gx; END(E)),
and the family (Kx)x∈M is continuous. Let us denote by Sm,0

cl (A∗(G); End(E))
the space of continuous families (ax)x∈M with ax ∈ Sm

cl (TxGx; End(E)). For
P ∈ Ψm,0(G;E), let

σm(P ) ∈ Sm,0
cl (A∗(G); End(E))/Sm−1,0

cl (A∗(G); End(E)) (9)

be defined by
σm(P )(ξ) = σm(Px)(ξ),

if ξ ∈ A(G)x. Note that the principal symbol of P determines the principal
symbols of the individual operators Px by the invariance with respect to right
translations. More precisely, we have σm(Px) = r∗(σ(P ))|T∗Gx

. As in the
classical situation, it is convenient to identify the space on the right hand side
in (9)
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with sections of a certain bundle Pm. Let S∗(G) be the cosphere bundle of G,
that is, S∗(G) = (A∗(G) \ 0)/R∗

+ is the quotient of the vector bundle A∗(G)
with the zero section removed by the action of positive real numbers. Let Pm

be the bundle on S∗(G) whose sections are C∞,0-functions f on A∗(G) \ 0 that
are homogeneous of degree m. Then the quotient space in Equation (9) can
certainly be identified with the space C∞,0

c (S∗(G),End(E)⊗Pm), thus, we have
σm(P ) ∈ C∞,0

c (S∗(G),End(E)⊗Pm). The following theorem is a generalization
of results from [26, 28, 29] and extends some well-known properties of the
calculus of pseudodifferential operators on smooth manifolds.

Theorem 1 Let G be a continuous family groupoid. Then

Ψm,0(G;E)Ψm′,0(G;E) ⊂ Ψm+m′,0(G;E),

σm+m′(PQ) = σm(P )σm′(Q), and the map P 7→ kP establishes an isomor-
phism Ψm,0(G;E) 3 P 7−→ kP ∈ Im,0

c (G,M ; END(E)).
Moreover, the principal symbol σm gives rise to a short exact sequence

0 → Ψm−1,0(G;E) → Ψm,0(G;E)
σm

−−−→ C∞,0
c (S∗(G),End(E)⊗Pm) → 0. (10)

It follows that Ψ−∞,0(G;E) is a two-sided ideal of Ψ∞,0(G;E). Another con-
sequence of the above theorem is that we obtain the asymptotic completeness
of the spaces Ψm,0(G): If Pk ∈ Ψm,0(G) is a sequence of operators such that
the order of Pk − Pk+1 converges to −∞ and the kernels kPk

have support
contained in a fixed compact set, then there exists P ∈ Ψm,0(G), such that the
order of P − Pk converges to −∞.
Using an observation from [29], we can assume that E is the trivial one dimen-
sional bundleM×C. Indeed, we can realizeE as a sub-bundle of a trivial bundle
M × C

n, with the induced metric. Let e be the orthogonal projection onto E,
which is therefore an n×nmatrix, and hence it is a multiplier of Ψ∞,0(G). Then
Ψm,0(G;E) ' eMn(Ψm,0(G))e, for eachm, and form = ∞, it is an isomorphism
of algebras. In the last section we shall consider operators between different
vector bundles. They can be treated similarly, as follows. Suppose E0 and E1

are two vector bundles on M and (Px), x ∈ M , is a family of pseudodifferential
operators Px ∈ Ψm,0(Gx; r∗(E0), r

∗(E1)) satisfying the usual conditions: (Px)
is a continuous family of invariant, uniformly supported operators. The set of
such operators will be denoted Ψm,0(G;E0, E1). It can be defined using the
spaces Ψm,0(G) by the following procedure. Choose embeddings of E0 and E1

into the trivial bundle CN such that Ei can be identified with the range of a
projection ei ∈ MN(C∞(M). Then Ψm,0(G;E0, E1) ' e1MN(Ψm,0(G))e0, as
filtered vector spaces.
Sometimes it is convenient to get rid of the density bundles in the definition
of various algebras associated to a continuous family groupoid. This can easily
be achieved as follows. The bundle D is trivial, but not canonically. Choose
a positive, nowhere vanishing section ω of D. Its pull-back, denoted r∗(ω),
restricts to a nowhere vanishing density on each fiber Gx, and hence defines
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a smooth measure µx, with support Gx. From the definition, we see that the
measures µx are invariant with respect to right translations.
The choice of ω as above gives rise to an isomorphism

Φω : Ψ−∞,0(G) → C∞,0
c (G),

such that the convolution product becomes

f0 ∗ f1(g) =

∫

Gx

f0(gh
−1)f1(h)dµx(h),

where g, h ∈ G and x = d(g). If we change ω to φ−2ω, then we get
Φφ−2ω(f)(g) = φ(r(g))Φω(f)(g)φ(d(g)), and µx changes to (φ ◦ r)−1µx. See
Ramazan’s thesis [36] for the question of the existence of Haar systems on
groupoids.

2 Restriction maps

Let A ⊂M and let GA := d−1(A) ∩ r−1(A). Then GA is a groupoid with units
A, called the reduction of G to A. An invariant subset A ⊂M is a subset such
that d(g) ∈ A implies r(g) ∈ A. Then GA = d−1(A) = r−1(A).
In this section we establish some elementary properties of the restriction map

RY : Ψ∞,0(G) → Ψ∞,0(GY ) ,

associated to a closed, invariant subset Y ⊂M . Then we study the properties
of these indicial maps. For algebras acting on sections of a smooth, hermitian
bundle E on M , this morphism becomes

RY : Ψ∞(G;E) → Ψ∞,0(GY ;E|Y ).

Then Y is the space of units of the reduction GY and d−1(Y ) = r−1(Y ) is the
space of arrows of GY , hence

GY = (Y, d−1(Y ))

is a continuous family groupoid for the structural maps obtained by restricting
the structural maps of G to GY . As before, we identify the groupoid GY with
its set of arrows d−1(Y ).
Clearly, GY = d−1(Y ) is a disjoint union of d-fibers Gx, so if P = (Px, x ∈ G(0))
is a pseudodifferential operator on G, we can restrict P to d−1(Y ) and obtain

RY (P ) := (Px, x ∈ Y ),

which is a family of operators acting on the fibers of d : GY = d−1(Y ) → Y and
satisfies all the conditions necessary to define an element of Ψ∞,0(GY ). This
leads to a map

RY = RY,M : Ψ∞,0(G) → Ψ∞,0(GY ), (11)
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which is easily seen to be an algebra morphism.
If Z ⊂ Y are two closed invariant subsets of M , we also obtain a map

RZ,Y : Ψ∞,0(GY ) → Ψ∞,0(GZ), (12)

defined analogously. The following proposition summarizes the properties of
the maps RY .

Proposition 1 Let Y ⊂M be a closed, invariant subset. Using the notation
above, we have:
(i) The convolution kernel kRY (P ) of RY (P ) is the restriction of kP to d−1(Y ).
(ii) The map RY is an algebra morphism with RY (Ψm,0(G)) = Ψm,0(GY ) and

C0(M \ Y )Im,0
c (G,M ; END(E)) ⊆ ker(RY ).

(iii) If Z ⊂ Y is a closed invariant submanifold, then RZ = RZ,Y ◦ RY .
(iv) If P ∈ Ψm,0(G), then σm(RY (P )) = σm(P ) on S∗(GY ) = S∗(G)|Y .

Proof: The definition of kP , equation (8), is compatible with restrictions,
and hence (i) follows from the definitions.
The surjectivity of RY follows from the fact that the restriction

Im,0
c (G,M) → Im,0

c (GY , Y )

is surjective. Finally, (iii) and (iv) follow directly from the definitions. �

Consider now an open invariant subset O ⊂ M , instead of a closed invariant
subset Y ⊂ M . Then we still can consider the reduction GO = (O, d−1(O)),
which is also a continuous family groupoid, and hence we can define Ψ∞,0(GO).
If moreover O is the complement of a closed invariant subset Y ⊂ M , then
we can extend a family (Px) ∈ Ψ∞,0(GO) to be zero outside O, which gives an
inclusion Ψ∞,0(GO) ⊂ Ψ∞,0(G). Clearly, Ψ∞,0(GO) ⊂ ker(RY ), but they are
not equal in general, although we shall see later on that the norm closures of
these algebras are the same.

3 Continuous representations

As in the classical case of pseudodifferential operators on a compact mani-
fold (without corners) M , the algebra Ψ0,0(G) of operators of order 0 acts by
bounded operators on various Hilbert spaces. It is convenient, in what follows,
to regard these actions from the point of view of representation theory. Un-
like the classical case, however, there are many (non-equivalent, irreducible,
bounded, and infinite dimensional) representations of the algebra Ψ0,0(G), in
general. The purpose of this section is to introduce the class of representations
in which we are interested and to study some of their properties. A consequence
of our results is that in order to construct and classify bounded representations
of Ψ0,0(G), it is essentially enough to do this for Ψ−∞,0(G).
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Let D1/2 be the square root of the density bundle

D = | ∧n A(G)|,

as before. If P ∈ Ψm,0(G) consists of the family (Px, x ∈ M), then each Px

acts on
Vx = C∞

c (Gx; r∗(D1/2)).

Since r∗(D1/2) = Ω
1/2
Gx

is the bundle of half densities on Gx, we can define a
hermitian inner product on Vx, and hence also the formal adjoint P ∗

x of Px.
The following lemma establishes that Ψ∞,0(G) is stable with respect to taking
(formal) adjoints. (The formal adjoint P ∗ of a pseudodifferential operator
P is the pseudodifferential operator that satisfies (P ∗φ, ψ) = (φ, Pψ), for all
compactly supported, smooth 1/2-densities φ and ψ.) Let

END(D1/2) := r∗(D1/2) ⊗ d∗(D1/2).

Lemma 1 If P = (Px, x ∈ M) ∈ Ψm,0(G), then (P ∗
x , x ∈ M) ∈ Ψm,0(G).

Moreover,
kP∗(g) = kP (g−1) ∈ I∞,0

c (G,M ; END(D1/2)), (13)

and hence σm(P ∗) = σm(P ).

Proof: It follows directly from the invariance of the family Px that the
family P ∗

x is invariant. The support supp (P ∗) = supp (kP∗) ⊂ G of the
reduced kernel kP∗ is ι( supp (P )) = {g−1, g ∈ supp (P )}, also a compact set.
Since the adjoint of a continuous family is a continuous family, we obtain that
(P ∗

x )x∈M defines an element of Ψm,0(G).
We now obtain the explicit formula (13) for the kernel of kP∗ stated above.
Suppose first that P ∈ Ψ−n−1,0(G). Then the convolution kernel kP of P is a
compactly supported continuous section of END(D1/2), and the desired formula
follows by direct computation. In general, we can choose Pm ∈ Ψ−n−1,0(G) such
that kPm

→ kP as distributions. Then kP∗

m
→ kP∗ as distributions also, which

gives (13) in general. �

Having defined the involution ∗ on Ψ∞,0(G), we can now introduce the repre-
sentations we are interested in. Fix m ∈ {0} ∪ {±∞} and let H0 be a dense
subspace of a Hilbert space.

Definition 3 A bounded ∗-representation of Ψm,0(G) on the inner product
space H0 is a morphism ρ : Ψm,0(G) → End(H0) satisfying

(ρ(P ∗)ξ, η) = (ξ, ρ(P )η) (14)

and, if P ∈ Ψ0,0(G),
‖ρ(P )ξ‖ ≤ CP ‖ξ‖, (15)

for all ξ, η ∈ H0, where CP > 0 is independent of ξ. One defines similarly
bounded ∗-representations of the algebras Ψm,0(G;E).
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Note that for m > 0 and P ∈ Ψm,0(G), ρ(P ) does not have to be bounded,
even if ρ is bounded. However, ρ(P ) will be a densely defined operator with
ρ(P ∗) ⊂ ρ(P )∗.

Theorem 2 Let H be a Hilbert space and let ρ : Ψ−∞,0(G;E) → End(H)
be a bounded ∗-representation. Then ρ extends to a bounded ∗-representation
of Ψ0,0(G;E) on H and to a bounded ∗-representation of Ψ∞,0(G;E) on the
subspace H0 := ρ(Ψ−∞,0(G;E))H of H. Moreover, any extension of ρ to a
∗-representation of Ψ0,0(G;E) is bounded and is uniquely determined provided
that H0 is dense in H.

Proof: We assume that E = C is a trivial line bundle, for simplicity. The
general case can be treated in exactly the same way. We first address the
question of the existence of the extension ρ with the desired properties. Let
P ∈ Ψm,0(G). If H0 is not dense in H, we let ρ(P ) = 0 on the orthogonal
complement of H0. Thus, in order to define ρ(P ), we may assume that H0 is
dense in H.
On H0 we let

ρ(P )ξ = ρ(PQ)η,

if ξ = ρ(Q)η, for some Q ∈ Ψ−∞,0(G) and η ∈ H; however, we need to show
that this is well-defined and that it gives rise to a bounded operator for each
P ∈ Ψ0,0(G). Thus, we need to prove that

∑N
k=1 ρ(PQk)ξk = 0, if P ∈ Ψ0,0(G)

and
∑N

k=1 ρ(Qk)ξk = 0, for some Qk ∈ Ψ−∞,0(G) and ξk ∈ H.
We will show that, for each P ∈ Ψ0,0(G), there exists a constant CP > 0 such
that

‖
N∑

k=1

ρ(PQk)ξk‖ ≤ CP ‖
N∑

k=1

ρ(Qk)ξk‖. (16)

This will prove that ρ(P ) is well defined and bounded at the same time. To
this end, we use an argument of [8]. Let M ≥ |σ0(P )| + 1, M ∈ R, and let

b = (M2 − |σ0(P )|2)1/2. (17)

Then b − M is in C∞,0
c (S∗(G)), and it follows from Theorem 1 that we can

find Q0 ∈ Ψ0,0(G) such that σ0(Q0) = b−M . Let Q = Q0 +M . Using again
Theorem 1, we obtain, for

R = M2 − P ∗P −Q∗Q ∈ Ψ0,0(G),

that
σ0(R) = σ0(M

2 − P ∗P −Q∗Q) = 0,

and hence R ∈ Ψ−1,0(G). We can also assume that Q is self-adjoint. We claim
that we can choose Q so that R is of order −∞. Indeed, by the asymptotic
completeness of the space of pseudodifferential operators, it is enough to find
Q such that R is of arbitrary low order and has principal symbol in a fixed
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compact set. So, assume that we have found Q such that R has order −m.
Then, if we let Q1 = Q+ (RS+SR)/4, where S is a self-adjoint parametrix of
Q (i.e., SQ− 1 and QS − 1 have negative order), then R1 = M2 − P ∗P −Q2

1

has lower order.
So, assume that R has order −∞, and let

ξ =

N∑

k=1

ρ(Qk)ξk, η =

N∑

k=1

ρ(PQk)ξk , and ζ =

N∑

k=1

ρ(QQk)ξk . (18)

Then we have

(η, η) (19)

=

N∑

j,k=1

(ρ(Q∗
kP

∗PQj)ξj , ξk)

=

N∑

j,k=1

(
M2(ρ(QkQj)ξj , ξk) − (ρ(Q∗

kQ
∗QQj)ξj , ξk) − (ρ(Q∗

kRQj)ξj , ξk)
)

= M2‖ξ‖2 − ‖ζ‖2 − (ρ(R)ξ, ξ) ≤ (M2 + ‖ρ(R)‖)‖ξ‖2.

The desired representation of Ψ0,0(G) on H is obtained by extending ρ(P ) by
continuity to H.
To extend ρ further to Ψ∞,0(G), we proceed similarly: we want

ρ(P )ρ(Q)ξ = ρ(PQ)ξ,

for P ∈ Ψ∞,0(G) and Q ∈ Ψ−∞,0(G). Let ξ and η be as in Equation (18). We
need to prove that η = 0 if ξ = 0. Now, because H0 is dense in H, we can find
Tj in Aρ the norm closure of ρ(Ψ−∞,0(G)) and ηj ∈ H such that η =

∑N
j=1 Tjηj .

Choose an approximate unit uα of the C∗-algebra Aρ, then uαTj → Tj (in the
sense of generalized sequences). We can replace then the generalized sequence
(net) uα by a subsequence, call it um such that umTj → Tj , as m → ∞. By
density, we may assume um = ρ(Rm), for some Rm ∈ Ψ−∞,0(G). Consequently,
ρ(Rm)η → η, as m→ ∞. Then

η = lim

N∑

k=1

ρ(Rm)ρ(PQk)ξk = lim

N∑

k=1

ρ(RmP )ρ(Qk)ξk = 0,

because RmP ∈ Ψ−∞,0(G).
We now consider the uniqueness of the extension of ρ to Ψ0,0(G). First, the
uniqueness of this extension acting on the closure of H0 = ρ(Ψ−∞,0(G))H is
immediate. This implies the boundedness of any extension of ρ to Ψ0,0(G) if
H0 is dense.
In general, a completely similar argument applies to give that on the orthogonal
complement of H0 any extension of ρ to Ψ0,0(G) factors through a representa-
tion of Ψ0,0(G)/Ψ−1,0(G), and hence it is again bounded. �
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Let x ∈ M , then the regular representation πx associated to x is the natural
representation of Ψ∞,0(G) on C∞

c (Gx; r∗(D1/2)), that is πx(P ) = Px. (Because
C∞

c (Gx; r∗(D1/2)) consists of half-densities, it has a natural inner product and
a natural Hilbert space completion.) As for locally compact groups, the regular
representation(s) will play an important role in our study and are one of the
main sources of examples of bounded ∗-representations.
Assume that M is connected, so that all the manifolds Gx have the same di-
mension n. We now proceed to define a Banach norm on Ψ−n−1,0(G). This
norm depends on the choice of a trivialization of the bundle of densities D,
which then gives rise to a right invariant system of measures µx on Gx. Indeed,
for P ∈ Ψ−n−1,0(G), we use the chosen trivialization of D to identify kP , which
is a priori a continuous family of distributions, with a compactly supported,
C∞,0-function on G, still denoted kP . We then define

‖P‖1 = sup
x∈M

{∫

Gx

|kP (g−1)|dµx(g),

∫

Gx

|kP (g)|dµx(g)

}
. (20)

If we change the trivialization of D, then we obtain a new norm ‖P‖′1, which is
however related to the original norm by ‖P‖′1 = ‖φPφ−1‖1, for some continuous
function φ > 0 on M . This shows that the completions of Ψ−n−1,0(G) with
respect to ‖ ‖1 and ‖ ‖′1 are isomorphic.

Corollary 1 Let x ∈ M . Then the regular representation πx is a bounded
∗-representation of Ψ0,0(G) such that ‖πx(P )‖ ≤ ‖P‖1, if P ∈ Ψ−n−1,0(G).

Proof: Suppose first that P ∈ Ψ−n−1,0(G). Then the convolution kernel kP

of P , which is a priori a distribution, turns out in this case to be a compactly
supported continuous section of

END(D1/2) = r∗(D1/2) ⊗ d∗(D1/2).

Choose a trivialization of D, which then gives trivializations of d∗(D) and r∗(D).
Also denote by µx the smooth measure on Gx obtained from the trivialization
of ΩGx

= r∗(D), so that L2(Gx, r
∗(D1/2)) identifies with L2(Gx, µx). Using

the same trivialization, we identify kP with a continuous, compactly supported
function.
The action of Px on C∞

c (Gx) is given then by

Pxu(g) =

∫

Gx

kP (gh−1)u(h)dµx(h).

Let y = r(g), x = d(g) = d(h), and z = r(h). Then the integrals
∫

Gx

|kP (gh−1)|dµx(h) =

∫

Gy

|kP (h−1)|dµy(h),

and ∫

Gx

|kP (gh−1)|dµx(g) =

∫

Gz

|kP (g)|dµz(g) ,
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are uniformly bounded by a constant M that depends only on kP and the
trivialization of D, but not on g ∈ Gx or h ∈ Gx. A well-known estimate
implies then that Px is bounded on L2(Gx, µx) with

‖πx(P )‖ = ‖Px‖ ≤M.

Then Theorem 2 gives the result. �

Note that the boundedness of order zero operators depends essentially on the
fact that we use uniformly supported operators. For properly supported oper-
ators this is not true, as seen by considering the multiplication operator with
an unbounded function f ∈ C(M).
Define now the reduced norm of P by

‖P‖r = sup
x

‖πx(P )‖ = sup
x

‖Px‖ , x ∈M.

Then ‖P‖r is the norm of the operator π(P ) :=
∏
πx(P ) acting on the Hilbert

space direct sum

l2−
⊕

x∈M

L2(Gx).

The Hilbert space l2-direct sum space l2 −⊕x∈ML2(Gx) is called the space of
the total regular representation. Also, let

‖P‖ = sup
ρ

‖ρ(P )‖,

where ρ ranges through all bounded ∗-representations ρ of Ψ0,0(G) such that

‖ρ(P )‖ ≤ ‖P‖1,

for all P ∈ Ψ−∞,0(G) and for some fixed choice of the measures µx correspond-
ing to a trivialization of D.
The following result shows, in particular, that we have ‖P‖r ≤ ‖P‖ < ∞, for
all P ∈ Ψ0,0(G), which is not clear a priori from the definition.

Corollary 2 Let P ∈ Ψ0,0(G), then ‖P‖ and ‖P‖r are finite and we have the
inequalities ‖RY (P )‖r ≤ ‖P‖r and ‖RY (P )‖ ≤ ‖P‖, for any closed invariant
submanifold Y of M .

Proof: Consider the product representation π =
∏

x∈M πx of Ψ−∞,0(G)
acting on

H :=
∏

L2(Gx;D1/2).

It follows from Corollary 1 that π is bounded. By Theorem 2, π is bounded on
Ψ0,0(G). This shows that ‖P‖r := ‖π(P )‖ is finite for all P ∈ Ψ0,0(G).
Moreover, we have

‖RY (P )‖r = sup
y∈Y

‖πy(P )‖ ≤ sup
x∈M

‖πx(P )‖ = ‖P‖r.

Documenta Mathematica 5 (2000) 625–655



Analysis on Groupoids 641

The rest is proved similarly. �

Denote by A(G) [respectively, by Ar(G)] the closure of Ψ0,0(G) in the norm ‖ ‖
[respectively, in the norm ‖ ‖r]. Also, denote by C∗(G) [respectively, by C∗

r (G)]
the closure of Ψ−∞,0(G) in the norm ‖ ‖ [respectively, in the norm ‖ ‖r].
We also obtain an extension of the classical results on the boundedness of the
principal symbol and of results on the distance of an operator to the regularizing
ideal. In what follows, S∗(G) denotes the space of rays in A∗(G), as in Section
1. By choosing a metric on A(G), we may identify S∗(G) with the subset of
vectors of length one in A∗(G).

Corollary 3 Let P ∈ Ψ0,0(G). Then the distance from P to C∗
r (G) in A(G)

is ‖σ0(P )‖∞. Similarly, dist(P,C∗(G)) = ‖σ0(P )‖∞, for all P ∈ Ψ0,0(G).
Consequently, the principal symbol extends to continuous algebra morphisms
Ar(G) → C0(S

∗(G)) and A(G) → C0(S
∗(G)) with kernels C∗

r (G) and C∗(G),
respectively.

Proof: Let P = (Px). Then, by classical results,

‖σ0(P )‖∞ = sup
x∈M

‖σ0(Px)‖∞ ≤ sup
x∈M

‖Px‖ = ‖P‖r ≤ ‖P‖.

This proves the first part of this corollary.
Consider now the morphism ρ : Ψ0,0(G) → Ar(G)/C∗

r (G). Then we proceed as
in the proof of Theorem 2, but we take M = ‖σ0(P )‖∞ + ε in the definition of
b of Equation (17), where ε > 0 is small but fixed. Since we may assume that
Ar(G)/C∗

r (G) is embedded in the algebra of bounded operators on a Hilbert
space, we may apply the same argument as in the proof of Theorem 2, and
constructQ ∈ Ψ0,0(G)+C1 and R ∈ Ψ−∞,0(G) such that P ∗P = M2−Q∗Q−R.
Then Equation (19) gives ‖ρ(P )‖ ≤M , because ρ vanishes on Ψ−∞,0(G). �

We shall continue to denote by σ0 the extensions by continuity of the principal
symbol map σ0 : Ψ0,0(G) → C∞,0

c (S∗(G)). The above corollary extends to
operators acting on sections of a vector bundle E, in an obvious way.
See [28] for a result related to Corollary 3. Another useful consequence is the
following.

Corollary 4 Using the above notation, we have that Ψ−∞,0(G) is dense in
Ψ−1,0(G) in the ‖ · ‖-norm, and hence Ψ−1,0(G) ⊂ C∗(G) and Ψ−1,0(G) ⊂
C∗

r (G).

4 Invariant filtrations

Let G be a continuous family groupoid with space of units denoted by M . In
order to obtain more insight into the structure of the algebras A(G) and Ar(G),
we shall make certain assumptions on G.

Definition 4 An invariant filtration Y0 ⊂ Y1 ⊂ . . . ⊂ Yn = M is an increas-
ing sequence of closed invariant subsets of M .
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Fix now an invariant filtration Y0 ⊂ Y1 ⊂ . . . ⊂ Yn = M . For each k, we have
restriction maps RYk

and we define ideals Ik as follows:

Ik = kerRYk−1
∩ C∗(G). (21)

(by convention, we define I0 = C∗(G)).
We shall also consider the “L1-algebra” L1(G) associated to a groupoid G; it is
obtained as the completion of Ψ−∞,0(G) ' C∞,0

c (G) (using a trivialization of the
density bundle D) in the ‖ ‖1-norm, defined in Equation (20). More precisely,
L1(G) is the completion of C∞,0

c (G) in the algebra of bounded operators on

`∞−
⊕(

L1(Gx) ⊕ L∞(Gx)
)
,

so it is indeed an algebra. If Y ⊂M is invariant, then we obtain sequences

0 → L1(GM\Y ) → L1(G) → L1(GY ) → 0 , (22)

and
0 → C∗(GM\Y ) → C∗(G) → C∗(GY ) → 0 . (23)

Lemma 2 The sequences (22) and (23) are exact.

Proof: The exactness of (22) follows from the fact that the two functions,

x 7−→

∫

Gx

|f(g)|dµx(g) and x 7−→

∫

Gx

|f(g−1)|dµx(g),

are continuous in x for f ∈ L1(G).
Indeed, to prove exactness in (22), let f ∈ L1(G) be a function that vanishes
in L1(GY ). Then we can find φn ∈ C∞

c (M r Y ) such that ‖f − φnf‖1 < 1/n,
by the continuity of the above two function. Choose fn ∈ C∞,0

c (G) such that
‖fn − f‖1 → 0, as n → ∞. Then φnfn ∈ C∞,0

c (GM\Y ) and ‖φnfn − f‖1 → 0,
as n→ ∞.
Let π be an irreducible representation of C∗(G) that vanishes on C∗(GM\Y ).
To prove the exactness of (23), it is enough to prove that π comes from a
representation of C∗(GY ). Now π vanishes on L1(GM\Y ), and hence it induces
a bounded ∗-representation of L1(GY ), by the exactness of (22). This proves
the exactness of (23). �

The exactness of the second exact sequence was proved in [37], and is true
in general for locally compact groupoids. It is worthwhile mentioning that the
corresponding results for reduced C∗-algebras is not true (at least in the general
setting of locally compact groupoids).
We then have the following generalization of some results from [9, 22, 26]:

Theorem 3 Let G be a continuous family groupoid with space of units M and
Y0 ⊂ Y1 ⊂ . . . ⊂ Yn = M be an invariant filtration. Then Equation (21) defines
a composition series

(0) ⊂ In ⊂ In−1 ⊂ . . . ⊂ I0 ⊂ A(G) ,
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with not necessarily distinct ideals, such that I0 is the norm closure of
Ψ−∞,0(G) and Ik is the norm closure of Ψ−∞,0(GM\Yk−1

). The subquotients

are determined by σ0 : AM/I0
∼
−→ C0(S

∗(G)), and by

Ik/Ik+1 ' C∗(GYk\Yk−1
) , 0 ≤ k ≤ n .

The above theorem extends right away to operators acting on sections of a
vector bundle E, the proof being exactly the same.
Proof: We have that I0 is the closure of Ψ−∞,0(G), by definition. By the
Corollaries 3 and 4, I0 is also the kernel of σ0.
The rest of the theorem follows by applying Lemma 2 to the groupoids GM\Yk−1

and the closed subsets Yk \ Yk−1 of M \ Yk−1, for all k. �

The above theorem leads to a characterization of compactness and Fredholm-
ness for operators in Ψ0,0(G), a question that was discussed also in [12, 26].
This generalizes the characterization of Fredholm operators in the “b-calculus”
or one of its variants on manifolds with corners, see [19, 23]. Characterizations
of compact and of Fredholm operators on manifolds with more complicated
boundaries were obtained in [11, 17], see also [41].
Recall that the product groupoid with units X is the groupoid with set of arrows
X ×X , so there exists exactly one arrow between any two points of X , and we
have (x, y)(y, z) = (x, z).

Theorem 4 Suppose that, using the notation of the above theorem, the restric-
tion of G to M\Yn−1 is the product groupoid, and that the regular representation
πx is injective on A(G) (for one, and hence for all x ∈ M \ Yn−1).
(i) The algebra A(G) contains (an ideal isomorphic to) the algebra of compact
operators acting on L2(M\Yn−1), where on M\Yn−1 we consider the (complete)
metric induced by a metric on A(G).
(ii) An operator P ∈ Ψ0,0(G) is compact on L2(M \ Yn−1) if, and only if, the
principal symbol σ0(P ) vanishes, and RYn−1

(P ) = 0 ∈ Ψ0,0(GYn−1
).

(iii) An operator P ∈ A(G) is Fredholm on L2(M \ Yn−1) if, and only if,
σ0(P )(ξ) is invertible for all ξ ∈ S∗(G) (which can happen only when M is
compact) and RYn−1

(P ) is invertible in A(GYn−1
).

In (ii) and (iii), we may assume, more generally, that we have P ∈ A(G) or
P ∈MN (A(G)).

The above theorem extends right away to operators acting on sections of a
vector bundle E, the proof being exactly the same. If the representation(s) πx,
x ∈ M r Yn−1, are not injective, then the above theorem gives only sufficient
conditions for an operator P as above to be compact or Fredholm.
Proof: First we need to prove the following lemma:

Lemma 3 Let Y ⊂ M be an invariant subset and let S∗GY be the restriction
of the cosphere bundle of A(G), S∗G →M , to Y . Then the following sequence
is exact:

0 −→ C∗(GM\Y ) → A(G)
RY ⊕σ0−→ A(GY ) ×C0(S∗GY ) C0(S

∗G) −→ 0 .
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Above we have denoted by A(GY )×C0(S∗GY )C0(S
∗G) the fibered product alge-

bra obtained as the pair of elements (P, f), P ∈ A(GY ) and f ∈ C0(S
∗G) that

map to the same element in C0(S
∗GY ).

Proof: This exact sequence comes out directly from the following commuta-
tive diagram:

0
↓

C∗(GM\Y )
↓

0 → C∗(G) → A(G)
σ0→ C0(S

∗G) → 0
↓ ↓ RY ↓

0 → C∗(GY ) → A(GY ) → C0(S
∗GY ) → 0

↓ ↓
0 0

�

We can now prove the theorem itself.
(i) As GM\Yn−1

= (M \ Yn−1) × (M \ Yn−1), its C∗-algebra is isomorphic to
that of compact operators on L2(M \ Yn−1).
(ii) A bounded operator P ∈ L(H), acting on the Hilbert space H, is com-
pact if, and only if, its image in the Calkin algebra Q(H) := L(H)/K(H) is
zero. The assumption that πx is injective guarantees that the induced map
A(G)/C∗(GM\Yn−1

) → Q(H) is also injective. Then the lemma above, applied
to Yn−1, implies that P is compact if and only if

P ∈ ker(RYn−1
⊕ σ0) = kerRYn−1

∩ kerσ0 .

(iii) By Atkinson’s theorem, a bounded operator P ∈ L(H) is Fredholm if,
and only if, its image in the Calkin algebra Q(H) := L(H)/K(H) is invertible.
Also, recall that an injective morphism ρ of C∗-algebras has the property that
ρ(T ) is invertible if, and only if, T is invertible. Thus we can use again the fact
that the morphism A(G)/C∗(GM\Yn−1

) → Q(H) induced by πx is injective to
conclude that P is Fredholm if, and only if, (RYn−1

⊕ σ0)(P ) is invertible, i.e.
if, and only if, RYn−1

(P ) and σ0(P ) are invertible. �

The significance of Theorem 3 is that often in practice we can find nice invariant
filtrations of M , possibly given by a stratification of M , such that the subquo-
tients C∗(GYk\Yk−1

) have a relatively simpler structure than that of C∗(G). In
that case, the ideal structure reflects the geometric structure of M [12]. In
this context, let us mention only the edge-calculus on manifolds with boundary
[13, 16], and the b- resp. cusp-calculus, or, slightly more general, the cn-calculus
on manifolds with corners [10, 13, 22, 23, 26, 27].
Let us now assume, until the end of this section, that G is a differentiable
groupoid. In many cases, the subquotients C∗(GYk\Yk−1

) are then related to
foliation algebras, to which the results of [38] can be applied. Actually, we
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can always find an ideal in A(G), whose structure resembles that of foliation
algebras. The construction of this ideal goes as follows. Recall that for a
differentiable groupoid G there is a canonical map q : A(G) → TM of vector
bndles, called the anchor map.
Consider, for each k ≤ n = dimGx, the set

Xk ⊂M

of points x such that the dimension of q(A(G)x) ⊂ TxM is k. Then

Yk := X0 ∪X1 ∪ · · · ∪Xk

is a closed subset of M . It is known [15], that dim(q(A(G)y)) is constant for
y ∈ r(Gx), and hence each Xk is an invariant subset of M . If p is the largest
integer for which Xp 6= ∅, then O = Xp is an open invariant subset of M ,
foliated by the sets r(Gx), x ∈ O. Denote by F this foliation of O and by
TF = q(A(G)|O) its tangent space. The set O will be called the maximal
regular open subset of M .
Finally, still in the setting of differentiable groupoids, let us define a represen-
tation π of Ψ∞,0(G) on C∞

c (M)by

(π(P )u) ◦ r = P (u ◦ r) ;

this representation is called the vector representation.

Lemma 4 Let O be an invariant open subset of M . Then the operator π(P )
map C∞

c (O) to itself.

Proof: The support of π(P )u is contained in the product

supp (P ) supp (u),

a compact subset of M , which, we claim, does not intersect Y := M r O.
Indeed, if we assume by contradiction that

y ∈ Y ∩ supp (P ) supp (u),

then the intersection of supp (P )−1Y and supp (u) is not empty. However,
this is not possible since we have supp (P )−1Y ⊂ Y , by the invariance of Y ,
and supp (u) ⊂ O. �

The representation of Ψ∞,0(G) on C∞
c (O) obtained in the above lemma will be

denoted by πO. In particular, πM = π.
Let F be the foliation of the maximal regular open subset O of M . Also, let
ΩF be the bundle of densities along the fibers of F . The bundle ΩF is trivial
and the notion of positive section of ΩF is defined invariantly. Recall that
a transverse measure µ on F is a linear map µ : Cc(O,ΩF ) → C such that
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µ(f) ≥ 0 if f is positive. A transverse measure µ on O gives rise to an inner
product ( , )µ on

C∞,0
c (O; Ω

1/2
F )

by the formula (f, g)µ := µ
(
fg)

)
. Let L2(O, dµ) be the completion of

C∞,0
c (O,ΩF ) with respect to the Hilbert space norm ‖f‖µ = (f, f)

1/2
µ .

Theorem 5 For any transverse measure µ on O the representation πO ex-
tends to a bounded ∗–representation of A(G) on L2(O, dµ).

Proof: The results from [3] and, more specifically, [38] show that πO extends
to a bounded ∗-representation of C∗(GMrO). Since C∗(GMrO) is an ideal in
A(G), we can extend further πO to a bounded ∗-representation of A(G) acting
on the same Hilbert space. �

The above construction generalizes to give a large class of representations of
the algebras A(G) for groupoids G whose spaces of units are endowed with some
specific filtrations. Let us assume that Y0 ⊂ Y1 ⊂ . . . ⊂ Yn = M is an invariant
filtration, such that for each stratum Sk = Yk \Yk−1, the map r : Gx → Sk has
the same rank for all x ∈ Sk. When this is the case, we shall call M = ∪Sk a
regular invariant stratification. Then each Sk is invariant and foliated by the
orbits of G (whose leaves are the sets r(Gx), x ∈ S). In particular, each Sk is
an invariant open subset of Yk, and hence plays the role of O above for the
groupoid GYk

.

Corollary 5 Let G be a differentiable groupoid with space of units M . As-
sume that M = ∪S is a regular, invariant stratification. Then any non-zero
transverse measure on a stratum S gives rise to a ∗-representation of A(G).

Proof: Any transverse measure on Sk gives rise to a representation of the
C∗-algebra A(GYk

), by the above theorem. Then use the restriction morphism
RYk

: A(G) → A(GYk
) to obtain the desired representations. �

In the following, we shall denote by ⊗min the minimal tensor product of C∗–
algebras, defined using the tensor product of Hilbert spaces, see [40]. We shall
use the following well-known result several times in the last section.

Proposition 2 If Gi, i = 0, 1, are two differential groupoids, then

C∗
r (G0 × G1) ' C∗

r (G0) ⊗min C
∗
r (G1).

Proof: Let M0 and M1 be the space of units of G0 and G1, and define

Hi =
⊕

x∈Mi

L2((Gi)x)

[respectively, H = ⊕x∈M0×M1
L2((G0 × G1)x)] to be the space of the total reg-

ular representation of Ψ−∞(Gi) [respectively, of Ψ−∞(G0 × G1)]. Then the
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reduced C∗-algebras C∗
r (Gi) [respectively, C∗

r (G0 × G1)] are the completions of
Ψ−∞(Gi) [respectively, of Ψ−∞(G0×G1)] acting on Hi [respectively, on H]. Let
⊗ be the completed tensor product of Hilbert spaces. Since H ' H0⊗H1, the
isomorphism

C∗
r (G0 × G1) ' C∗

r (G0) ⊗min C
∗
r (G1)

follows directly from the definition of the minimal C∗-algebra tensor product
of C∗

r (G0) and C∗
r (G1) as the completion of C∗

r (G0)⊗C∗
r (G1) acting on H0⊗H1.

�

5 Applications to index theory on singular spaces

We now discuss in greater detail two examples, the adiabatic limit groupoid
and the “b-Γ–groupoid.” The first example is relevant for the index theory on
singular manifolds, or open manifolds with a uniform structure at infinity; it
generalizes the construction of the tangent groupoid, that plays a key role in
index theory as showed in [4]. The second example is related to the theory of
elliptic (or Fredholm) boundary value problems.

Let X be a locally compact space and B be a Banach algebra. We shall
denote, as usual, by C0(X ;B) the space of continuous functions X → B that
vanish in norm at infinity. Also, recall that Ki(C0(R, B)) ' Ki−1(B) and
K0(C0(X)) ' K0(X).

If G is a continuous family groupoid with space of units M , then we construct
its adiabatic groupoid, denoted Gad, as follows. First, the space of units of Gad

is M × [0,∞).

The underlying set of the groupoid Gad is the disjoint union:

Gad = A(G) × {0} ∪ G × (0,∞).

We endow A(G)×{0} with the structure of a commutative bundle of Lie groups
and G × (0,∞) with the product (or pointwise) groupoid structure. Then
the groupoid operations of Gad are such that A(G) × {0} and G × (0,∞) are
subgroupoids with the induced structure.

Now let us endow this groupoid with a continuous family groupoid structure.
Let us consider an atlas (Ω).

Let Ω be a chart of G, such that Ω ∩ G(0) 6= ∅; one can assume without loss of
generality that Ω ' T × U with respect to d, and Ω ' T ′ × U with respect to
r; let us denote by φ and ψ these homeomorphisms. Thus, if x ∈ U , Gx ' T ,
and A(G)U ' Rk ×U . Let (Θx)x∈U (resp. (Θ′

x)x∈U ) be a continuous family of
diffeomorphisms from Rk to T (resp. T ′) such that ι(x) = φ(Θx(0), x) (resp.
ι(x) = ψ(Θ′

x(0), x), where ι denotes the inclusion of G(0) into G).

Then Ω = A(G)U × {0} ∪ Ω × (0,∞) is an open subset of Gad, homeomorphic
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to Rk × U × R+ with respect to d and to r as follows:

φ(ξ, u, α) =

{
(φ(Θu(αξ), u), α)
(ξ, u, 0)

if α 6= 0
if α = 0

ψ(ξ, u, α) =

{ (
(φ(Θu(αξ), u))−1, α

)

(ξ, u, 0)
if α 6= 0
if α = 0

This defines an atlas of Gad, endowing it with a continuous family groupoid
structure.
The tangent groupoid of G is defined to be the restriction of Gad toM×[0, 1]. We
are interested in the adiabatic groupoid (or in the tangent groupoid) because
it may be used to formalize certain constructions in index theory, as we shall
show below.
First, note that

M × [0,∞) = M × {0} ∪M × (0,∞)

is an invariant stratification of the space of units. Consequently, Theorem 3
gives rise to the short exact sequence

0 → SC∗(G) := C0((0,∞), C∗(G)) → C∗(Gad) → C0(A
∗(G)) → 0.

The boundary map ∂ of the K-theory six term exact sequence associated to
the above exact sequence of C∗-algebras then provides us with a map

inda : Ki(A∗(G)) = Ki(C0(A
∗(G)))

∂
→ Ki+1(SC

∗(G)) ' Ki(C
∗(G)), (24)

the analytic index morphism, which we shall discuss below in relation with
the Fredholm index. Remark that this morphism does not necessarily take its
values in Z; however, in the case of the groupoid M ×M of a smooth manifold
M one has Ki(C

∗(M ×M) = Z.
We assume from now on, for simplicity, that M , the space of units of G, is
compact. Let P = (Px) ∈ Ψm,0(G;E0, E1) be a family of elliptic operators
acting on sections of r∗(E0), with values sections of r∗(E1), for some bundles
E0 and E1 on M . (Here “elliptic” means, as before, that the principal symbol
is invertible.) We shall denote the pull-backs of E0 and E1 to A∗(G) by the
same letters. Then the triple (E0, E1, σm(P )) defines an element [σm(P )] in
K0(A∗(G)), the K-theory groups with compact supports of A∗(G). Further-
more, the morphism inda provides us with an element inda([σm(P )]), which we
shall also write as inda(P ), and call the analytic index of the family P . As we
shall see below, this construction generalizes the usual analytic (or Fredholm)
index of elliptic operators.
Suppose now that M = ∪S is an invariant stratification of the space of units
of the continuous family groupoid G. Then we obtain a natural, invariant
stratification of the space of units of Gad as

M × [0,∞) =
⋃

S

(
S × (0,∞)

)
∪M × {0}.
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To recover the Fredholm index, we shall assume that there exists a unique
stratum of maximal dimension in the above stratification, let us call it Smax,
and let us assume that the restriction of G to Smax is the product groupoid:

GSmax
:= r−1(Smax) = d−1(Smax) ' Smax × Smax. (25)

Let K denote the algebra of compact operators on L2(Smax) ' L2(M). Then
Smax × (0,∞) is the unique stratum of maximal dimension of M × [0,∞),
and the ideal associated to it is SK := C0((0,∞),K). This leads to an exact
sequence of C∗-algebras

0 → SK → C∗(Gad) → Q(Gad) → 0, (26)

where Q(Gad) := C∗(Gad)/C0((0,∞),K).
As above, this exact sequence of C∗-algebras leads to a six term exact sequence
in K-theory, and hence to a map

indf : K0(Q(Gad))
∂
→ K1(SK) ' Z. (27)

(The second isomorphism is obtained from the boundary map associated to the
exact sequence

0 → SK → C0((0,∞],K) → K → 0.)

Below we shall use the “graph projection” of a densely defined, unbounded
operator P , which we now define. Let τ be a smooth, even function on R

satisfying τ(x2)2x2 = e−x2

(1 − e−x2

). Then the graph projection of P is

B(P ) =

[
1 − e−P∗P τ(P ∗P )P ∗

τ(PP ∗)P e−PP∗

]
. (28)

This projection is also called the Bott or the Wasserman projection by some
authors. Also, let

e0 =

[
1 0
0 0

]
.

Denote by ρ : Q(Gad) → C0(A
∗(G)) the canonical projection, and let

ρ∗ : Ki(Q(Gad)) → Ki(C0(A
∗(G)))

be the morphism induced on K-theory. For operators of positive order, we
shall consider Sobolev spaces on Smax, defined using the bounded geometry
metric on Smax obtained from a metric on A(G) (recall that we assume M to
be compact, and that Smax is smooth as it is a fiber of G). We then have the
following result.

Proposition 3 Let Smax and G be as above, GSmax
' Smax × Smax. Assume

that the regular representation πx : A(G) → L(L2(Gx)) ' L(L2(Smax)), asso-
ciated to some x ∈ Smax, is injective. If P ∈ Ψm,0(G;E0, E1) is a Fredholm
differential operator Hm(Smax) → L2(Smax), then it defines a canonical class
[P ] ∈ K0(Q(Gad)) such that ρ∗([P ]) = [σm(P )] and indf ([P ]) coincides with
the Fredholm index of P .
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Proof: We may assume that the family P consists of operators of order
m > 0. The Fredholmness of P implies that σm(P ) is invertible outside the
zero section, by Theorem 4.
Because P is a family of differential operator of order m, we can define a new
family Q ∈ Ψm,0(Gad) by

Q(x,t) = tmPx, if (x, t) ∈M × (0,∞),

and

Q(x,0) = σm(P ),

a polynomial function on A(G)∗x ×{0} (the complete symbol of a homogeneous
differential operator on A(G)x).
Moreover, let C0((0,∞],K) be the space of all continuous functions (0,∞) → K
vanishing for t→ 0 and having limits for t → ∞. Also, let us denote by B the
algebra B := C∗(Gad) + C0((0,∞],K).
Consider now the graph projection B(Q). The algebra B can be identified with
a subalgebra of C0((0,∞],L(L2(Smax)), naturally. Then B(Q) identifies with
the function whose value at t > 0 is B(tmP ). Because of

lim
t→∞

B(tmP ) =

(
1 − πN(P ) 0

0 πN(P∗)

)
,

where πN(P ) [respectively πN(P∗)] stands for the orthogonal projection onto the
kernel N(P ) [respectively the cokernel N(P ∗)], we have B(tmP )−e0 ∈ MN(B),
thus, we obtain a class [B(tmP )] − [e0] ∈ K0(B). (The scalar matrix e0 was
defined shortly before the statement of this theorem.) Let us observe now that
the C∗-algebra B fits into the following commutative diagram with exact rows.

0 −→ C0((0,∞),K) −→ C∗(Gad) −→ Q(Gad) −→ 0yid
y

yid⊕ 0

0 −→ C0((0,∞),K) −→ B
q

−→ Q(Gad) ⊕K −→ 0xid
x

x0 ⊕ id

0 −→ C0((0,∞),K) −→ C0((0,∞],K) −→ K −→ 0

We shall use this information in the following way. The two right vertical
morphisms identify K∗(q(B)) ∼= K∗(Q(Gad)) ⊕ K∗(K). We shall decompose
accordingly the elements in K∗(q(B)). Thus, there exists a uniquely defined
class [P ] ∈ K0(Q(Gad)) satisfying

q∗([B(tmP )] − [e0]) =

(
[P ],

[(
1 − πN(P ) 0

0 πN(P∗)

)]
− [e0]

)

= ([P ],−[πN(P )] + [πN(P∗)]).
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The property ρ∗([P ]) = [σm(P )] is now an immediate consequence of the defi-
nitions.
Let now ∂ : K0(·) −→ K1(C0((0,∞),K)) ∼= K0(K) ∼= Z be the boundary maps
of the corresponding three cyclic 6-term exact sequences. Note that all the
previous isomorphisms are canonical, as explained above. Then we get

0 = ∂q∗([B(tmP )]− [e0]) = ∂[P ]+∂(−[πN(P )]+[πN(P∗)]) = indf ([P ])− ind(P ),

where ind(P ) is the Fredholm index. This completes the proof. �

We now briefly discuss a different example, that of elliptic operators on cover-
ings of manifolds with boundary and interpret in our framework the existence
of spectral sections considered in [14] and [24]. We need to remind first two
constructions, the first one is that of the “b-groupoid” associated to a mani-
fold with boundary and the second one is that of the groupoid associated to a
covering of a manifold without boundary.
Let M be a manifold with boundary with fundamental group Γ acting on M̃ .
We need to first recall the definition of the b-groupoid of M . For the simplicity
of the presentation, we shall assume that the boundary of M is connected. Not
all results extend to the case when ∂M is not connected. (We are indebted
to Severino Melo for this remark.) The b-groupoid GM,b is a submanifold of
the b-stretched product defined by Melrose [18, 19]. It consists of the disjoint
union of ∂M ×∂M ×R and (M r∂M)× (M r∂M), with groupoid operations
induced from the product groupoid structures on each component. Choose a
defining function f of the boundary of M . Then the topology on GM,b is such
that

(yn, zn) → (y, z, t) ∈ ∂M × ∂M × R

if, and only if,
(yn, zn) → (y, z)

in M ×M and
log f(yn) − log f(zn) → t.

Second, recall that if π is a discrete group that acts freely on the space X , then
(X ×X)/π is naturally a groupoid with units X/π, such that the domain and
the range maps are the projections onto the first and, respectively, onto the
second variable. The composition is such that (x, y)π ◦ (y, z)π = (x, z)π.
We are now ready to define the b-Γ-groupoid associated to a covering

Γ → M̃ →M

(with Γ the group of deck transformations) of a manifold with boundary M .
This groupoid will be denoted G

M̃,b. To form the groupoid G
M̃,b, we proceed

in a similar way, by combining the above two constructions. Consider first the
actions of Γ on M̃ \ ∂M̃ and on ∂M̃ to form the induced groupoids

G1 =
(
(M̃ \ ∂M̃) × (M̃ \ ∂M̃)

)
/Γ
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and
G2 =

(
∂M̃ × ∂M̃

)
/Γ.

Then we form the disjoint union

G
M̃,b

:= (G2 × R) ∪ G1,

to which we give the structure of a continuous family groupoid by requiring that
the projection G

M̃,b
→ GM,b is a local diffeomorphism. (Here GM,b is Melrose’s

b-groupoid, as above.)
Let T0 denote C∗(GI,b), if I is the manifold with boundary [0,∞). Then T0

is the closure of the algebra of Wiener-Hopf operators acting on [0,∞), and
hence its closure is isomorphic to the (non-unital) Toeplitz algebra, defined as
the kernel of the evaluation at 1 of the symbol map of a Toeplitz operator.
In other words, if T denotes the C∗-algebra of Toeplitz operators on the unit
circle, then we have an exact sequence

0 → T0 → T → C → 0.

The structure of the C∗-algebra C∗(G
M̃,b

) is given by the isomorphism

C∗(G
M̃,b)

∼= T0 ⊗ C∗(Γ) ⊗K

and similarly for the reduced algebras. Since the reduced Toeplitz algebra T0

is contractible, the K-groups of C∗(G
M̃,b

) vanish, and hence the map

p∗ : K∗(A(G
M̃,b

)) −→ K∗(A(G
M̃,b

)/C∗(G
M̃,b

)) ∼= K∗(C(S∗M)),

induced by the canonical projection p : A(G
M̃,b) −→ A(G

M̃,b)/C
∗(G

M̃,b), is an

isomorphism. On the other hand, let p1 : A(G
M̃,b

) −→ A(G
M̃,b

)/C∗(G1) and

q : A(G
M̃,b)/C

∗(G1) −→ A(G
M̃,b)/C

∗(G
M̃,b) be the obvious projection maps.

Then we have p = q ◦ p1, which gives the surjectivity of the induced map

q∗ : K∗(A(G
M̃ ,b

)/C∗(G1)) −→ K∗(A(G
M̃,b

)/C∗(G
M̃ ,b

)) ∼= K∗(C(S∗M)) .

(Here it is essential to assume that ∂M is connected.)
Consequently, any elliptic operator P ∈MN (Ψm,0(G

M̃ ,b)) (which identifies with
a Γ-invariant b-pseudodifferential operator acting on a trivial vector bundle on
M̃) has a perturbation by an element in MN (Ψ−∞,0(G

M̃,b)) to an operator in

MN (Ψm,0(G
M̃ ,b)) that has an invertible boundary indicial map. (This is proved

as the corresponding statement in [31].) Consequently, this perturbation is
C∗(Γ)-Fredholm, in the sense of Mishenko and Fomenko, [25]. The existence
of this kind of perturbations was obtained before in [14] using the concept
of spectral section. A completely similar argument can be used in the study
of elliptic boundary value problems for families of elliptic operators to prove
that every family of elliptic b-pseudodifferential operators on a manifold with
boundary has a perturbation by a family of regularizing operators that makes
this family a family of Fredholm operators. This result was obtained in [24]
also using spectral sections.
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Operator Theory, 93 (1987), 67–97.

[39] G.S. Rinehart, Differential forms on general commutative algebras, Trans.
Amer. Math. Soc. 108 (1963), 195–222.

[40] S. Sakai, C∗-algebras andW ∗-algebras, reprint of the 1971 edition. Classics
in Mathematics, Springer-Verlag, Berlin, 1998, xii+256.

[41] B.-W. Schulze. Pseudo-differential boundary value problems, conical sin-
gularities, and asymptotics. Akademie Verlag, Berlin, 1994.

[42] E. Winkelnkemper, The graph of a foliation, Ann. Global Anal. Geom. 1
(1983), 51–75.

[43] E. Witten, Global gravitational anomalies, Comm. Math. Phys. 100
(1985), 197–229.

Robert Lauter
Universität Mainz
FB 17-Mathematik
D-55099 Mainz
Germany
lauter@mathematik.uni-mainz.de

Bertrand Monthubert
Laboratoire Emile Picard
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