
Documenta Mathematica

Journal der

Deutschen Mathematiker-Vereinigung

Gegründet 1996

Band 17 · 2012



Documenta Mathematica, Journal der Deutschen Mathematiker-Vereinigung,
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Abstract. We derive a combinatorial formula for quantized
Donaldson-Thomas invariants of the m-loop quiver. Our main tools
are the combinatorics of noncommutative Hilbert schemes and a de-
generate version of the Cohomological Hall algebra of this quiver.
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05E05, 14N35
Keywords and Phrases: Quantized Donaldson-Thomas invariant, Co-
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1 Introduction

Generalized Donaldson-Thomas invariants of (noncommutative) varieties arise
from factorizations of generating series of motivic invariants of Hilbert scheme-
type varieties into Euler products. For 3-Calabi-Yau manifolds, this principle
is developed extensively in [10].

In [13], the author showed that the wall-crossing formulae of [10] can be mod-
elled using Hilbert schemes of path algebras of quivers; explicit calculations for
these varieties in [14] allowed to derive relative integrality (that is, preservation
of integrality under wall-crossing) of generalized Donaldson-Thomas invariants.

In [9] a general framework for the study of such integrality properties is pro-
posed, the central tools being Cohomological Hall algebras and the geometric
concept of factorization systems.

The purpose of the present paper is to develop an explicit, in most parts purely
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2 Markus Reineke

combinatorial, setup for the study of the quantized Donaldson-Thomas invari-
ants of [9] in the very special, but typical, case of the m-loop quiver. The
relevant concepts of [9] are discussed in sections 3, 4. Our approach is based
on the explicit description of Hilbert schemes attached to this quiver of [12],
which is reviewed in Section 2. It allows us to give a combinatorial description
of a degenerate version of the Cohomological Hall algebra, whose structure is
easily described (see Section 5). Using number-theoretic arguments similar to
[14], we obtain explicit formulas for these quantized Donaldson-Thomas invari-
ants (see Theorem 6.8) in terms of cyclic classes of certain integer sequences in
Section 6. We also relate this combinatorics to a similar one appearing in the
study of Higgs moduli in [7], thereby proving a conjecture of [6] on the Hitchin
nullcone; see Section 7.

Roughly speaking, our approach uses (the combinatorics of) noncommutative
Hilbert schemes as a transitional tool between the geometric problem of de-
termination of Donaldson-Thomas invariants and the combinatorial object of
cyclic configurations. However, the present approach is not strong enough to
yield the positivity properties conjectured in [9]. A proof of these is announced
in [3]. The quantized Donaldson-Thomas invariants considered here also ap-
pear in [16].

Acknowledgments: The author would like to thank S. Mozgovoy for several
discussions concerning this work, and in particular for pointing out the poten-
tial relation to Higgs moduli. After this work was first submitted to the arXiv,
the author learned about the work of A. Efimov [3] and of F. Rodriguez-Villegas
[16]. This work was started while the author participated in the workshop
“Wall-crossing in Mathematics and Physics” at Urbana-Champaign, and fin-
ished during stays at the Issac Newton Institute Cambridge and the Hausdorff
Institute Bonn. The author would like to thank the organizers and participants
of these programmes for the inspiring atmosphere.

2 Noncommutative Hilbert schemes

In this section, we recall the definition of noncommutative Hilbert schemes and
their main properties following [12]. We also relate the relevant combinatorics
of trees to a combinatorics of partitions which will play a major role in the
following.

Fix an integer m ≥ 1. For n ≥ 0, we call a pair consisting of a tuple
(ϕ1, . . . , ϕm) of linear operators on Cn and a vector v ∈ Cn stable if v is cyclic
for the representation of the free algebra F (m) = C〈x1, . . . , xm〉 on Cn defined
by the operators ϕi, that is, if C〈ϕ1, . . . , ϕm〉v = Cn. This defines an open
subset of the affine space End(Cn)m ⊕Cn, for which a geometric quotient by
the action of GLn(C) via g(ϕ1, . . . , ϕm, v) = (gϕ1g

−1, . . . , gϕmg
−1, gv) exists.

This quotient is denoted by Hilb(m)
n and is called a noncommutative Hilbert
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Degenerate Cohomological Hall Algebra and . . . 3

scheme for F (m): in analogy with the Hilbert scheme of n points of an affine
variety X parametrizing codimension n ideals in the coordinate ring of X , the
variety Hilb(m)

n parametrizes left ideals I in F (m) of codimension n, that is,
ideals such that dimC F

(m)/I = n. Namely, to a tuple as above we associate
the left ideal of polynomials P ∈ F (m) such that P (ϕ1, . . . , ϕm)v = 0. Con-
versely, given a left ideal I ⊂ F (m), we choose an isomorphism between F (m)/I
and Cn. The operators ϕi are induced by left multiplication by xi on F

(m)/I
via this isomorphism, whereas v is induced by the coset of the unit 1 ∈ F (m).
This tuple is stable by definition, and well defined up to the choice of the iso-
morphism F (m)/I ≃ Cn, that is, up to the GLn(C)-action.

Consider the set Ω(m) of words ω = i1 . . . ik in the alphabet {1, ...m}. Composi-
tion of words defines a monoid structure on Ω(m); define ω′ to be a left subword
of ω if ω = ω′ω′′ for a word ω′′. The set Ω(m) carries a lexicographic ordering
≤lex induced by the canonical total ordering on the alphabet {1, . . . ,m}. An
m-ary tree is a finite subset T ⊂ Ω(m) which is closed under left subwords. This
terminology is explained as follows: a subset T is visualized as the tree with
nodes ω for ω ∈ T and an edge of colour i from ω to ωi if ω, ωi ∈ T ; the empty
word corresponds to the root of the tree.

For a tree T , define its corona C(T ) as the set of all ω ∈ Ω(m) such that ω 6∈ T ,
but ω′ ∈ T for ω = ω′i for some i. We have |C(T )| = (m− 1)|T |+ 1.

Given a word ω = i1 . . . ik and a tuple of operators (ϕ1, . . . , ϕm) as above, we

define ϕω = ϕik ◦ . . . ◦ ϕi1 . For a tree T of cardinality n, define ZT ⊂ Hilb(m)
n

as the set of classes of tuples (ϕ1, . . . , ϕm, v) such that:

1. the elements ϕωv for ω ∈ T form a basis of Cn,

2. if ω ∈ C(T ), then ϕωv =
∑

ω′ λω,ω′ϕω′v, where the sum ranges over all
words ω′ ∈ T such that ω′ <lex ω.

Denote by d(T ) the number of pairs (ω, ω′) such that ω ∈ C(T ), ω′ ∈ T and
ω′ <lex ω.

Theorem 2.1 [12, Theorem 1.3] The following holds:

1. ZT is a locally closed subset of Hilb(m)
n , which is isomorphic to an affine

space of dimension d(T ).

2. The subsets ZT , for T ranging over all trees of cardinality n, define a cell
decomposition of Hilb(m)

n , that is, there exists a decreasing filtration of

Hilb(m)
n by closed subvarieties, such that the successive complements are

the subsets ZT .

As a corollary to this geometric description, we can derive precise information
on the cohomology (singular cohomology with rational coefficients) of Hilb(m)

n .
The existence of a cell decomposition implies vanishing of odd cohomology (and
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4 Markus Reineke

algebraicity of even cohomology), thus we can consider the following generating
series of Poincaré polynomials

F (q, t) =
∑

n≥0

q(m−1)(n2)
∑

k

dimHk(Hilb(m)
n )q−k/2tn ∈ Z[q, q−1][[t]],

as well as its specialization

F (t) = F (1, t) =
∑

n≥0

χ(Hilb(m)
n )tn ∈ Z[[t]].

We also define

H(q, t) =
∑

n≥0

q(m−1)(n2)

(1− q−1) · . . . · (1− q−n)
tn ∈ Q(q)[[t]],

which is a q-hypergeometric series whose major role for the following will be
explained in the next section.

Corollary 2.2 We have the following explicit descriptions of the series
F (q, t) and F (t):

1. The series F (q, t) is uniquely determined as the solution in Q(q)[[t]] of
the algebraic q-difference equation

F (q, t) = 1 + t
m−1∏

k=0

F (q, qkt).

2. The series F (t) is uniquely determined as the solution in Q[[t]] of the
algebraic equation

F (t) = 1 + tF (t)m.

3. The Euler characteristic of Hilb(m)
n equals the number of m-ary trees with

n nodes, which is 1
(m−1)n+1

(
mn
n

)
.

4. We have F (q, t) = H(q,t)
H(q,q−1t) .

Proof: In the notation of [12], the series F (q, t) equals the series ζ
(m)

1 (q, t)
of [12, Section 5] by [12, Corollary 4.4.]. The first statement translates the
operation of grafting of trees; see [12, Theorem 5.5.]. Specialization of the
functional equation to q = 1 yields the second statement. The third statement
follows from an explicit formula for the number ofm-ary trees; see [12, Corollary
4.5.]. The fourth statement is a special case of [4, Theorem 5.2.]; in the present
case, it is easily derived from the identity

H(q, t) = H(q, q−1t) + tH(q, qm−1t)
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Degenerate Cohomological Hall Algebra and . . . 5

(which follows by a direct calculation from the definition of H(q, t)), together
with the first statement.

�

Remark: These explicit descriptions of the series F (q, t) are also derived in
[1, 2]; these references are already used in [12] to derive asymptotic properties

of the cohomology of Hilb(m)
n .

Denote by Tn the set of partitions (see the beginning of Section 5 for a discussion
of this non-standard definition of partitions) λ = (0 ≤ λ1 ≤ . . . ≤ λn) such
that λi ≤ (m − 1)(i − 1) for all i = 1, . . . , n. Define the weight of λ ∈ Tn as
wt(λ) = (m − 1)

(
n
2

)
− |λ|. We also define a weight function wt(T ) on trees T

as above by

wt(T ) = (m− 1)

(
|T |

2

)
− |{(ω′, ω) ∈ C(T )× T : ω′ <lex ω}|,

thus wt(T ) = d(T )− (m− 1)
(
n+1
2

)
− n by definition of d(T ).

Given anm-ary tree T ⊂ Ω(m) with n vertices as above, write T = {ω1, . . . , ωn}
with ω1 <lex . . . <lex ωn. We define a partition λ(T ) by

λ(T )i = |{ω ∈ C(T ) : ω <lex ωi}|.

Proposition 2.3 The map associating λ(T ) to T defines a weight-preserving
bijection between m-ary trees with n nodes and Tn.

Proof: To prove that λ(T ) belongs to Tn, we observe that an element
ω ∈ C(T ) such that ω <lex ωk belongs to C(Tk) \ {ωk} for the subtree
Tk = {ω1, . . . , ωk−1} of T ; this is a set of cardinality (m− 1)(k− 1). We recon-
struct the tree from the partition λ ∈ Tn inductively as follows: we start with
the empty tree T0. In the k-th step, we list the elements of the corona of Tk−1 in
ascending lexicographic order as C(Tk−1) = {ωki , . . . , ω

k
(m−1)(k−1)−1} and define

Tk = Tk−1 ∪ {ωkλk+1}. We then have {ω ∈ C(T ), ω <lex ωk} = {ωk1 , . . . , ω
k
λk
},

proving that T is reconstructed from λ(T ). The equality of the weights of T
and λ(T ) follows from the definitions.

�

3 Donaldson-Thomas type invariants

The following definition of Donaldson-Thomas type invariants for the m-loop
quiver (recall that m ≥ 1) is motivated by [10].

Definition 3.1 Define DT(m)
n ∈ Q for n ≥ 1 by writing

F ((−1)m−1t) =
∏

n≥1

(1 − tn)−(−1)(m−1)nnDT(m)
n .
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6 Markus Reineke

These numbers are well-defined since F (t) is an integral power series with

constant term 1. A priori, we have nDT(m)
n ∈ Z.

Theorem 3.2 [14] We have DT(m)
n ∈ N; explicitly, these numbers are given

by the following formula:

DT(m)
n =

1

n2

∑

d|n

µ(
n

d
)(−1)(m−1)(n−d)

(
mn− 1

n− 1

)
.

We make this formula more explicit by giving some examples, in which we ob-
serve that DT(m)

n is a polynomial in m except if n ≡ 2 mod 4 (this phenomenon
will become more transparent in the following sections).

DT
(m)
1 = 1, DT

(m)
2 =

⌊m
2

⌋
, DT

(m)
3 =

m(m− 1)

2
,

DT
(m)
4 =

m(m− 1)(2m− 1)

3
, DT

(m)
5 =

5m(m− 1)(5m2 − 5m+ 2)

24
,

DT
(m)
6 =

m(m− 1)(36m3 − 54m2 + 31m− 13+(−1)m−15
2 )

20
,

DT
(m)
7 =

7m(m− 1)(343m4 − 686m3 + 539m2 − 196m+ 36)

720
.

Remark: In general, DT(m)
n has leading term nn−2

n! mn−1 considered as a func-
tion of m. It would be interesting to give a graph-theoretic explanation of
this, in the spirit of the graph-theoretic explanation for the leading term of the
polynomial counting isomorphism classes of absolutely indecomposable repre-
sentations of dimension n of the m-loop quiver in [8].

In [9], a conjecture is formulated which implies the above theorem; we formulate
a slight variant of this conjecture.

Conjecture 3.3 [9, Section 2.6] There exists a product expansion

H(q, (−1)m−1t) =
∏

n≥1

∏

k≥0

∏

l≥0

(1− qk−ltn)−(−1)(m−1)ncn,k

for nonnegative integers cn,k, such that only finitely many cn,k are nonzero for
any fixed n.

Assuming this conjecture, we have

F (q, (−1)m−1t) =
∏

n≥1

∏

k≥0

n−1∏

l=0

(1− qk−ltn)−(−1)(m−1)ncn,k

and thus
F ((−1)m−1t) =

∏

n≥1

(1− tn)−(−1)(m−1)nn
∑

k
cn,k .
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Degenerate Cohomological Hall Algebra and . . . 7

Thus, setting DTn
(m)(q) =

∑
k≥0 cn,kq

k, the conjecture implies that DT(m)
n (q)

is a polynomial with nonnegative coefficients, such that DT(m)
n (1) = DT(m)

n .

In the following, we will use a simplified notation for product expansions as in
the conjecture, using the λ-ring exponential Exp, see Section 8. Using Lemma
8.3, the product of the conjecture can be rewritten as

Exp(
1

1− q−1

∑

n≥1

DT(m)
n (q)((−1)m−1t)).

4 The Cohomological Hall algebra

In this section, we review the definition and the main properties of the Coho-
mological Hall algebra of [9] for the m-loop quiver. In particular, we formulate
the main conjecture of [9] on these algebras and relate it to the conjecture of
the previous section.

For a vector space V , we denote by EV = End(V )m the space of m-tuples of
endomorphisms of V . The groupGV = GL(V ) acts on EV by simultaneous con-
jugation. For complex vector spaces V and W of dimension n1 and n2, respec-
tively, we consider the subspace EV,W of EV⊕W of m-tuples of endomorphisms
(ϕ1, . . . , ϕm) respecting the subspace V of V ⊕W , that is, such that ϕi(V ) ⊂ V
for all i = 1, . . . ,m. We have an obvious projection map p : EV,W → EV ×EW
mapping (ϕ1, . . . , ϕm) to ((ϕ1|V , . . . , ϕm|V ), (ϕ1, . . . , ϕm)), where ϕi denotes
the endomorphism of W induced by ϕi. The action of GV⊕W on EV⊕W re-
stricts to an action of the parabolic subgroup PV,W of GV⊕W , consisting of
automorphisms respecting the subspace V , on EV,W . The projection p is equiv-
ariant, if the action of PV,W on EV ×EW is defined through the Levi subgroup
GV × GW of PV,W . Moreover, the closed embedding of EV,W into EV⊕W is
PV,W -equivariant.

Using these maps EV × EW ← EV,W → EV⊕W and their PV,W -equivariance,
we can define the following map in equivariant cohomology with rational coef-
ficients:

H∗
GV

(EV )⊗H
∗
GW

(EW ) ≃ H∗
GV ×GW

(EV × EW )

≃ H∗
PV,W

(EV,W )

→ H∗+2s1
PV,W

(EV⊕W )

→ H∗+2s1+2s2
GV ⊕W

(EV ⊕W ),

where the shifts in cohomological degree are s1 = dimEV⊕W − dimEV,W =
m dimV dimW and s2 = − dimGV⊕W /PV,W = − dimV dimW (see [9, Sec-
tion 2.2.] for the details). Then the following holds:

Theorem 4.1 [9, Theorem 1] The above maps induce an associative unital
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8 Markus Reineke

Q-algebra structure on H =
⊕

n≥0H
∗
GCn

(ECn), which is N × Z-bigraded if

Hk
GCn

(ECn) is placed in bidegree (n, (m− 1)
(
n
2

)
− k/2).

The algebra H is called the Cohomological Hall algebra of the m-loop quiver
in [9]. Since all spaces EV are contractible, the vector space underlying H is
independent of m, whereas the algebra structure depends on m.

The above bigrading differs slightly from the one in [9]; it is more suited to
our purposes of studying the series H(q, t) in relation to the generating series

F (q, t) of Poincaré polynomials of Hilb(m)
n .

We consider the Poincaré-Hilbert series of H:

PH(q, t) =
∑

n≥0

∑

k∈Z

dimQHn,kq
ktn.

Lemma 4.2 The series PH(q, t) equals H(q, t).

Proof: The homogeneous component of H with respect to the first compo-
nent of the bidegree equals H∗

GCn
(ECn) ≃ H∗

GCn
(pt), which is isomorphic to

a polynomial ring in n generators placed in bidegree (n, (m − 1)
(
n
2

)
− i) for

i = 1, . . . , n. Thus, this component has Poincaré-Hilbert series

q(m−1)(n2)tn

(1− q−1) · . . . · (1 − q−n)
.

�

Using torus fixed point localization, one obtains the following algebraic descrip-
tion of H:

Theorem 4.3 [9, Theorem 2] The algebra H is isomorphic to the following
shuffle-type algebra structure on

⊕
n≥0 Q[x1, . . . , xn]

Sn , the space of symmetric
polynomials in all possible numbers of variables:

(f1 ∗ f2)(x1, . . . , xn1+n2) =

∑
f1(xi1 , . . . , xin1

)f2(xj1 , . . . , xjn2
)(

n1∏

k=1

n2∏

l=1

(xjl − xik ))
m−1,

the sum ranging over all shuffles {i1 < . . . < in1} ∪ {j1 < . . . < jn2} =
{1, . . . , n1+n2}. A homogeneous symmetric function of degree k in n variables
is placed in bidegree (n, (m− 1)

(
n
2

)
− k).

From this description we see that H is commutative in case m is odd, and
supercommutative in case m is even.

Documenta Mathematica 17 (2012) 1–22



Degenerate Cohomological Hall Algebra and . . . 9

Conjecture 4.4 [9, Conjecture 1] The bigraded algebra H is isomorphic to
Sym(C ⊗ Q[z]), the (graded) symmetric algebra over a bigraded super vector
space. For any fixed n ≥ 1, only finitely many homogeneous components Cn,k
are nonvanishing and k ≥ 0 in this case, and z is a homogeneous element of
bidegree (0,−1).

This conjecture immediately implies Conjecture 3.3 for cn,k = dimQ Cn,k, since
the Poincaré-Hilbert series of a symmetric algebra has a natural product ex-
pansion, namely PSym(V ) = Exp(PV ). A proof of Conjecture 4.4 is announced
in [3].

5 The degenerate Cohomological Hall Algebra

We introduce a degenerate form of the Cohomological Hall algebra H and show
that it is of purely combinatorial nature. We analyze its structure using the
combinatorics of partitions in the set Tn introduced in Section 2.

In the following, we will adopt a non-standard notation for partitions: a parti-
tion of length n is a non-decreasing sequence λ = (0 ≤ λ1 ≤ . . . ≤ λn) of (not
necessarily non-zero) integers. Denote by Λn the set of partitions of length
l(λ) = n, and denote the disjoint union of all Λn (for n ≥ 0) by Λ. For N ∈ N,
define SNλ = (λ1+N, . . . , λn+N). Define the union µ∪ν of partitions µ, ν ∈ Λ
as the partition with parts µ1, . . . , µl(µ), ν1, . . . , νl(ν), resorted in ascending or-
der.

Generalizing the definition in Section 2, the weight of a partition λ is defined
as wt(λ) = (m− 1)

(
n
2

)
− |λ|, where |λ| = λ1 + . . .+ λn. Comparison with the

argument in the proof of Lemma 4.2 immediately shows:

Lemma 5.1 The generating function
∑

λ∈Λ q
wt(λtl(λ) of Λ by weight and length

equals H(q, t).

Definition 5.2 Define an algebra structure ∗ on the vector space A with basis
elements λ ∈ Λ by

µ ∗ ν = µ ∪ S(m−1)l(µ)ν

for µ, ν ∈ Λ.

This multiplication is obviously associative, but non-commutative unless m =
1. It is easy to verify that this algebra is bigraded by weight and length of
partitions, and thus has H(q, t) as its Poincaré series.

The explicit description of the Cohomological Hall algebra in Theorem 4.3
allows us to define the following (naive) quantization.

Definition 5.3 Define the quantized Cohomological Hall algebra Hq as the
bigraded Q[q]-module

⊕
n≥0 Q[q][x1, . . . , xn]

Sn with the product

(f1 ∗ f2)(x1, . . . , xn1+n2) =

Documenta Mathematica 17 (2012) 1–22



10 Markus Reineke

∑
f1(xi1 , . . . , xin1

)f2(xj1 , . . . , xjn2
)(

n1∏

k=1

n2∏

l=1

(xjl − qxik ))
m−1.

Remark: It would be interesting to realize this algebra geometrically, as the
convolution algebra in some appropriate cohomology theory on the GV -spaces
EV of the previous section.

We can specialize the algebra Hq to any q ∈ Q, in particular to q = 0, yielding
an algebra H0.

Proposition 5.4 We have an isomorphism of bigraded algebras A ≃ H0 by
mapping a partition λ to the symmetric polynomial

Pλ(x1, . . . , xn) =
∑

σ∈Sn

xλ1

σ(1) · . . . · x
λn

σ(n).

Proof: The polynomial Pλ is a suitable multiple of the monomial symmetric
polynomial mλ(x1, . . . , xn). The multiplication in H0 reduces to

(f1 ∗ f2)(x1, . . . , xn1+n2) =

∑
f1(xi1 , . . . , xin1

)f2(xj1 , . . . , xjn2
)(

n2∏

l=1

xjl)
(m−1)n1 .

Identification of shuffles with cosets Sn1+n2/(Sn1 × Sn2) immediately shows
that Pλ ∗ Pµ = Pλ∗µ.

�

Recall from section 2 the subset Tn ⊂ Λn of partitions λ ∈ Λn such that
λi ≤ (m − 1)(i − 1) for all i = 1, . . . , n, and define T as the disjoint union of
all Tn.

Lemma 5.5 The subspace B of A generated by the basis elements indexed by T
is stable under the multiplication ∗, thus B is a subalgebra of A. In computing
a product λ ∗ µ for λ, µ ∈ T , it suffices to append S(m−1)l(λ)µ to λ (without
resorting parts).

Proof: Using the definition of T and of ∗, this is immediately verified.
�

Denote by S the linear operator on A induced by the operation S on partitions.

Lemma 5.6 Multiplication induces an isomorphism of bigraded vector spaces
B ⊗ SA ≃ A.

Proof: On the level of partitions, this reduces to the statement that mul-
tiplication induces a bijection between

⋃
k+l=n Tk × S(Λl) and Λn preserving

weights. Suppose λ is given. If λ ∈ Tn, we map λ to (λ, ()) ∈ Tn × Λ0. Oth-
erwise, let i be maximal such that λi ≤ (m − 1)(i − 1) (thus i < n). We
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Degenerate Cohomological Hall Algebra and . . . 11

define µ = (λ1, . . . , λi). We have λj > (m − 1)(j − 1) for all j > i, thus
(λi+1, . . . , λn) = S(m−1)i+1ν for the partition ν of length n − i with parts
νk = λi+k − (m − 1)i − 1 ≥ 0. Then λ is mapped to (µ, ν). By a simple
calculation, compatibility of this bijection with the weight is verified.

�

We can iterate this lemma to get (the infinite tensor product meaning finite
combinations of finite pure tensors):

Corollary 5.7 Multiplication induces an isomorphism

⊗

i≥0

SiB = B ⊗ SB ⊗ S2B ⊗ . . . ≃ A.

Proof: Iteration of the previous lemma shows that any λ admits a finite
decomposition λ = λ1 ∗ . . . ∗ λs such that λk ∈ SkB for degree reasons.

�

Next, we analyze the structure of the algebra B. Denote by T 0
n ⊂ Tn the subset

of all λ ∈ Tn such that λi < (m− 1)(i− 1) for i = 2, . . . , n, by T 0 the disjoint
union of all T 0

n , and by B0 the subspace of B linearly generated by T 0.

Lemma 5.8 B is isomorphic to the tensor algebra T (B0).

Proof: In a product λ = λ1 ∗ . . . ∗ λk of partitions λi ∈ T 0, the set of indices
l = 2, . . . , n such that λl = (m− 1)(l− 1) is precisely the set {l(λ1)+ 1, l(λ1)+
l(λ2)+1, . . . , l(λ1)+ . . .+ l(λk−1)+1}. This observation shows that any λ ∈ T
admits a unique such decomposition.

�

We define a total ordering on T 0 by the lexicographic ordering, viewing par-
titions as words in the alphabet N. This induces a total ordering, the lexi-
cographic ordering in the alphabet T 0, on words in T 0. Call a word in the
alphabet T 0 Lyndon if it is strictly bigger than all of its proper cyclic shifts.
Denote by TL the set of all λ1 ∗ . . .∗λk for λ1 . . . λk a Lyndon word in T 0, thus
TL is the union of all TLn = TL ∩ Tn, and by BL the subspace of B generated
by TL.

Lemma 5.9 Multiplication induces an isomorphism of bigraded vector spaces
Sym(BL) ≃ B.

Proof: By the previous lemma, we have B ≃ T (B0), thus B ≃ Sym(L(B0))
as vector spaces by Poincaré-Birkhoff-Witt, where L(B0) is the free Lie algebra
in B0 (since the free algebra of a vector space is the enveloping algebra of its
free Lie algebra). By general results on free Lie algebras [17], the Lyndon
words parametrize a basis of the free Lie algebra, since every word can be
written uniquely as a product of Lyndon words, weakly increasing with respect
to lexicographic ordering on words. This construction provides an isomorphism
between B and Sym(BL). The latter inherits its bigrading from BL, and the
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construction obviously respects the bigradings.
�

Combining the above lemmas, we arrive at the following description of the
algebra A:

Theorem 5.10 We have an isomorphism of bigraded vector spaces

A ≃ Sym(
⊕

i≥0

SiBL).

Proof: The result follows from the following chain of isomorphisms:

A ≃
⊗

i≥0

SiB ≃
⊗

i≥0

SiSym(BL) ≃
⊗

i≥0

Sym(SiBL) ≃ Sym(
⊕

i≥0

SiBL).

�

Remark: This result is not a direct analogue of Conjecture 4.4 for the algebra
A ≃ H0, since the operator S induces a shift of (0,−n) in bidegree on a
homogeneous component BL(n,k) of B

L.

Comparing Poincaré-Hilbert series of both sides in the formula of Theorem
5.10, we get:

Corollary 5.11 We have the following product expansion:

H(q, t) = Exp(
∑

n≥1

1

1− q−n

∑

λ∈TL
n

qwt(λ)tn).

For application to (quantized) Donaldson-Thomas invariants, we have to de-
scribe H(q, (−1)m−1t), thus it is necessary to derive a signed analogue of the
previous corollary. Define TL,+ as TL if m is odd, and as

TL,+ = TL ∪ {λ ∗ λ |λ ∈ TL, l(λ) odd}

if m is even. Define TL,+n = TL,+ ∩ Tn.

Theorem 5.12 We have a product expansion

H(q, (−1)m−1t) = Exp(
∑

n≥1

1

1− q−n

∑

λ∈TL,+
n

qwt(λ)((−1)m−1t)n).

Proof: If m is odd, there is nothing to prove, so suppose that m is even.
From the identity

(1 + qatb)−1 = Exp(q2at2b − qatb)

it follows that H(q, (−1)m−1t) equals

Exp(
∑

n≥1

1

1− q−n

∑

λ∈TL
n

qwt(λ)((−1)m−1t)n +
∑

n≥1
odd

1

1− q−2n

∑

λ∈TL
n

q2wt(λ)t2n).
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Now it remains to recall that length and weight double when passing from λ
to λ ∗ λ, and the claim follows.

�

Arguing as in Section 3, this implies the following combinatorial interpretation
of Donaldson-Thomas invariants.

Corollary 5.13 We have DT(m)
n = 1

n |T
L,+
n |.

Define the polynomials Qn(q) =
∑
λ∈TL

n
qwt(λ) and Qn(q) =

∑
λ∈TL,+

n
qwt(λ);

we thus have Qn(q) = Qn(q) except in case m is even and n = 2n for odd n,
where Qn(q) = Qn(q) +Qn(q

2). We can reformulate Theorem 5.12 as

H(q, (−1)m−1t) = Exp(
∑

n≥1

1

1− q−n
Qn(q)((−1)

m−1t)n).

Example: To illustrate the classes of partitions T 0 ⊂ TL ⊂ T ⊂ Λ defined
above, we consider the case m = 2, n = 4. The set T4 consists of the 14
partitions

(0000), (0001), (0002), (0003), (0011), (0012), (0013),

(0022), (0023), (0111), (0112), (0113), (0122), (0123).

The five underlined partitions belong to T 0
4 ; for the other ones, we have the

following decompositions:

(0003) = (000) ∗ (0), (0013) = (001) ∗ (0), (0022) = (00) ∗ (00),

(0023) = (00) ∗ (0) ∗ (0), (0111) = (0) ∗ (000), (0112) = (0) ∗ (001),

(0113) = (0) ∗ (00) ∗ (0), (0122) = (0) ∗ (0) ∗ (00), (0123) = (0) ∗ (0) ∗ (0) ∗ (0).

The lexicographic ordering on T 0 gives (0) <lex (00) <lex (000) <lex (001), thus
we have the following eight elements in TL4 :

(0000), (0001), (0002), (0003), (0011), (0012), (0013), (0023).

6 Explicit formulas and integrality

Denote by Un the set of all sequences (a1, . . . , an) of nonnegative integers which
sum up to (m − 1)n. We consider the natural action of the n-element cyclic
group Cn on Un by cyclic shift; call a sequence primitive if it is different from
all its proper cyclic shifts. Every non-primitive sequence can be written as the
(n/d)-fold repetition of a primitive sequence in Ud for d a proper divisor of n;
we denote the corresponding subset of Un by Ud−prim

n , and in particular by
Uprim
n = Un−prim

n the subset of primitive sequences. We relate Uprim
n /Cn, the

set of Cn-orbits of primitive sequences, to the set TLn of the previous section.
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14 Markus Reineke

Lemma 6.1 We have an injective map ϕ from Tn to Un given by

(λ1, . . . , λn) 7→ (λ2 − λ1, λ3 − λ2, . . . , λn − λn−1, (m− 1)n− λn).

Its inverse is given by

(a1, . . . , an) 7→ (0, a1, a1 + a2, . . . , a1 + . . .+ an−1).

The image of ϕ consists of the sequences (a1, . . . , an) such that a1 + . . .+ ai ≤
(m− 1)i for all i = 1, . . . , n.

Proof: This is immediately verified using the definitions.
�

Call a sequence (a1, . . . , an) as above admissible if the condition of the previous
lemma is satisfied, that is, if it belongs to the image of ϕ.

Lemma 6.2 Every cyclic class in Un contains at least one admissible element.

Proof: Define an auxilliary sequence (b1, . . . , bn) of integers by bi = ai− (m−

1); then
∑

i bi = 0, and the admissibility condition translates into
∑i

j=1 bj ≤ 0
for all i ≤ n. Choose an index i0 such that b1+ . . .+bi0 is maximal among these
partial sums. Then (ai0+1, . . . , an, a1, . . . , ai0) is admissible: for i0 ≤ i ≤ n we
have

bi0+1 + . . .+ bi = (b1 + . . .+ bi)− (b1 + . . .+ bi0) ≤ 0.

For i ≤ i0, we have (since the bi sum up to 0):

bi0+1 + . . .+ bn + b1 + . . .+ bi = (b1 + . . .+ bi)− (b1 + . . .+ bi0) ≤ 0.

�

Proposition 6.3 The map ϕ induces a bijection between TLn and Uprim
n /Cn.

Proof: If µ ∈ Tk and ν ∈ Tl for k + l = n, then ϕ(µ ∗ ν) is just the con-
catenation of the sequences ϕ(µ) and ϕ(ν). Thus, ϕ(µ ∗ ν) and ϕ(ν ∗ µ) are
cyclic shifts of each other. Conversely, if a sequence a ∈ Un and a proper cyclic
shift a′ = (ai+1, . . . , an, a1, . . . , ai) of a are both admissible, both subsequences
(a1, . . . , ai) and (ai+1, . . . , an) are admissible. It follows that a = ϕ(µ ∗ ν) and
a′ = ϕ(ν ∗ µ) for some µ, ν.

We conclude that the restriction of ϕ to TLn only maps to primitive classes, and
that each such cyclic class is hit precisely once.

�

Define Uprim,+
n as Uprim

n ∪ Un−prim
n if m is even and n = 2n ≡ 2 mod 4, and as

Uprim
n otherwise. We have the following variant of the previous proposition:

Corollary 6.4 The map ϕ induces a bijection between TL,+n and Uprim,+
n /Cn.
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Under the above map ϕ, the weight wt(λ) of a partition translates into the
function

wt(a1, . . . , an) =

n∑

i=1

(n− i)(m− 1− ai).

Lemma 6.5 Considered modulo n, the function wt on Un is invariant under
cyclic shift. In each cyclic class, it assumes its maximum at an admissible
element. If a ∈ Un is the n

d -fold repetition of a sequence b ∈ Ud, then wt(a) =
n
dwt(b).

Proof: We have

wt(ai+1, . . . , an, a1, . . . , ai) = wt(a1, . . . , an)− n((m− 1)i− a1 − . . .− ai),

proving the first two claims. It follows from a direct calculation that the func-
tion wt is additive with respect to concatenation of sequences as above, proving
the third claim.

�

Defining wt(C) for a cyclic class C ∈ Uprim,+
n /Cn as the maximal weight of

sequences in class C, we can thus rewrite the polynomial Qn(q) of the previous
section as Qn(q) =

∑
C∈Uprim,+

n /Cn
qwt(C). We also derive the identity

nQn(q) ≡
∑

a∈Uprim,+
n

qwt(a) mod (qn − 1).

Define Pn(q) =
∑

a∈Un
qwt(a). Using again the previous lemma, we have

Pn(q) =
∑

d|n

∑

a∈Ud−prim
n

qwt(a) =
∑

d|n

∑

b∈Uprim
d

q
n
d
wt(b)

and thus

Pn(q) ≡
∑

d|n

dQd(q
n
d ) mod (qn − 1).

By Moebius inversion, this gives

Lemma 6.6 We have

Qn(q) ≡
1

n

∑

d|n

µ(
n

d
)Pd(q

n
d ) mod (qn − 1).

Remark: Arguments like the above also appear in the context of the “cyclic
sieving phenomenon” for Gaussian binomial coefficients, see [15].

Theorem 6.7 The polynomial Qn(q) is divisible by [n] = 1 + q + . . . + qn−1,
and the quotient 1

[n]Qn(q) is a polynomial in Z[q].
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16 Markus Reineke

Proof: Unwinding the definitions of the polynomial Pn(q), of the set Un and
of its weight statistics wt, we see that Pn(q) equals the t

(m−1)n-term in

∑

a1,...,an≥0

q
∑

i
(n−i)(m−1−ai)t

∑
i
ai =

q(m−1)(n2)
∏n−1
i=0 (1− q

−it)
.

Let ζn be a primitive n-th root of unity. Specializing q at an arbitrary n-th
root of unity ζsn for s = 1, . . . , n, we see that Pn(ζ

s
n) equals the t

(m−1)n-term in

ζ
(m−1)(n2)s
n∏n−1

i=0 (1 − ζ
si
n t)

=
ζ
(m−1)(n2)s
n

(
∏n

g
−1

i=0 (1 − ζsin t))
g
=
ζ
(m−1)(n2)s
n

(1− t
n
g )g

=

= ζ
(m−1)(n2)s
n

∑

k≥0

(
k + g − 1

g − 1

)
t
n
g
k,

where g = gcd(s, n). The term ζ
(m−1)(n2)s
n is easily seen to equal the sign

(−1)(m−1)(n−1)s, thus

Pn(ζ
s
n) = (−1)(m−1)(n−1)s

(
mgcd(s, n)− 1

gcd(s, n)− 1

)
.

Substituting this into the Moebius inversion formula of the previous lemma,
we arrive at

Qn(ζ
s
n) =

1

n

∑

d|n

µ(
n

d
)(−1)(m−1)(n−1)s

(
mgcd(s, n)− 1

gcd(s, n)− 1

)
.

In particular, we have Qn(1) =
∑

d|n µ(
n
d )
(
mn−1
n−1

)
. Applying Lemma 8.4, we

see that Qn(ζ
s
n) = Qn(ζ

s
n) = 0 except in case m even, n even, s = n = n

2 odd,

where Qn(−1) = −
1
n

∑
d|n µ(

n
d )
(
md−1
d−1

)
. Using the above formula for Qn(1), in

this case we thus get Qn(−1) = Qn(−1) +Qn(1) = 0.

We have proved that Qn(ζ
s
n) = 0 for s = 1, . . . , n − 1, thus Qn(q) ∈ Z[q] is

divisible in Z[q] by all nontrivial cyclotomic polynomials Φd(q) for 1 6= d|n, and
thus Qn(q) is divisible in Z[q] by their product, which equals the polynomial
[n].

�

We thus arrive at the following explicit formulas:

Theorem 6.8 The following holds for all m ≥ 1 and all m ≥ 1:

1. The quantized Donaldson-Thomas invariant DT(m)
n (q) is given by

DT(m)
n (q) = q1−n

1

[n]

∑

C∈Uprim,+
n

qwt(C)

and is a polynomial with integer coefficients.
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2. For every i = 0, . . . , n−1, the (unquantized) Donaldson-Thomas invariant

DT(m)
n equals the number of classes C ∈ Uprim,+

n of weight wt(C) ≡
i mod n.

Proof: Using Corollary 5.11 and the definition of DT(m)
n (q) of Section 3, the

first part follows from Theorem 6.7. The second part follows by comparing
coefficients of the polynomials Qn(q) and DT(m)

n (q).
�

Remark: There seems to be no natural weight function s on classes C ∈
Uprim,+
n of weight wt(C) ≡ i mod n such that

∑
C q

s(C) = DT(m)
n (q).

7 Relation to Higgs moduli

For n ∈ N and d ∈ Z, define Hn,d as the set of all sequences (l1, . . . , ln) ∈ Zn

with the following properties:

1. lk+1 − lk + (m− 1) ≥ 0 for all k = 1, . . . , n− 1,

2.
∑n
i=1 li = d,

3.
∑

k
i=1 li
k ≥ d

n for all k < n.

These sequences arise as certain fixed points (so-called type (1, . . . , 1)-fixed
points) in the moduli space of SLn-Higgs bundles, for the action of C∗ scaling
the Higgs field; see [7, Proposition 10.1]. A relation to Conjecture 3.3 is pro-
vided by [6, Remark 4.4.6].

Remark: Shifting every entry of such a sequence by 1 defines a bijection
Hn,d ≃ Hn,d+n. We also have a duality Hn,d ≃ Hn,−d by mapping (l1, . . . , ln)
to (−ln, . . . ,−l1). The elements of Hn,0 appear in combinatorics as “score se-
quences of complete tournaments” [11].

The aim of this section is to prove a conjecture of T. Hausel and F. Rodriguez-
Villegas originating in [6, Remark 4.4.6] (see also [16]):

Theorem 7.1 If d is coprime to n, the cardinality of Hn,d equals DT(m)
n .

Proof: We continue to work with the sets Un, Uprim
n , Uprim,+

n and

U
prim(,+)
n /Cn of the previous section. We define a map Φ : Hn,d → Un by

associating to l∗ = (l1, . . . , ln) the sequence (a1, . . . , an) defined by

ak = lk+1 − lk + (m− 1) for k = 1, . . . , n,

where we formally set ln+1 = l1 (the second and third of the defining conditions
of Hn,d have to be used to ensure an ≥ 0). Obviously this map is injective.
It is also compatible with cyclic shifts, from which it follows easily that the
image of Φ consists only of primitive sequences, and that each cyclic class in
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18 Markus Reineke

Uprimn is hit at most once by the image of Φ (compare the proof of Proposition
6.3 ). In other words, Φ induces an embedding of Hn,d into Uprim

n /Cn. The
weight of Φ(l∗) is easily computed as nl1−d, thus it is congruent to −d mod n.
We want to prove that, conversely, every primitive cyclic class a∗ of weight
wt(a∗) ≡ −d mod n belongs to the image of Φ. We first choose an arbitrary
element a∗ in such a cyclic class and associate to it the integers

lk = l1 +

k−1∑

i=1

ai − (m− 1)(k − 1) where l1 =
wt(a∗) + d

n
.

This sequence does not necessarily belong to Hn,d; only the first two defining
conditions are fulfilled a priori, together with the condition l1−ln+(m−1) ≥ 0.
We define k0 as the maximal index k ∈ {0, . . . , n} where l1+. . .+lk−

d
nk reaches

its minimum. Then the cyclic shift (lk0+1, . . . , ln, l1, . . . , lk0) fulfills the third
defining condition by definition of k0 (compare the proof of Lemma 6.2), and
the first two conditions are still valid. From the definition, it also follows that
this defines an inverse map to Φ.

We have thus proved that Hn,d is in bijection to (Uprim
n /Cn)−d, the subset of

Uprim
n /Cn of sequences of weight ≡ −d mod n. For parity reasons, sequences of

such a weight cannot be twice a shorter sequence, thus we can replace Uprim
n /Cn

by Uprim,+
n /Cn. By Theorem 6.8, the cardinality of the latter equals DT(m)

n .
�

Remark: As in the case of (Uprim
n /Cn)−d, there seems to be no natural weight

function on sequences (l1, . . . , ln) as above which gives DT(m)
n (q).

8 Appendix: λ-ring exponential and Moebius inversion

Let R be the ring Z[q, q−1][[t]] of formal power series in t with coefficients being
integral Laurent series in q, and denote by R+ the ideal of formal series without
constant term. Then exp and log define mutually inverse isomorphisms between
the additive group of R+ and the multiplicative group 1 +R+ of formal series
with constant term 1.

We can define (see [5]) a λ-ring structure on R with Adams operations ψi for
i ≥ 1 given by ψi(q) = qi, ψ(t) = ti; thus, in particular, we have ψ1 = id and
ψiψj = ψij . We define Ψ =

∑
i≥1

1
iψi.

Lemma 8.1 The operator Ψ is invertible with inverse Ψ−1 =
∑

i≥1
µ(i)
i ψi,

where µ denotes the number-theoretic Möbius function.

Proof: Composition of Ψ with the operator defined on the right hand side
of the claimed formula yields

∑
n≥1

∑
i|n µ(i)

ψn

n , which equals ψ1 = id by
properties of the Moebius function.

�
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Using this explicit form of the operators Ψ and Ψ−1, we can derive the following
q-Moebius inversion formula for polynomials fn(q), gn(q) in q (viewing them as
coefficients of formal series):

Lemma 8.2 We have

ngn(q) =
∑

d|n

fd(q
n/d)) ⇐⇒ fn(q) =

∑

d|n

µ(
n

d
)dgd(q

n/d).

We define the λ-ring exponential Exp : R+ → 1 + R+ by Exp = exp ◦Ψ. Its
inverse is the λ-ring logarithm Log = Ψ−1 ◦ log. We have the following explicit
formula:

Lemma 8.3 For coefficients ci,k ∈ Z such that, for fixed i ∈ N, we have ci,k 6= 0
for only finitely many k ∈ Z, the following formula holds:

Exp(
∑

i≥1

∑

k∈Z

ci,kq
kti) =

∏

i≥1

∏

k∈Z

(1− qkti)−ci,k .

Proof: It suffices to compute Exp(qkti), which is

exp(
∑

j≥1

1

j
(qkti)j) = exp(− log(1− qkti)) = (1− qkti)−1.

The lemma follows.
�

In Section 6, we make use of the following Moebius inversion type result.

Lemma 8.4 Let f : N → Z be function on non-negative integers. For n ≥ 1
and a proper divisor s of n, the sum

1

n

∑

d|n

µ(
n

d
)(−1)(m−1)(d−1)sf(gcd(d, s))

equals 0, except when m is even, n is even, s = n = n
2 is odd, where it equals

− 1
n

∑
d|n µ(

n
d )f(d).

Proof: Suppose first that m is even, n is even, and s = n is odd. Every
divisor of n is a divisor d of n or twice such a d. We can then split the sum in
question into

1

n
(
∑

d|n

µ(
n

d
)(−1)d−1f(d) +

∑

d|n

µ(
n

d
)(−1)2d−1f(d)).

Since all divisors d are odd, we have µ(nd ) = −µ(
d
n ), and the sum simplifies to

−
2

n

∑

d|n

µ(
n

d
)f(d) = −

1

n

∑

d|n

µ(
n

d
)f(d),
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as claimed.

Now suppose that s is an arbitrary proper divisor of n, but s 6= n
2 in case m is

even and n ≡ 2 mod 4. We write

1

n

∑

d|n

µ(
n

d
)(−1)(m−1)(d−1)sf(gcd(d, s)) =

1

n

∑

g|s

∑

d|n
g

gcd(d, s
g
)=1

µ(
n

gd
)(−1)(m−1)(gd−1)sf(g).

We can uniquely decompose n
g as n1n2, where n1 collects all prime factors of

n
g dividing s

g ; we then have gcd(n1, n2) = 1, and the divisors d of ng such that

gcd(d, sg ) = 1 are precisely the divisors of n2. Thus, we can rewrite the above
sum as

1

n

∑

g|s

∑

d|n2

µ(n1)µ(
n2

d
)(−1)(m−1)(gd−1)sf(g) =

1

n
(−1)(m−1)s

∑

g|s

µ(n1)f(g)
∑

d|n2

µ(
n2

d
)(−1)(m−1)gds.

By Moebius inversion, the inner sum, temporarily called ρ(g), equals zero ex-
cept in the case n2 = 1, or n2 = 2 and (m− 1)gs is even.

Now suppose that in the above sum, the summand corresponding to a divisor
g of s is non-zero, that is, both µ(n1) and ρ(g) are non-zero. First consider the
case n2 = 1, thus n1 = n

g is squarefree. Since s 6= n, there exists a prime p

dividing n
s , and thus also n

g . Since n2 = 1, the prime p also divides s
g , thus p

2

divides n
g , a contradiction. Now consider the case n2 = 2 and (m− 1)gs even,

thus n1 = n
2g is squarefree. Again, a prime p dividing n

2g also divides s
g . If p

is odd, the argument of the first case again yields a contradiction. So suppose
that 2 is the only prime divisor of ng , that n = 2kn′ for odd n′, and g = 2ln′.

Then s = 2l
′

n′ for some l′ ≤ l, and n
2g = 2k−l. Since n

2g is squarefree, we have
k = l or k = l + 1. If k = l, then s ≥ g = n, a contradiction. If k = l + 1, then
g = n

2 , both s and g are odd, and thus m is even. But then n ≡ 2 mod 4, and
by assumption s 6= n

2 , a contradiction.

Thus we see that no summand above can be non-zero, proving the claim.
�

References

[1] P. Duchon: On the enumeration and generation of generalized Dyck words.
Formal power series and algebraic combinatorics (Toronto, ON, 1998).
Discrete Math. 225 (2000), no. 1-3, 121-135.

Documenta Mathematica 17 (2012) 1–22



Degenerate Cohomological Hall Algebra and . . . 21

[2] P. Duchon: q-grammars and wall polyominoes. Ann. Comb. 3 (1999), no.
2-4, 311-321.

[3] A. I. Efimov: Cohomological Hall algebra of a symmetric quiver.
arXiv:1103.2736

[4] J. Engel, M. Reineke: Smooth models of quiver moduli. Math. Z. 262
(2009), 4, 817-848.

[5] E. Getzler: Mixed Hodge structures of configuration spaces. arXiv:alg-
geom/9510018.

[6] T. Hausel and F. Rodriguez-Villegas: Mixed Hodge polynomials of charac-
ter varieties (with an appendix by Nicholas Katz). Inv. Math. 174 (2008),
3, 555-624.

[7] T. Hausel, M. Thaddeus: Mirror symmetry, Langlands duality and Hitchin
systems. Invent. Math., 153 (2003), 1, 197-229.

[8] G. Helleloid, F. Rodriguez-Villegas: Counting Quiver Representations over
Finite Fields Via Graph Enumeration. arXiv:0810.2127

[9] M. Kontsevich, Y. Soibelman: Cohomological Hall algebra, expo-
nential Hodge structures and motivic Donaldson-Thomas invariants.
arXiv:1006.2706

[10] M. Kontsevich, Y. Soibelman: Stability structures, motivic Donaldson-
Thomas invariants and cluster transformations. arXiv:0811.2435

[11] H. G. Landau: On Dominance Relations and the Structure of Animal
Societies, III. The Condition for a Score Structure. Bull. Math. Biophys.
15 (1953), 143-148.

[12] M. Reineke: Cohomology of noncommutative Hilbert schemes. Algebr.
Represent. Theory. 8 (2005), 541-561.

[13] M. Reineke: Poisson automorphisms and quiver moduli. J. Inst. Math.
Jussieu 9 (2010), 3, 653-667.

[14] M. Reineke: Cohomology of quiver moduli, functional equations, and in-
tegrality of Donaldson-Thomas type invariants. Compositio Math. 147
(2011), 943-964.

[15] V. Reiner, D. Stanton, and D. White: The cyclic sieving phenomenon. J.
Combin. Theory Ser. A (2004), 17-50.

[16] F. Rodriguez-Villegas: A refinement of the A-polynomial of quivers.
arXiv:1102.5308

[17] C. Reutenauer: Free Lie algebras. Oxford University Press, 1993.

[18] R. P. Stanley: Enumerative Combinatorics, vol. 2. Cambridge University
Press, New York/Cambridge, 1999.

Documenta Mathematica 17 (2012) 1–22



22 Markus Reineke

Markus Reineke
Fachbereich C
Mathematik
und Naturwissenschaften
Bergische Universität Wuppertal
Gaußstr. 20
D 42097 Wuppertal
Deutschland
reineke@math.uni-wuppertal.de

Documenta Mathematica 17 (2012) 1–22



Documenta Math. 23

Smooth Representations of GLm(D)

V: Endo-Classes

In memory of Martin Grabitz

P. Broussous, V. Sécherre, and S. Stevens(1)

Abstract. Let F be a locally compact nonarchimedean local field. In
this article, we extend to any inner form of GLn over F, with n > 1, the
notion of endo-class introduced by Bushnell and Henniart for GLn(F).
We investigate the intertwining relations of simple characters of these
groups, in particular their preservation properties under transfer. This
allows us to associate to any discrete series representation of an inner
form of GLn(F) an endo-class over F. We conjecture that this endo-
class is invariant under the local Jacquet-Langlands correspondence.
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Introduction

This is the fifth in a series of articles whose objective is a complete description
of the category of smooth complex representations of GLr(D), with r a positive
integer and D a division algebra over a locally compact nonarchimedean local
field. The longer term aim is an explicit description, in terms of types, of
the local Jacquet-Langlands correspondence [14, 1], as begun by Bushnell and
Henniart [18, 7, 9], and by Silberger and Zink [26, 27].

The main object of study in this paper is the notion of endo-equivalence class,
or endo-class, of simple characters. This notion has been introduced by Bush-
nell and Henniart [6] for the group GLn(F), with n a positive integer and F
a locally compact nonarchimedean local field: an endo-class is an invariant
associated to an irreducible cuspidal representation of GLn(F), constructed by
explicit methods related to the description of this representation as compactly
induced from an irreducible representation of a compact-mod-centre subgroup
of GLn(F) (see [10, 6]). The arithmetic significance of this invariant has been
described in [8], in the case where F is of characteristic zero: if we denote by WF

the Weil group of F (relative to an algebraic closure) and by PF its wild inertia
subgroup, there is a bijection between the set E(F) of endo-classes over F and
the set of WF-conjugacy classes of irreducible representations of PF, which is
compatible with the local Langlands correspondence.

In this article, we extend the notion of endo-class to any inner form of GLn(F),
n > 1, that is, to any group of the form GLr(D), with r a positive integer and D
an F-central division algebra of dimension d2 over F, with n = rd. For this we
develop a Shintani lift, or base change, for simple characters, which is also of
independent interest (see below). If G is an inner form of H = GLn(F), and
if D(G) denotes the discrete series of G (that is, the set of isomorphism classes
of essentially square-integrable irreducible representations of G), we define a
map:

ΘG : D(G)→ E(F)

(see paragraph 9.2) which associates an endo-class over F to any discrete series
representation of G. This map should play an important role in an explicit
description of the local Jacquet–Langlands correspondence:

JL : D(G)→ D(H).

In particular, we expect that JL preserves the endo-class (see Conjecture 9.5),
that is:

ΘH ◦ JL = ΘG.
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Endo-Classes for GLm(D) 25

This conjectural property can be seen as a generalization of the fact that the
correspondence JL preserves the representations of level zero (see [26]). The
notion of endo-class also plays a central role in:

– the construction of semisimple types, which leads to a complete descrip-
tion of the structure of the category of smooth complex representations of G
(see [25]);

– the study of smooth representations of G with coefficients in a field of
non-zero characteristic different from the residue characteristic of F (see [19]).

Before giving more details, let us mention that there are roughly speaking two
main obstacles to overcome: First, one has to compare simple characters in
GLr(D) with simple characters in GLr′(D

′) where GLr(D) and GLr′(D
′) are

two inner forms of GLn(F) with D and D′ not necessarily isomorphic. It is
to overcome this that we need to develop a Shintani lift, or base change, for
simple characters. This process is of independent interest and may be used
to define a Shintani lift for irreducible representations of GLr(D). The second
problem is due to the notion of embedding type, a phenomenon first discovered
by Fröhlich [15]; this problem, and its resolution, will be discussed in more
detail below.

One of the objectives of [20], completed in [24], is the construction of simple
characters, which are certain special characters of particular compact open sub-
groups of G. These simple characters are attached to data called simple strata,
and are a fundamental part of the construction of more elaborate objects called
simple types (see [21, 22]). One knows from [22, 24] that every irreducible
discrete series representation π of G contains a simple character θ attached
to a simple stratum. Neither the simple stratum nor the simple character are
unique, but every other simple character θ′ contained in π intertwines θ, that is,
there is an element g ∈ G such that θ′ and the conjugate character θg coincide
on the intersection of the compact open subgroups where they are defined. It
is this observation which leads to the notion of endo-class.

An endo-class is an equivalence class of objects called potential simple char-
acters (or ps-characters for short), for a relation called endo-equivalence. A
ps-character Θ is characterized by giving a simple stratum [Λ, n,m, β] in an F-
central simple algebra A and a simple character θ attached to this simple stra-
tum. The pair ([Λ, n,m, β], θ) is called a realization of Θ. Another simple
stratum [Λ′, n′,m′, β] in another F-central simple algebra A′ (note that β is
unchanged) and a simple character θ′ for this stratum define the same ps-
character precisely when θ and θ′ are linked by the transfer map defined in [20]
(see paragraph 1.2 below). Two ps-characters Θ1 and Θ2 are said to be endo-
equivalent (see Definition 1.10) if they can be characterized by giving realiza-
tions ([Λ, ni,mi, βi], θi) in an F-central simple algebra A, for i = 1, 2 (note that
A and Λ do not depend on i), of the same degree and normalized level, and
such that the simple characters θ1 and θ2 intertwine in A×.
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The properties of endo-equivalence depend on important intertwining prop-
erties of simple characters, notably the preservation of these properties un-
der the transfer map. This article centres on two important technical results:
the property of “preservation of intertwining” (Theorem 1.11) and the “inter-
twining implies conjugacy” property (Theorem 1.12). Partial results on these
questions were already given by Grabitz [17], notably a proof of “intertwining
implies conjugacy”, but these results are proved under unnecessarily restrictive
hypotheses: that the simple strata underlying the construction are sound in the
sense of Definition 1.14. We have sought to develop the notion of endo-class in
as general a situation as possible, emphasizing the functorial properties of the
objects involved. However, rather than starting again from scratch, we decided
to use the work of Grabitz as much as possible. We note that, as well as [17],
our proofs rely heavily on the results of Bushnell, Henniart and Kutzko [10, 6]
in the split case.

Let us now describe in more detail the results, and the techniques used, in
this article. For i = 1, 2, let Θi be a ps-character defined by a simple stra-
tum [Λ, ni,mi, βi] in an F-central simple algebra A and a simple character θi
in C(Λ,mi, βi) attached to this stratum (see paragraph 1.1 for the notation).
Suppose from now on that the ps-characters Θ1 and Θ2 are endo-equivalent so
that, in particular, we may assume the characters θ1 and θ2 intertwine in A×.
The “preservation of intertwining” property can be stated as follows:

Theorem (see Theorem 1.11). — For i = 1, 2, let [Λ′, n′
i,m

′
i, βi] be a simple

stratum in a simple central F-algebra A′ and θ′i ∈ C(Λ′,m′
i, βi) defining the

ps-character Θi, that is, θ
′
i is the transfer of θi. Then the characters θ′1 and θ′2

intertwine in A′×.

This means that the property that two simple characters intertwine is invariant
under transfer. The statement above is the same as its analogue [6, Theorem
8.7] in the case that A is split and Λ is strict. However, we will see that the
proof requires new ideas.

One of the important results in [10] is the “intertwining implies conjugacy”
property for simple characters, which expresses the fact that intertwining of
simple characters is a very stringent relation. It is this property which allows
a classification “up to conjugacy” of the irreducible cuspidal representations
of GLn(F). This property no longer holds in the general case, as was already
observed in [5] for simple strata. To remedy the situation, we introduce the
notion of embedding type of a simple stratum (see Definition 1.8): two simple
strata [Λ, ni,mi, βi] have the same embedding type if the maximal unramified
subextensions of F(βi)/F are conjugate under the normalizer of Λ in A×. With
the same notation and hypotheses as above, we prove the following:

Theorem (see Theorem 1.12). — Suppose that n1 = n2, m1 = m2, and the
simple strata [Λ, ni,mi, βi] have the same embedding type. Write Ki for the
maximal unramified extension of F contained in F(βi) ⊆ A. Then there is
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Endo-Classes for GLm(D) 27

an element of the normalizer of Λ in A× which simultaneously conjugates K1

to K2 and θ1 to θ2.

This result was proved by Grabitz [17, Corollary 10.15] with the additional
assumption that the simple strata [Λ, n,m, βi] are sound. We prove it here
without this hypothesis.

Once one has proved that endo-equivalence preserves certain numerical invari-
ants (see Lemma 4.7), it is not hard to see that the proofs of these two Theorems
can be reduced to the following:

Theorem (see Theorem 1.13). — For i = 1, 2, let [Λ′, n′,m′, βi] be a simple
stratum in a simple central F-algebra A′ and θ′i ∈ C(Λ′,m′, βi) defining the
ps-character Θi, that is, θ

′
i is the transfer of θi. Assume the simple strata have

the same embedding type and write Ki for the maximal unramified extension of
F contained in F(βi) ⊆ A′. Then there is an element of the normalizer of Λ′

in A′× which simultaneously conjugates K1 to K2 and θ′1 to θ′2.

Now let us describe the scheme of the proof. We begin with our endo-equivalent
ps-characters Θ1 and Θ2, together with realizations ([Λ, ni,mi, βi], θi) in A such
that the simple characters θ1 and θ2 intertwine in A×. In order to use the results
of Grabitz, we need first to produce sound realizations of the ps-characters
Θi with the same embedding type, which intertwine. For sound strata, the
embedding type is determined by a single integer, the Fröhlich invariant, which
can also be defined for arbitrary strata (see Definition 4.1). One can then realize
Θi on the lattice sequence Λ ⊕ Λ in such a way that the Fröhlich invariant is
1 and the simple characters still intertwine (see Lemma 4.4). In particular,
replacing our original realizations of Θ1 and Θ2 with these new ones, we can
assume the simple strata [Λ, ni,mi, βi] have the same Fröhlich invariant. Now
we define a process:

([Λ, n,m, β], θ) 7→ ([Λ‡, n,m, β], θ‡)

from arbitrary realizations to sound realizations, with θ‡ the transfer of θ,
which preserves intertwining and the Fröhlich invariant (see paragraph 2.7). In

particular, from θ1 and θ2 one obtains simple characters θ‡1 and θ‡2 on sound
simple strata with the same Fröhlich invariant (so same embedding type) which
intertwine. Thus we can apply Grabitz’s results, together with a reduction to

the casem1 = m2, to deduce that θ‡1 and θ
‡
2 are conjugate under A

‡× (where A‡

is the simple central F-algebra with respect to which the stratum [Λ‡, n,m, β]
is defined). Changing again our realizations of Θ1 and Θ2 we can suppose we
have an equality θ1 = θ2 of simple characters. This is given in Proposition 4.9,
the culmination of the first stage of the proof.

To show that other realizations θ′1 and θ′2 on simple strata in A′ with the same
embedding type are conjugate, we would like to reduce to the split case so
that we can use results from [10, 6]. For this we define an interior lifting (see
section 5):

([Λ, n,m, β], θ) 7→ ([Γ, n,m, β], θK)
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relative to the extension K/F, the maximal unramified subextension of F(β)/F,
where [Γ, n,m, β] is a simple stratum in the centralizer C of K in the simple
central F-algebra A with respect to which [Λ, n,m, β] is defined. Then we make
a base change (see section 7):

([Γ, n,m, β], θK) 7→ ([Γ, n,m, β], θK)

relative to L/K, a finite unramified extension which is sufficiently large so
that the algebra C ⊗K L is split. The definition of the base change used here
is somewhat subtle: indeed, it is not clear how to make a good definition
which will preserve intertwining and, when applied to our characters θi, will
be independent of i. Moreover, it is necessary to begin with the interior lift or
else the base change process would produce quasi-simple characters (see [20]),
rather than simple characters.

In order to apply these processes, we note that the maximal unramified subex-
tension K of F(βi)/F in A can be assumed to be independent of i since the
simple strata have the same embedding type. Combining now interior lifting
and base change, we get a process:

([Λ, n,m, β], θ) 7→ ([Γ, n,m, β], θK)

denoted here θ 7→ θ̃ for simplicity, which is both injective and equivariant,

so it is enough to show that θ̃′1 and θ̃′2 are conjugate under A′×. Now the

hypothesis θ1 = θ2 implies θ̃1 = θ̃2 (see Propositions 6.11 and 7.5), so that the

ps-characters Θ̃1 and Θ̃2 defined by θ̃1 and θ̃2 are endo-equivalent. Moreover,

for each i, the simple character θ̃′i is the transfer of θ̃i (see Theorem 6.7), so

it is another realization of the ps-character Θ̃i. We are now in the split case
so, modulo a finesse in the case that we do not have strict lattice sequences,

we deduce from endo-equivalence [6] that the characters θ̃′i intertwine. Thus,

from the “intertwining implies conjugacy” property [10], the characters θ̃′1 and

θ̃′2 are conjugate under (C′ ⊗K L)×, where C′ denotes the centralizer of K in
A′. Thanks to the invariance property of the base change under the action of
the Galois group Gal(L/K) (see Proposition 7.7), a cohomological argument
(see Lemma 8.1) allows us to show that they are actually conjugate under C′×.
This completes the proof.

Notation

Let F be a nonarchimedean locally compact field. All F-algebras are supposed
to be finite-dimensional with a unit. By an F-division algebra we mean a central
F-algebra which is a division algebra.
For K a finite extension of F, or more generally a division algebra over a finite
extension of F, we denote by OK its ring of integers, by pK the maximal ideal
of OK and by kK its residue field.
For A a simple central algebra over a finite extension K of F, we denote by
NA/K and trA/K respectively the reduced norm and trace of A over K.
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For u a real number, we denote by ⌈u⌉ the smallest integer which is greater
than or equal to u, and by ⌊u⌋ the greatest integer which is smaller than or
equal to u, that is, its integer part.
A character of a topological group G is a continuous homomorphism from G
to the group C× of non-zero complex numbers.
All representations are supposed to be smooth with complex coefficients.

1. Statement of the main results

In this section, we recall some well known facts about lattice sequences, simple
strata and simple characters in a simple central F-algebra (see [4, 10, 12, 20,
24] for more details), and we state the main results of this article.

1.1. Let A be a simple central F-algebra, and let V be a simple left A-module.
The algebra EndA(V) is an F-division algebra, the opposite of which we denote
by D. Considering V as a right D-vector space, we have a canonical isomor-
phism of F-algebras between A and EndD(V).

Definition 1.1. — An OD-lattice sequence on V is a sequence Λ = (Λk)k∈Z of
OD-lattices of V such that Λk ⊇ Λk+1 for all k ∈ Z, and such that there exists
a positive integer e satisfying Λk+e = ΛkpD for all k ∈ Z. This integer is called
the period of Λ over OD.

If Λk ) Λk+1 for all k ∈ Z, then the lattice sequence Λ is said to be strict.

Associated with an OD-lattice sequence Λ on V, we have an OF-lattice sequence
on A defined by:

Pk(Λ) = {a ∈ A | aΛi ⊆ Λi+k, i ∈ Z}, k ∈ Z.

The lattice A(Λ) = P0(Λ) is a hereditary OF-order in A, and P(Λ) = P1(Λ)
is its Jacobson radical. They depend only on the set {Λk | k ∈ Z}.

We denote by K(Λ) the A×-normalizer of Λ, that is the subgroup of A× made of
all elements g ∈ A× for which there is an integer n ∈ Z such that g(Λk) = Λk+n
for all k ∈ Z. Given g ∈ K(Λ), such an integer is unique: it is denoted υΛ(g)
and called the Λ-valuation of g. This defines a group homomorphism υΛ from
K(Λ) to Z. Its kernel, denoted U(Λ), is the group of invertible elements of
A(Λ). We set U0(Λ) = U(Λ) and, for k > 1, we set Uk(Λ) = 1 +Pk(Λ).

Let F′ be a finite extension of F contained in A. An OD-lattice sequence Λ
on V is said to be F′-pure if it is normalized by F′×. The centralizer of F′ in
A, denoted A′, is a simple central F′-algebra. We fix a simple left A′-module
V′ and write D′ for the algebra opposite to EndA′(V′). By [24, Théorème 1.4]
(see also [4, Theorem 1.3]), given an F′-pure OD-lattice sequence on V, there
is an OD′-lattice sequence Λ′ on V′ such that:

(1.1) Pk(Λ) ∩ A′ = Pk(Λ
′), k ∈ Z.

It is unique up to translation of indices, and its A′×-normalizer is K(Λ) ∩A′×.
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Definition 1.2. — A stratum in A is a quadruple [Λ, n,m, β] made of an OD-
lattice sequence Λ on V, two integers m,n such that 0 6 m 6 n − 1 and an
element β ∈ P−m(Λ).

For i = 1, 2, let [Λ, n,m, βi] be a stratum in A. We say these two strata are
equivalent if β2 − β1 ∈ P−m(Λ).

Given a stratum [Λ, n,m, β] in A, we denote by E the F-algebra generated by β.
This stratum is said to be pure if E is a field, if Λ is E-pure and if υΛ(β) = −n.
In this situation, we denote by:

eβ(Λ)

the period of Λ as an OE-lattice sequence. Given a pure stratum [Λ, n,m, β],
we denote by B the centralizer of E in A. For k ∈ Z, we set:

nk(β,Λ) = {x ∈ A(Λ) | βx− xβ ∈ Pk(Λ)}.

The smallest integer k > υΛ(β) such that nk+1(β,Λ) is contained in A(Λ) ∩
B + P(Λ) is called the critical exponent of the stratum [Λ, n,m, β], denoted
k0(β,Λ).

Definition 1.3. — The stratum [Λ, n,m, β] is said to be simple if it is pure and
if we have m 6 −k0(β,Λ)− 1.

Let [Λ, n,m, β] be a simple stratum in A. In [24] (see paragraph 2.4), one
attaches to this simple stratum a compact open subgroup Hm+1(β,Λ) of A×

and a finite set C(Λ,m, β) of characters of Hm+1(β,Λ), called simple characters
of level m, depending on the choice of an additive character:

(1.2) Ψ : F→ C×

which is trivial on pF but not on OF, and which will be fixed once and for all
throughout this paper. If ⌊n/2⌋ 6 m, then Hm+1(β,Λ) = Um+1(Λ), and the
set C(Λ,m, β) reduces to a single character ΨA

β of Um+1(Λ) defined by:

(1.3) ΨA
β : x 7→ Ψ ◦ trA/F(β(x − 1)),

which depends only on the equivalence class of [Λ, n,m, β]. More generally,
for any possible value of m, the subgroup Hm+1(β,Λ) and the set C(Λ,m, β)
depend only on the equivalence class of [Λ, n,m, β].

1.2. Let β be a non-zero element of some finite extension of F. We set E =
F(β) and:

nF(β) = −υE(β),

eF(β) = e(E : F),

fF(β) = f(E : F),

where e(E : F) and f(E : F) stand for the ramification index and the residue
class degree of E over F respectively, and υE for the valuation map of the field E
giving the value 1 to any uniformizer of E. The lattice sequence i 7→ piE, denoted
Λ(E), is the unique (up to translation) E-pure strict OF-lattice sequence on the
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F-vector space E, and its valuation map coincide with υE on E×. To any integer
0 6 k 6 nF(β) − 1 we can attach the pure stratum [Λ(E), nF(β), k, β] of the
split F-algebra A(E) = EndF(E), the critical exponent of which we denote by:

kF(β) = k0(β,Λ(E)).

This is an integer greater than or equal to −nF(β). In the case where this
integer is equal to −nF(β), the element β is said to be minimal over F. Let us
recall the definition of a simple pair over F (see [6, Definition 1.5]).

Definition 1.4. — A simple pair over F is a pair (k, β) consisting of a non-zero
element β of some finite extension of F and an integer 0 6 k 6 −kF(β) − 1.

Given a simple pair (k, β) over F, there is the simple stratum [Λ(E), nF(β), k, β]
in A(E) together with a compact open subgroup of A(E)× and a set of simple
characters:

Hk+1
F (β) = Hk+1(β,Λ(E)), CF(k, β) = C(Λ(E), k, β).

Now let A be a simple central F-algebra and V be a simple left A-module. A
realization of (k, β) in A is a stratum in A of the form [Λ, n,m, ϕ(β)] made of:

(1) a homomorphism ϕ of F-algebra from F(β) to A;
(2) an OD-lattice sequence Λ on V normalized by the image of F(β)× under

ϕ;
(3) an integer m such that

⌊
m/eϕ(β)(Λ)

⌋
= k.

The integer −n is then the Λ-valuation of ϕ(β). By [20, Proposition 2.25] we
have:

(1.4) k0(ϕ(β),Λ) = eϕ(β)(Λ)kF(β),

which implies that any realization of a simple pair is a simple stratum. Ac-
cording to [20] again (ibid., paragraph 3.3), for such a realization there is a
canonical bijective map:

(1.5) τΛ,m,ϕ : CF(k, β)→ C(Λ,m, ϕ(β))

called the transfer map. Some of its properties have been studied in [24] and
some further properties will be given in sections 6 and 7 of the present ar-
ticle. Given another realization [Λ′, n′,m′, ϕ′(β)] of the pair (k, β) in some
simple central F-algebra A′, we have a transfer map from C(Λ,m, ϕ(β)) to
C(Λ′,m′, ϕ′(β)) by composing τ−1

Λ,m,ϕ with τΛ′,m′,ϕ′ .

Associated with (k, β) is the set C(k,β) of all pairs ([Λ, n,m, ϕ(β)], θ) made of
a realization [Λ, n,m, ϕ(β)] of (k, β) in a simple central F-algebra and a simple
character θ ∈ C(Λ,m, ϕ(β)). Hence the surjective map:

([Λ, n,m, ϕ(β)], θ) 7→ τ−1
Λ,m,ϕ(θ) ∈ CF(k, β)

is well defined on C(k,β) and induces, by its fibers, an equivalence relation on
it.
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Definition 1.5. — A potential simple character over F (or ps-character for
short) is a triple (Θ, k, β) made of a simple pair (k, β) over F and an equivalence
class Θ in C(k,β).

When the context is clear, we will often denote by Θ the ps-character (Θ, k, β).
Given a realization [Λ, n,m, ϕ(β)] of (k, β), we will denote by Θ(Λ,m, ϕ) the
simple character θ such that the pair ([Λ, n,m, ϕ(β)], θ) belongs to Θ.

1.3. We now state the main results which are proved in this article. Our
first task is to extend the notion of endo-equivalence of simple pairs developed
by Bushnell and Henniart in [6]. More precisely, we extend it to realizations
in non-necessarily split simple central F-algebras with non-necessarily strict
lattice sequences.

Definition 1.6. — For i = 1, 2, let (ki, βi) be a simple pair over F. We say that
these pairs are endo-equivalent, denoted:

(k1, β1) ≈ (k2, β2),

if k1 = k2 and [F(β1) : F] = [F(β2) : F], and if there exists a simple central
F-algebra A together with realizations [Λ, ni,mi, ϕi(βi)] of (ki, βi) in A, with
i = 1, 2, which intertwine in A.

Recall that two strata [Λ, ni,mi, βi] in A, with i ∈ {1, 2}, intertwine in A if
there exists g ∈ A× such that:

(1.6) (β1 +P−m1(Λ)) ∩ g(β2 +P−m2(Λ))g
−1 6= ∅.

As we will see in paragraph 2.5 (see Corollary 2.9), this definition of endo-
equivalence of simple pairs is equivalent to [6, Definition 1.14], although more
general in appearance.

We now investigate the intertwining relations among various realizations of
given simple pairs, and in particular their preservation properties. Our first
result is the following proposition, which generalizes [6, Proposition 1.10] and
is proved in paragraph 2.6.

Proposition 1.7. — For i = 1, 2, let (k, βi) be a simple pair over F, and suppose
these pairs are endo-equivalent. Let A be a simple central F-algebra and let
[Λ, ni,mi, ϕi(βi)] be a realization of (k, βi) in A, for i = 1, 2. These strata then
intertwine in A.

Broussous and Grabitz remarked in [5] that two simple strata [Λ, n,m, βi],
i = 1, 2, in A which intertwine in A may be not conjugate under A×, unlike the
case where A is split (see [10, Theorem 2.6.1] for the case where A is split and Λ
is strict). In order to remedy this, they introduced the notion of an embedding
type (see also Fröhlich [15]). Here we extend this notion to non-necessarily
strict lattice sequences.

We fix a simple central F-algebra A and a simple left A-module V as in para-
graph 1.1. Associated with it, we have an F-division algebra D. An embedding
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in A is a pair (E,Λ) made of a finite extension E of F contained in A and an
E-pure OD-lattice sequence Λ on V. Given such a pair, we denote by E⋄ the
maximal finite unramified extension of F which is contained in E and whose
degree divides the reduced degree of D over F.

Two embeddings (Ei,Λi), i = 1, 2, in A are said to be equivalent in A if there
exists an element g ∈ A× such that Λ1 is in the translation class of gΛ2 and
E⋄
1 = gE⋄

2g
−1. This defines an equivalence relation on the set of embeddings in

A, and an equivalence class for this relation is called an embedding type in A.

Definition 1.8. — The embedding type of a pure stratum [Λ, n,m, β] is the em-
bedding type of the pair (F(β),Λ) in A.

This allows us to state the following “intertwining implies conjugacy” theorem,
which generalizes [10, Theorem 2.6.1] and [5, Proposition 4.1.2] and is proved
in paragraph 3.3.

Proposition 1.9. — For i = 1, 2, let [Λ, n,m, βi] be a simple stratum in A.
Assume that they intertwine in A and have the same embedding type. Write
Ki for the maximal unramified extension of F contained in F(βi). Then there
is u ∈ K(Λ) such that K1 = uK2u

−1 and β1 − uβ2u
−1 ∈ P−m(Λ).

1.4. We now extend the notion of endo-equivalence of simple characters devel-
oped by Bushnell and Henniart in [6]. As for simple pairs, we extend it to real-
izations in non-necessarily split simple central F-algebras with non-necessarily
strict lattice sequences.

Definition 1.10. — For i = 1, 2, let (Θi, ki, βi) be a ps-character over F. We
say that these ps-characters are endo-equivalent, denoted:

Θ1 ≈ Θ2,

if k1 = k2 and [F(β1) : F] = [F(β2) : F], and if there exists a simple central
F-algebra A together with realizations [Λ, ni,mi, ϕi(βi)] of (ki, βi) in A, with
i = 1, 2, such that the simple characters Θ1(Λ,m1, ϕ1) and Θ2(Λ,m2, ϕ2) inter-
twine in A×.

Recall that two simple characters θi ∈ C(Λ,mi, βi), i = 1, 2, intertwine in A×

if there exists g ∈ A× such that:

(1.7) θ2(x) = θ1(gxg
−1), x ∈ Hm2+1(β2,Λ) ∩ g

−1Hm1+1(β1,Λ)g.

As we will see at the end of this article (see Corollary 8.2), this definition of
endo-equivalence of simple characters is equivalent to [6, Definition 8.6].

We now state the main results of this article concerning properties of simple
characters with respect to intertwining and conjugacy. The following general-
izes [6, Theorem 8.7].
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Theorem 1.11. — For i = 1, 2, let (Θi, ki, βi) be a ps-character over F, and
suppose that Θ1 ≈ Θ2. Let A be a simple central F-algebra and, for i = 1, 2,
let [Λ, ni,mi, ϕi(βi)] be realizations of (ki, βi) in A. Then Θ1(Λ,m1, ϕ1) and
Θ2(Λ,m2, ϕ2) intertwine in A×.

The following “intertwining implies conjugacy” theorem for simple characters
generalizes [10, Theorem 3.5.11] and [17, Corollary 10.15] to simple characters
in non-necessarily split simple central F-algebras with non-necessarily strict
lattice sequences.

Theorem 1.12. — Let A be a simple central F-algebra. For i = 1, 2, let
[Λ, n,m, βi] be a simple stratum in A, and let θi ∈ C(Λ,m, βi) be a simple
character. Write Ki for the maximal unramified extension of F contained in
F(βi). Assume that θ1 and θ2 intertwine in A× and that the strata [Λ, n,m, βi]
have the same embedding type. Then there is an element u ∈ K(Λ) such that:

(1) K1 = uK2u
−1;

(2) C(Λ,m, β1) = C(Λ,m, uβ2u
−1);

(3) θ2(x) = θ1(uxu
−1), for all x ∈ Hm+1(β2,Λ) = u−1Hm+1(β1,Λ)u.

We will see in section 4 (see Corollary 4.8) that the proofs of these two theorems
can be reduced to that of the following statement, which will be proved in
section 8.

Theorem 1.13. — For i = 1, 2, let (Θi, ki, βi) be a ps-character over F, and
suppose that we have Θ1 ≈ Θ2. Let A be a simple central F-algebra, and let
[Λ, n,m, ϕi(βi)] be realizations of (ki, βi) in A, for i = 1, 2. Write Ki for the
maximal unramified extension of F contained in F(βi) and θi for the simple
character Θi(Λ,m, ϕi). Assume these strata have the same embedding type.
Then there is an element u ∈ K(Λ) such that:

(1) ϕ1(K1) = uϕ2(K2)u
−1;

(2) C(Λ,m, ϕ1(β1)) = C(Λ,m, uϕ2(β2)u
−1);

(3) Hm+1(ϕ1(β1),Λ) = uHm+1(ϕ2(β2),Λ)u
−1;

(4) θ2(x) = θ1(uxu
−1) for all x ∈ Hm+1(ϕ2(β2),Λ).

The main ingredient in this reduction step is Lemma 4.7, which states that the
endo-equivalence relation preserves certain numerical invariants attached to a
ps-character.

1.5. As has been explained in the introduction, this article makes a large use
of the results of Bushnell, Henniart and Kutzko in the split case [6, 10] (see
paragraphs 1.3 and 1.4), as well as results of Grabitz [17] which are based on
the following definition.

Definition 1.14. — A simple stratum [Λ, n,m, β] in A is sound if Λ is strict,
A∩B is principal and K(A)∩B× = K(A∩B), where A is the hereditary OF-order
defined by Λ.
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More generally, an embedding (E,Λ) in A is sound if the conditions of Definition
1.14 are fulfilled with B the centralizer of E in A.

Remark 1.15. — Note that the condition on A ∩ B forces A to be a principal
OF-order. In the split case, a simple stratum [Λ, n,m, β] is sound if and only if
Λ is strict and A is principal.

When Λ is strict, its translation class is entirely determined by the hereditary
OF-order A = A(Λ). In this case, we will sometimes write (E,A) and [A, n,m, β]
rather than (E,Λ) and [Λ, n,m, β].

In the case where the simple strata [Λ, n,m, βi], i = 1, 2, are sound, Grabitz
has proved in [17] the “intertwining implies conjugacy” theorem for simple
characters (see ibid., Theorem 10.3 and Corollary 10.15). More precisely, he
has proved the following result.

Given K/F an unramified extension contained in A, a sound simple stratum
[Λ, n,m, β] in A is K-special (see [17, Definition 3.1]) if it is K-pure in the sense
of Definition 5.1 and if (K(β),A(Λ) ∩ C) is a sound embedding in C, where C
is the centralizer of K in A.

Theorem 1.16 ([17], Theorem 10.3). — For i = 1, 2, let [Λ, n,m, βi] be a sound
simple stratum in a simple central F-algebra A and let θi ∈ C(Λ,m, βi) be
a simple character. Let f be a multiple of the greatest common divisor of
fF(β1) and fF(β2), and let Ki be an unramified extension of F of degree f
contained in A such that [Λ, n,m, βi] is Ki-special. Assume (K1,Λ) and (K2,Λ)
are equivalent embeddings in A, and that θ1 and θ2 intertwine in A×. Then:

(1) eF(β1) = eF(β2) and fF(β1) = fF(β2);
(2) Ki contains the maximal unramified extension of F contained in F[βi].

Moreover, there exists u ∈ K(Λ) such that:

(3) K1 = uK2u
−1;

(4) C(Λ,m, β1) = C(Λ,m, uβ2u
−1);

(5) θ2(x) = θ1(uxu
−1), for all x ∈ Hm+1(β2,Λ) = u−1Hm+1(β1,Λ)u.

We will also need the following result.

Proposition 1.17 ([17], Propositions 9.1, 9.9). — For i = 1, 2, let [Λ, n,m,βi]
be a sound simple stratum in A. Assume that C(Λ,m, β1) ∩ C(Λ,m, β2) 6= ∅.
Then eF(β1) = eF(β2), fF(β1) = fF(β2), kF(β1) = kF(β2) and C(Λ,m, β1) =
C(Λ,m, β2).

Note that [17, Proposition 9.1] gives us an equality between [F(β1) : F] and
[F(β2) : F], but the two finer equalities between the ramification indexes and
residue class degrees come from Theorem 1.16.

Our proof of Theorem 1.13 in section 8 is decomposed into two steps. The
first step consists of treating the case where the extensions F(βi)/F are totally
ramified, and the second step consists of reducing to the totally ramified case.
In section 5, we develop an interior lifting process for simple strata and simple
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characters with respect to a finite unramified extension K of F, in a way similar
to [6] and [17]. Its compatibility with transfer is explored in section 6. This
interior lifting is enough to reduce to the totally ramified case. The totally
ramified case is more subtle. For this we develop an ‘exterior lifting’ or un-
ramified base change in section 7.

2. Realizations and intertwining for simple strata

In this section, we introduce various constructions which will be used through-
out the paper. More precisely, we describe various processes, preserving inter-
twining, which associate to a realization of a simple pair in some simple central
F-algebra a realization in a (possibly different) simple central F-algebra, with
additional properties. This allows us to prove that Definition 1.6 and the
definition of endo-equivalence of simple pairs given in [6] are equivalent (see
Corollary 2.9), and to prove Proposition 1.7.

2.1. We fix a simple central F-algebra A and a simple left A-module V. We
set:

Ã = EndF(V),

which is a split simple central F-algebra in which the algebra A embeds natu-

rally. To any stratum [Λ, n,m, β] in A we can attach a stratum [Λ̃, n,m, β] in

Ã, where Λ̃ denotes the OF-lattice sequence defined by Λ. By [20, Théorème
2.23], this latter stratum is simple if and only the first one is, and in this case
they are realizations of the same simple pair over F. Moreover, we have the
following result.

Proposition 2.1. — For i = 1, 2, let [Λ, ni,mi, βi] be a simple stratum in A.

Assume they intertwine in A. Then the strata [Λ̃, ni,mi, βi] intertwine in Ã.

Proof. — This follows immediately from the definition of intertwining and the

fact that the OF-module Pk(Λ) is contained in Pk(Λ̃) for all k ∈ Z.

2.2. Let [Λ, n,m, β] be a simple stratum in A, which is a realization of a simple
pair (k, β) over F. The affine class of Λ is the set of all OD-lattice sequences
on V of the form:

(2.1) aΛ + b : k 7→ Λ⌈(k−b)/a⌉,

with a, b ∈ Z and a > 1. The period of (2.1) is a times the period e(Λ) of Λ.
Given an integer l > 1, we set V′ = V⊕ · · · ⊕V (l times) and A′ = EndD(V

′),
and embed A in A′ diagonally. For each j ∈ {1, . . . , l}, we choose a lattice
sequence Λj in the affine class of Λ, and assume the periods of the Λj ’s are
all equal to a common integer ae(Λ) with a > 1. We now form the OD-lattice
sequence Λ′ on V′ defined by:

(2.2) Λ′ = Λ1 ⊕ Λ2 ⊕ · · · ⊕ Λl,
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and fix a non-negative integer m′ such that:

⌊m′/a⌋ = m.

If we set n′ = an, this gives us a simple stratum [Λ′, n′,m′, β] in A′, which is
a realization of the simple pair (k, β). In the particular case where l = 1, we
have the following result.

Lemma 2.2. — Assume that l = 1, so that Λ′ is in the affine class of Λ. Then
we have Hm

′+1(β,Λ′) = Hm+1(β,Λ) and C(Λ′,m′, β) = C(Λ,m, β). Moreover,
the transfer map from C(Λ′,m′, β) to C(Λ,m, β) is the identity map.

Proof. — The first assertion is straightforward by induction on β (that is,
on the integer kF(β) defined in paragraph 1.2). For the second one, see [24,
Théorème 2.13].

2.3. Assume now we are given two simple strata [Λ, ni,mi, βi], i = 1, 2, in A.
For each i, we set n′

i = ani and fix a non-negative integer m′
i such that we have

⌊m′
i/a⌋ = mi, so that we have a simple stratum [Λ′, n′

i,m
′
i, βi] in A′.

Proposition 2.3. — Assume that the strata [Λ, ni,mi, βi], i ∈ {1, 2}, intertwine
in A. Then the strata [Λ′, n′

i,m
′
i, βi], i ∈ {1, 2}, intertwine in A′.

Proof. — We start with an element g ∈ A× which intertwines the two strata
[Λ, ni,mi, βi], that is, which satisfies the condition (1.6), and we let ι denote
the diagonal embedding of A in A′ (which we omit from the notation when
the context is clear). For j ∈ {1, . . . , l}, write Vj for the jth copy of V in
V′ = V⊕ · · · ⊕V. Then for each i, we have:

P−m′
i
(Λ′) ∩ EndD(V

j) = P−m′
i
(Λj), j ∈ {1, . . . , l},

which is equal to P−mi
(Λ) as can be seen by a direct computation in the case

l = 1. This implies that ι induces an OF-module embedding of P−mi
(Λ) in

P−m′
i
(Λ′), from which we deduce that g′ = ι(g) ∈ A′× intertwines the strata

[Λ′, n′
i,m

′
i, βi].

Remark 2.4. — Note that ι induces a group homomorphism of K(Λ) into K(Λ′).
Therefore, if g ∈ K(Λ) intertwines two simple strata [Λ, n,m, βi], i = 1, 2, that
is, if we have:

β2 − gβ1g
−1 ∈ P−m(Λ),

and if we set n′ = an and fix a non-negative integer m′ such that ⌊m′/a⌋ = m,
then the element ι(g) ∈ K(Λ′) intertwines the strata [Λ′, n′,m′, βi].

Proposition 2.5. — Assume that the strata [Λ, ni,mi, βi], for i ∈ {1, 2}, have
the same embedding type. Then the strata [Λ′, n′

i,m
′
i, βi], i ∈ {1, 2}, have the

same embedding type.

Proof. — Given g ∈ K(Λ) which conjugates the unramified extensions F(βi)
⋄,

i ∈ {1, 2}, then ι(g) ∈ K(Λ′) conjugates the extensions F(ι(βi))
⋄, i ∈ {1, 2}.
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2.4. For i = 1, 2, let θi be a simple character in C(Λ,mi, βi), and let θ′i be its
transfer in C(Λ′,m′

i, βi). The following result is an analogue of Proposition 2.3
for simple characters.

Proposition 2.6. — Assume that θ1 and θ2 intertwine in A×. Then θ′1 and θ′2
intertwine in A′×.

Proof. — The decomposition of V′ into a sum of copies of V defines a Levi
subgroup:

(2.3) M = A× × · · · ×A×

of A′×. We fix a parabolic subgroup P of A× with Levi factor M and unipotent
radical N, and we write N− for the unipotent radical of the parabolic subgroup
of A× opposite to P with respect to M. According to [24, Théorème 2.17], we
have an Iwahori decomposition:

Hm
′
i+1(βi,Λ

′) =
(
Hm

′
i+1(βi,Λ

′)∩N−
)(
Hm

′
i+1(βi,Λ

′)∩M
)(
Hm

′
i+1(βi,Λ

′)∩N
)
,

Hm
′
i+1(βi,Λ

′) ∩M = Hmi+1(βi,Λ)× · · · ×Hmi+1(βi,Λ)

for each integer i = 1, 2. We have the following result.

Lemma 2.7. — The simple character θ′i is trivial on Hm
′
i+1(βi,Λ

′) ∩ N and

Hm
′
i+1(βi,Λ

′) ∩ N−, and we have:

θ′i | H
m′

i+1(βi,Λ
′) ∩M = θi ⊗ · · · ⊗ θi.

Proof. — This derives from [24, Théorème 2.17]. Indeed, for j ∈ {1, . . . , l}, the

restriction of θ′i to H
m′

i+1(βi,Λ
′)∩AutD(Vj) is the transfer of θ′i to C(Λ

j ,m′
i, βi),

which is equal to θi by Lemma 2.2.

Now let g ∈ A× intertwine θ1 and θ2 as in (1.7), and set g′ = ι(g) ∈ M. If we

write Hi = Hmi+1(βi,Λ) and H′
i = Hm

′
i+1(βi,Λ

′) for each integer i ∈ {1, 2}, we
get an Iwahori decomposition:

H′
2 ∩g

′−1H′
1g

′ =
(
H′

2∩g
′−1H′

1g
′∩N−

)(
H′

2∩g
′−1H′

1g
′∩M

)(
H′

2∩g
′−1H′

1g
′∩N

)
,

H′
2 ∩ g

′−1H′
1g

′ ∩M =
(
H2 ∩ g

−1H1g
)
× · · · ×

(
H2 ∩ g

−1H1g
)
.

According to Lemma 2.7, the simple characters θ′1 and θ′2 are trivial on the two
subgroups H′

2 ∩ g
′−1H′

1g
′ ∩ N and H′

2 ∩ g
′−1H′

1g
′ ∩ N−, and we have:

θ′i | H
′
2 ∩ g

′−1H′
1g

′ ∩M =
(
θi | H2 ∩ g

−1H1g
)
⊗ · · · ⊗

(
θi | H2 ∩ g

−1H1g
)

for each i ∈ {1, 2}. This ensures that g′ intertwines the simple characters θ′1
and θ′2.
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2.5. We give here an example which will be of particular interest for us. Let
[Λ, n,m, β] be a simple stratum in A, which is a realization of a simple pair
(k, β) over F, and let e denote the period of Λ over OD. We set:

(2.4) Λ† : k 7→ Λk ⊕ Λk+1 ⊕ · · · ⊕ Λk+e−1,

which is a strict OD-lattice sequence on V† = V⊕ · · ·⊕V (e times) of the form
(2.2). Thus we can form the simple stratum [Λ†, n,m, β] in A† = EndD(V

†),
which is a realization of (k, β). Moreover, the hereditary OF-order A

† defined
by Λ† is principal, and we have the following result, which derives from Propo-
sitions 2.3 and 2.5.

Proposition 2.8. — For i = 1, 2, let [Λ, ni,mi, βi] be a simple stratum in A.
Assume they intertwine in A (resp. have the same embedding type). Then the
strata [Λ†, ni,mi, βi] intertwine in A† (resp. have the same embedding type).

Note that the operations Λ 7→ Λ̃ (see paragraph 2.1) and Λ 7→ Λ† commute,

so that there is no ambiguity in writing Λ̃† for the strict OF-lattice sequence
defined by Λ†.

Corollary 2.9. — Definition 1.6 is equivalent to Definition [6, 1.14].

Proof. — Assume we are given two simple pairs (k, βi), i = 1, 2, which are endo-
equivalent in the sense of Definition 1.6. Then we have [F(β1) : F] = [F(β2) : F],
and there exists a simple central F-algebra A together with two realizations
[Λ, ni,mi, ϕi(βi)] of (k, βi) in A, with i = 1, 2, which intertwine in A. By

replacing A and Λ by Ã† and Λ̃†, we have realizations [Λ̃†, ni,mi, ϕi(βi)] of

(k, βi) in Ã†, with i = 1, 2, and these realizations intertwine in Ã† according to
Propositions 2.1 and 2.8. Thus the simple pairs (k, β1) and (k, β2) are endo-
equivalent in the sense of [6, Definition 1.14]. Conversely, two simple pairs
which are endo-equivalent in this sense are clearly endo-equivalent in the sense
of Definition 1.6.

2.6. We now prove the preservation property of intertwining for simple strata,
that is, Proposition 1.7. We first prove that the endo-equivalence relation pre-
serves certain numerical invariants attached to simple pairs. Compare the
following proposition with [6], Property (1.15). See paragraph 1.2 for the no-
tation.

Proposition 2.10. — For i = 1, 2, let (k, βi) be a simple pair over F, and sup-
pose that (k, β1) and (k, β2) are endo-equivalent. Then we have nF(β1) =
nF(β2), eF(β1) = eF(β2), fF(β1) = fF(β2) and kF(β1) = kF(β2).

Proof. — By Corollary 2.9, we may assume that the pairs (k, βi) are endo-
equivalent in the sense of [6]. The result follows from [6, Proposition 1.10].

For i = 1, 2, let (k, βi) be a simple pair over F, and suppose that (k, β1) ≈
(k, β2).
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Let A be a simple central F-algebra and, for i = 1, 2, let [Λ, ni,mi, ϕi(βi)] be a
realization of (k, βi) in A. Let V denote the simple left A-module on which Λ
is a lattice sequence and write D for the F-algebra opposite to EndA(V). For
i = 1, 2, let Ei denote the F-algebra F(βi). We fix a simple right E1 ⊗F D-
module S and set A(S) = EndD(S), and we denote by ρ1 the natural F-algebra
homomorphism E1 → A(S). Let S denote the unique (up to translation) E1-
pure strict OD-lattice sequence on S.

Lemma 2.11. — There is a homomorphism of F-algebras ρ2 : E2 → A(S) such
that S is ρ2(E2)-pure, and such that the pairs (ρ1(E1),S) and (ρ2(E2),S) have
the same embedding type in A(S) (see paragraph 1.3).

Proof. — As (k, β1) and (k, β2) are endo-equivalent, Proposition 2.10 gives us
the equalities eF(β1) = eF(β2) and fF(β1) = fF(β2). The result follows from
[5, Corollary 3.16].

Remark 2.12. — We actually have a stronger result: for any F-algebra homo-
morphism ρ2 such that S is ρ2(E2)-pure, the pairs (ρ1(E1),S) and (ρ2(E2),S)
have the same embedding type in A(S). Indeed, if ρ2 is such a homomorphism
and if η2 is an F-algebra homomorphism as in Lemma 2.11, the Skolem-Noether
theorem gives us g ∈ A(S)× which conjugates these F-algebra homomorphisms
ρ2 and η2. As E1 and E2 have the same degree over F, the lattice sequence
S is the unique (up to translation) ρ2(E2)-pure strict OD-lattice sequence —
and also the unique (up to translation) η2(E2)-pure strict OD-lattice sequence
— on S. It follows that g normalizes the lattice sequence S and that the pairs
(ρ2(E2),S) and (η2(E2),S) have the same embedding type in A(S).

Let us fix an F-algebra homomorphism ρ2 as in Lemma 2.11. As (k, β1) and
(k, β2) are endo-equivalent, we have nF(β1) = nF(β2) and eF(β1) = eF(β2), so
that the S-valuation of ρi(βi), denoted n0, and the period eρi(βi)(S) do not
depend on i ∈ {1, 2}. We set:

m0 = eρi(βi)(S)k.

For each i ∈ {1, 2}, we have a stratum [S, n0,m0, ρi(βi)], which is a realization

of (k, βi) in A(S). By paragraph 2.1, we have a realization [S̃, n0,m0, ρi(βi)]
of (k, βi) in the split simple central F-algebra EndF(S), and the OF-lattice se-

quence S̃ is strict. Hence we can apply [6, Proposition 1.10], which implies
that these realizations, for i = 1, 2, intertwine in EndF(S). By our assumption
(see Lemma 2.11), the strata [S, n0,m0, ρi(βi)], for i = 1, 2, have the same em-
bedding type. Here we need to recall the following statement, due to Broussous
and Grabitz.

Proposition 2.13 ([5], Proposition 4.1.3). — For i = 1, 2, let [Σ, n,m, γi] be a
simple stratum in a simple central F-algebra U, where Σ is strict. Assume that

they have the same embedding type, and that the strata [Σ̃, n,m, γi] intertwine

in Ũ. Then there exists an element u ∈ K(Σ) such that γ1−uγ2u−1 ∈ P−m(Σ).
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Moreover, u can be chosen such that the maximal unramified extension of F
contained in F(γ1) is equal to that of F(uγ2u

−1).

We deduce from Proposition 2.13 that there exists an element g ∈ K(S) such
that:

(2.5) ρ1(β1)− gρ2(β2)g
−1 ∈ P−m0(S).

We now fix a decomposition:

V = V1 ⊕ · · · ⊕Vl

of V into simple right E1 ⊗F D-modules (which all are copies of S) such that
the lattice sequence Λ decomposes into the direct sum of the Λj = Λ ∩Vj , for
j ∈ {1, . . . , l}.

Lemma 2.14. — There are isomorphisms of E1 ⊗F D-modules Vj → S, j ∈
{1, . . . , l}, such that the resulting F-algebra homomorphism ι : A(S) → A sat-
isfies ι ◦ ρ1 = ϕ1.

Proof. — Since each Vj , for j ∈ {1, . . . , l}, is an E1-vector subspace of V, the
F-algebra homomorphism ϕ1 has the form x 7→ (ω1(x), . . . , ωl(x)), where ωj is
an F-algebra homomorphism from E1 to EndD(V

j). By the Skolem-Noether
theorem, one can choose, for each integer j, a suitable E1⊗FD-module isomor-
phism between Vj and S such that the resulting F-algebra homomorphism πj
between EndD(V

j) and A(S) satisfies the condition πj ◦ ωj = ρ1. Then the F-

algebra homomorphism ι defined by ι(x) = (π−1
1 (x), . . . , π−1

l (x)) for x ∈ A(S)
satisfies the required condition.

We now fix isomorphisms of E1 ⊗F D-modules Vj → S, j ∈ {1, . . . , l}, as in
Lemma 2.14. Then each Λj is in the affine class of S (see (2.1) and also [22,
§1.4.8]), and these lattice sequences all have the same period, equal to that of
Λ. Therefore, we are in the situation of paragraph 2.2. We set:

n = ni, m = eϕi(βi)(Λ)k,

which both do not depend on i ∈ {1, 2}. By (2.5) and Remark 2.4, the ele-
ment ι(g) normalizes Λ and conjugates [Λ, n,m, ι(ρ2(β2))] into a simple stratum
in A which is equivalent to [Λ, n,m, ϕ1(β1)]. By the Skolem-Noether theo-
rem, there is an element x ∈ A× which conjugates the F-algebra homomor-
phisms ι ◦ ρ2 and ϕ2, and thus intertwines the simple strata [Λ, n,m, ι(ρ2(β2))]
and [Λ, n,m, ϕ2(β2)]. Therefore the strata [Λ, n,m, ϕi(βi)] intertwine. As
m 6 m1,m2, the strata [Λ, ni,mi, ϕi(βi)] intertwine, which ends the proof
of Proposition 1.7.

Remark 2.15. — There is a gap in the proof of the existence of the transfer map
given in [20, Théorème 3.53], in the case where Λ is a strict lattice sequence.
To complete this proof, one has to prove that, given a non-minimal simple pair
(k, β) over F together with a realization [Λ, n,m, ϕ(β)] of this pair in a simple
central F-algebra A, there is a simple pair (k′, γ) over F having realizations
in A(E) and A which are approximations of β and ϕ(β), respectively. More
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precisely, set q = −k0(β,Λ), and start with a stratum [Λ, n, q, γ] in A which is
simple and equivalent to [Λ, n, q, ϕ(β)]. If we denote by (k′, γ) the simple pair of
which this stratum is a realization, and if we set n0 = nF(β) and q0 = −kF(β),
then we search for a realization [Λ(E), n0, q0, ϕ0(γ)] of (k

′, γ) in A(E) which
is equivalent to the pure stratum [Λ(E), n0, q0, β] (see paragraph 1.2). Let us

remark that, when passing to Ã (see paragraph 2.1), we get a stratum [Λ̃, n, q, γ]

which is simple and equivalent to [Λ̃, n, q, ϕ(β)]. Now let [Λ(E), n0, q0, δ] be a
stratum in A(E) which is simple and equivalent to [Λ(E), n0, q0, β]. By choosing
a suitable decomposition of the F-vector space V into a direct sum of copies of
E, we get an F-embedding:

ι : A(E)→ Ã,

thus a stratum [Λ̃, n, q, ι(δ)] in Ã which is simple and equivalent to [Λ̃, n, q, ι(β)].

By the Skolem-Noether theorem, there is an element g ∈ Ã× which conjugates

ι(β) and ϕ(β), thus intertwines the strata [Λ̃, n, q, γ] and [Λ̃, n, q, ι(δ)]. The sim-
ple pairs (k′, γ) and (k′, δ) are thus endo-equivalent. Now let [Λ(E), n0, q0, (γ)]
be a realization of (k′, γ) in A(E) which intertwines with [Λ(E), n0, q0, δ]. By
the “intertwining implies conjugacy” theorem [10, Theorem 3.5.11] in the split
simple central F-algebra A(E), there is g ∈ U(Λ(E)) such that g(γ)g−1 − δ ∈
P(Λ(E))−q0 . The homomorphism of F-algebras ϕ0 : x 7→ g(x)g−1 has the
required property.

2.7. Before closing this section, we give a more elaborate example than that
of paragraph 2.5, which will be very useful in the sequel. As in paragraph
2.5, let [Λ, n,m, β] be a simple stratum in A, which is a realization of a simple
pair (k, β) over F, and let e denote the period of Λ over OD. Write B for the
centralizer of the field E = F(β) in A, fix a simple left B-module Vβ and write
Dβ for the E-algebra opposite to the algebra of B-endomorphisms of Vβ . Let
Σ denote an ODβ

-lattice sequence on Vβ corresponding to Λ by (1.1), and let
e′ denote its period over ODβ

. We fix an integer l which is a multiple of e and
e′ and set:

(2.6) Λ‡ : k 7→ Λk ⊕ Λk+1 ⊕ · · · ⊕ Λk+l−1,

which is a strict OD-lattice sequence on V‡ = V⊕ · · · ⊕V (l times) of the form
(2.2). Thus we can form the simple stratum [Λ‡, n,m, β] in A‡ = EndD(V

‡),
which is a realization of (k, β). Moreover, the hereditary OF-order A

‡ defined
by Λ‡ is principal, and we have the following result.

Lemma 2.16. — The stratum [Λ‡, n,m, β] is sound (see Definition 1.14).

Proof. — Write B‡ for the centralizer of E in A‡ and Σ‡ for the ODβ
-lattice

sequence on Vβ × · · · ×Vβ (l times) defined by:

Σ‡ : k 7→ Σk ⊕ Σk+1 ⊕ · · · ⊕ Σk+l−1.
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This is a strict lattice sequence, which defines a principal order of B‡. By direct
computation of each block, we get for all k ∈ Z:

(2.7) Pk(Λ
‡) ∩ B‡ = Pk(Σ

‡),

which amounts to saying that Σ‡ is an ODβ
-lattice sequence which corresponds

to Λ‡ by (1.1). In particular, its B‡×-normalizer is K(Λ‡)∩B‡×. As Λ‡ is strict,
its normalizer is equal to K(A‡), and a similar statement holds for the lattice
sequence Σ‡, so that we have K(A‡) ∩ B‡× = K(A‡ ∩ B‡). Finally, if we choose
k = 0 in (2.7), we deduce that A‡ ∩ B‡ is principal.

Note that, unlike (2.4), the process defined by (2.6) depends on E and l, and
not only on the lattice sequence Λ.

Now let [Λ, ni,mi, βi], for i = 1, 2, be simple strata in A. Let e denote the
period of Λ over OD, and write e′i for the period of the ODβi

-lattice sequence
associated with Λ as above.

Proposition 2.17. — Let l > 1 be a multiple of e′1, e
′
2 and e, and assume that

the simple strata [Λ, ni,mi, βi], i = 1, 2, intertwine in A (resp. have the same
embedding type). Then the simple strata [Λ‡, ni,mi, βi], i = 1, 2, are sound,
and intertwine in A‡ (resp. have the same embedding type).

Proof. — This derives from Propositions 2.3 and 2.5, and Lemma 2.16.

3. Intertwining implies conjugacy for simple strata

In this section, we prove the “intertwining implies conjugacy” property for
simple strata, that is Proposition 1.9. We fix a simple central F-algebra A and
a simple left A-module V as in paragraph 1.1. Associated with it, we have an
F-division algebra D.

3.1. We will need the following general lemma on embedding types. Let B

be a D-basis of V, and let L be a maximal unramified extension of F contained
in D. The choice of B defines an isomorphism of F-algebras between A and
Mr(D) for some integer r > 1, which allows us to identify these F-algebras. In
particular, we will consider L as an extension of F contained in A. We write Ir
for the identity matrix.

An embedding (K,Λ) in A is said to be standard with respect to the pair (B,L)
if K is a subfield of L and if Λ is split by the basis B in the sense of [3].

Lemma 3.1. — Let (B,L) be a pair as above.

(1) Any embedding in A is equivalent to an embedding which is standard
with respect to the pair (B,L).

(2) Let (K,Λ) be standard with respect to (B,L), and let ̟ be a uniformizer
of D normalizing L. Then conjugation by the diagonal matrix ̟ · Ir normalizes
K and Λ, and any element of Gal(K/F) is induced by conjugation by a power
of ̟ · Ir.
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Proof. — Assertion (2) follows from the fact that the map x 7→ ̟x̟−1, for
x ∈ L, is a generator of the group Gal(L/F). To prove (1), let (E,Λ) be an
embedding in A, and set K = E⋄ (see paragraph 1.3 for the notation). One
first notices that one can conjugate the pair (K,Λ) so that K ⊆ L, which we
will assume. Let I be the non-enlarged Bruhat-Tits building of A× and I

′

be that of the centralizer C× of K× in A×. Since the group C× identifies with
GLr(D

′), where D′ is the centralizer of K in D, the two buildings I and I ′

have same dimension r − 1. Recall (see [3, Théorème II.1.1]) that there exists
a unique mapping:

j = jK/F : I
′ → I

which is affine and C×-equivariant. Its image is the set of K×-fixed points in
I . The basis B gives rise to an apartment A of I (see e.g. [3, §0]), and points
in that apartment are fixed by diagonal matrices of A× of the form x · Ir, with
x ∈ D×. In particular, they are fixed by K×. It easily follows that there is
some apartment A

′ in I
′ such that we have A = j(A ′).

The affine class of Λ determines a point y of the building I (see [3, I.7]). Since
K× normalizes Λ, this point writes j(x), for some x ∈ I ′. Since C× acts
transitively on the set of all apartments of I ′, and since any point of I ′ is
contained in some apartment, there is an element h ∈ C× such that h ·x ∈ A ′.
Its follows that h·y = j(h·x) lies in A . By [3, Proposition I.2.7], this means that
the lattice sequence hΛ is split by the basis B, i.e. that (hKh−1, hΛ) = (K, hΛ)
is standard with respect to the pair (B,L), as required.

Remark 3.2. — We can rephrase Assertion (1) of the above lemma by saying
that, for any embedding (E,Λ) in A, there is g ∈ A× such that (E⋄,Λ) is
standard with respect to the pair (gB, gLg−1).
If one writes NA×(K) for the normalizer of K in A×, Assertion (2) can also be
rephrased by saying that conjugation induces a surjective group homomorphism
from the intersection K(Λ)∩NA×(K) onto Gal(K/F). With the notation of the
proof of Lemma 3.1, the kernel of this homomorphism is K(Λ) ∩ C×.

3.2. We will also need the following result, which generalizes [6, Lemma 1.6].

Proposition 3.3. — Let Λ be an OD-lattice sequence on V and E/F a finite ex-
tension. Suppose that there are two homomorphisms ϕi : E→ A of F-algebras,
i = 1, 2, such that the pairs (ϕ1(E),Λ) and (ϕ2(E),Λ) are two equivalent em-
beddings in A. Then there is an element u ∈ K(Λ) such that:

(3.1) ϕ1(x) = uϕ2(x)u
−1, x ∈ E.

Remark 3.4. — In particular, if K denotes the maximal unramified extension
of F contained in E, then u conjugates ϕ2(K) to ϕ1(K).

Proof. — Since the embeddings (ϕ1(E),Λ) and (ϕ2(E),Λ) are equivalent, there
exists an element g ∈ K(Λ) such that ϕ1(E

⋄) = gϕ2(E
⋄)g−1. Then the mapping:

(3.2) x 7→ gϕ2(ϕ
−1
1 (x))g−1
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is an F-automorphism of ϕ1(E
⋄). By Lemma 3.1(2), there is h ∈ K(Λ) such

that this F-automorphism is x 7→ hxh−1. We thus have ϕ1(x) = wϕ2(x)w
−1,

for all x ∈ E⋄, where w = h−1g. So replacing ϕ2 by a K(Λ)-conjugate, one may
reduce to the case where ϕ1 and ϕ2 coincide on E⋄. Assume now that we are
is this case, and put K = ϕ2(E

⋄). Let C be the centralizer of K in A, and write
C for the intersection of A = A(Λ) with C.

Lemma 3.5. — There is u ∈ U(C) such that (3.1) holds.

Proof. — We fix an unramified extension L of K such that the degree of L/F is
equal to the reduced degree of D over F, denoted d. The L-algebra C = C⊗KL
is thus split and, as E/K has residue class degree prime to d, the L-algebra
E ⊗K L is an extension of L, denoted E. For each i, the K-algebra homo-
morphism ϕi extends to a homomorphism of L-algebras E → C, still denoted
ϕi. By applying [6, Lemma 1.6] with the OL-order C = C ⊗OK OL and the
homomorphisms of L-algebras ϕ1 and ϕ2, we get u ∈ U(C) satisfying (3.1). If
we write B for the centralizer of ϕ2(E) in C, then the 1-cocycle σ 7→ u−1σ(u)
defines a class in the Galois cohomology set:

H1(Gal(L/K),U(C) ∩ B×).

This cohomology set is trivial by a standard filtration argument. (For more
detail, see e.g. [5, §6].) Hence we actually may choose u in U(C), which ends
the proof of the lemma.

Proposition 3.3 follows immediately from Lemma 3.5.

Remark 3.6. — The conclusion of Proposition 3.3 does not hold if the pairs
(ϕ1(E),Λ) and (ϕ2(E),Λ) are not assumed to be equivalent in A. For instance,
take A = M2(D) where D is a quaternionic algebra over F, and let E/F be
an unramified quadratic extension. One may embed E in M2(F) so that the
multiplicative group of the image normalizes the order M2(OF). This gives an
embedding ϕ1 of E in A = M2(D) = M2(F)⊗FD, such that ϕ1(E

×) normalizes
M2(OD) = M2(OF) ⊗OF OD. One also may embed E in D. The diagonal
embedding of D in A gives rise to a second embedding ϕ2 such that ϕ2(E

×)
normalizes M2(OD). Take Λ to be a strict lattice sequence in D × D defining
the order A = M2(OD), so that:

K(Λ) = K(A) = 〈̟〉 · U(A),

where ̟ denotes a uniformizer of D and 〈̟〉 the subgroup generated by ̟.
One can check that the pairs (ϕi(E),Λ), i = 1, 2, are inequivalent. Assume for a
contradiction that there is an element u ∈ K(A) such that ϕ1(E) = uϕ2(E)u

−1,
and write P for the radical of A. For i = 1, 2, the map ϕi induces an embedding
of the residue field kE in the kF-algebra A/P, which is isomorphic to M2(kD),
and the images ϕi(kE), i = 1, 2, are conjugate under the action of u on the
quotient A/P. But this action stabilizes the centre of M2(kD) and ϕ2(kE) lies
in this centre. This implies that ϕ1(kE) is central: a contradiction.
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3.3. We now prove the “intertwining implies conjugacy” property for simple
strata, that is, Proposition 1.9. For i = 1, 2, let [Λ, n,m, βi] a simple stratum in
A. Assume that they intertwine in A and have the same embedding type, and
write Ki for the maximal unramified extension of F contained in Ei = F(βi).
By Remark 3.4, we may replace β2 by some K(Λ)-conjugate and assume that
K1 and K2 are equal to a common extension K of F. We write NA×(K) for the
normalizer of K in A×. Therefore, we are reduced to proving that there is an
element u ∈ K(Λ) ∩ NA×(K) such that we have β1 − uβ2u−1 ∈ P−m(Λ).

We proceed as in the proof of proposition 1.7 (see paragraph 2.6). Let us fix
a simple right E1 ⊗F D-module S and set A(S) = EndD(S). Let us denote
by ρ1 the natural F-algebra homomorphism E1 → A(S). We write S for the
unique (up to translation) E1-pure strict OD-lattice sequence on S and fix an
F-algebra homomorphism ρ2 : E2 → A(S) such that S is ρ2(E2)-pure, and such
that (ρ1(E1),S) and (ρ2(E2),S) have the same embedding type in A(S) (see
Lemma 2.11). We also fix a decomposition:

(3.3) V = V1 ⊕ · · · ⊕Vl

of V into simple right K(β)⊗F D-modules (which all are copies of S) such that
Λ is decomposed by (3.3) in the sense of [22, Définition 1.13], that is, Λ is
the direct sum of the lattice sequences Λj = Λ ∩ Vj , for j ∈ {1, . . . , l}. By
choosing, for each j, an isomorphism of K(β)⊗FD-modules between S and Vj ,
this decomposition gives us an F-algebra homomorphism:

ι : A(S)→ A.

Using Lemma 2.14, we may assume that it satisfies ι(ρ1(β1)) = β1.

For i ∈ {1, 2}, let (k, βi) be the simple pair of which the stratum [Λ, n,m, βi]
is a realization. By putting n0 = nF(βi) and m0 = eρi(βi)(S)k, which do not
depend on i by Proposition 2.10, we get a simple stratum [S, n0,m0, ρi(βi)]
which is a realization of (k, βi) in A(S). The proof of [5, Theorem 4.1.2] (see also
[17, Lemma 10.5]) gives us an element v ∈ K(S) such that ρ1(K) = vρ2(K)v−1

and β1− vβ2v−1 ∈ P−m0(S). By Proposition 3.3, there is w ∈ K(Λ) such that
ι(ρ2(x)) = wxw−1 for all x ∈ E2, and, by Remark 3.4, this element satisfies
wKw−1 = ι(ρ2(K)). Thus the element u = ι(v)w normalizes K and Λ and
satisfies the required condition:

β1 − uβ2u
−1 ∈ P−eβi

(Λ)k(Λ) ⊆ P−m(Λ),

which ends the proof of Proposition 1.9.

4. Realizations and intertwining for simple characters

The two main results of this section are Propositions 4.9 and 4.11. The first
one asserts that two endo-equivalent ps-characters have realizations with very
special properties, allowing us to use the results of [17]. The second one leads
to the rigidity theorem 4.16, and will also give us an important property of the
base change map in paragraph 7.2.
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4.1. In this paragraph, we generalize the construction given in paragraph 2.7
by incorporating the notion of embedding type. For this, we will need the
following definition.

Let [Λ, n,m, β] be a simple stratum in A, which is a realization of a simple pair
(k, β) over F, and set E = F(β). The containment of OE in A(Λ) allows us
to identify the residue field k = kE⋄ with its canonical image in the kF-algebra
A = A(Λ)/P(Λ).

Definition 4.1. — The Fröhlich invariant of [Λ, n,m, β] is the degree over kF
of the intersection of k with the centre of A.

Recall that this invariant has been introduced by Fröhlich (see [15]) for sound
strata. In this case, we have the following important property.

Theorem 4.2 ([15], Theorem 2). — For i = 1, 2, let (Ki,Λ) be a sound em-
bedding in A where Ki/F is an unramified extension contained in A. These
embeddings are equivalent if and only if [K⋄

1 : F] = [K⋄
2 : F] and they have the

same Fröhlich invariant.

We will need the two following lemmas.

Lemma 4.3. — Let us fix an integer l > 1, an OD-lattice sequence Λ′ and an
integer m′ as in paragraph 2.2, and let us form the simple stratum [Λ′, n′,m′, β]
in A′. The simple strata [Λ, n,m, β] and [Λ′, n′,m′, β] have the same Fröhlich
invariant.

Proof. — Let us identify A′ with the matrix algebra Ml(A), and write j for the
kF-algebra homomorphism k → A′ = A(Λ′)/P(Λ′) induced by the embedding
of OE in A(Λ′) (which is the restriction to OE of the diagonal embedding of E
in A′). By a direct computation, we see that the diagonal blocks of A(Λ′) are
equal to A(Λ), and that of its radical P(Λ′) are equal to P(Λ). This is enough
to prove that j(x) is central in A′ if and only if x is central in A. Thus the
strata [Λ, n,m, β] and [Λ′, n′,m′, β] have the same Fröhlich invariant.

Lemma 4.4. — We set Λ′ = Λ ⊕ Λ and m′ = m (thus l = 2). There exists
an element u ∈ A′× such that Λ′ is uF(β)u−1-pure and the simple stratum
[Λ′, n,m, uβu−1] in A′ has Fröhlich invariant 1.

Proof. — We fix a D-basis B of V, a maximal unramified extension L of F
contained in D and a uniformizer ̟ of D normalizing L (see paragraph 3.1).
According to Lemma 3.1, we may identify A with Mr(D) and assume that
the embedding (E⋄,Λ) is in standard form with respect to (B,L). The map
ϕ : x 7→ ̟x̟−1 defines a generator of Gal(E⋄/F), and thus induces on the
residue field k = kE⋄ a generator of Gal(k/kF), denoted σ. We write j for the
kF-algebra homomorphism from k to A induced by ϕ, which is the composite
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of σ with the canonical embedding of k in A. Thus, one has j(x) = x if and
only if x ∈ kF. We now set:

u =

(
Ir 0
0 ̟ · Ir

)
∈M2(A) = A′.

If one identifies the kF-algebra A′ = A(Λ′)/P(Λ′) with M2(A), then the kF-
algebra homomorphism j′ from k to A′ induced by x 7→ uxu−1 is given by:

x 7→

(
x 0
0 j(x)

)
.

Therefore, j′(x) is central in A′ if and only if x = j(x) is central in A, that is,
if and only if x ∈ kF.

This leads us to the following result. For i = 1, 2, let (k, βi) be a simple pair
over F, let [Λ, ni,mi, ϕi(βi)] be a realization of (k, βi) in A and let θi be a
simple character in C(Λ,mi, ϕi(βi)).

Proposition 4.5. — Assume θ1 and θ2 intertwine in A×. Then there is a simple
central F-algebra A′ together with realizations [Λ′, ni,mi, ϕ

′
i(βi)] of (k, βi) in

A′ (with the same ni and mi), with i = 1, 2, which are sound and have the
same embedding type, and such that θ′1 and θ′2 intertwine in A′×, where θ′i ∈
C(Λ′,mi, ϕ

′
i(βi)) denotes the transfer of θi.

Proof. — First, we reduce to the case where the strata [Λ, ni,mi, ϕi(βi)] have
Fröhlich invariant 1. Let g ∈ A× intertwine the characters θ1 and θ2 as in (1.7).
We set Λ′ = Λ⊕Λ and A′ = M2(A) and, for each i, we fix an element ui ∈ A′× as
in Lemma 4.4 so that the simple stratum [Λ′, ni,mi, uiϕi(βi)u

−1
i ] has Fröhlich

invariant 1. For each i, let θ′i be the transfer of θi in C(Λ′,mi, ϕi(βi)), and let θ′′i
be that of θi in C(Λ′,mi, uiϕi(βi)u

−1
i ), which is equal to the conjugate character

x 7→ θ′i(u
−1
i xui). By the proof of Proposition 2.6, the element g′ = ι(g) ∈ A′×

intertwines θ′1 and θ′2, where ι denotes the diagonal embedding of A in A′,
and it follows that g′′ = u−1

1 g′u2 intertwines θ′′1 and θ′′2 . Thus we can assume
that the strata [Λ, ni,mi, ϕi(βi)] have Fröhlich invariant 1. Using Proposition
2.17 (with some suitable integer l > 1) and Lemma 4.3 together, we see that
the simple strata [Λ‡, ni,mi, ϕi(βi)] are sound with Fröhlich invariant 1. By

Theorem 4.2, they have the same embedding type. Let θ‡i be the transfer of

θi in C(Λ‡,mi, ϕi(βi)). The fact that θ‡1 and θ‡2 intertwine in A‡× follows from
Proposition 2.6.

Remark 4.6. — The assumption [F(β1) : F] = [F(β2) : F] is not needed in the
proof.

4.2. Before proving the first main result of this section, that is Proposition
4.9, we will need the following lemmas. Compare the first one with Proposition
2.10.

Documenta Mathematica 17 (2012) 23–77



Endo-Classes for GLm(D) 49

Lemma 4.7. — For i = 1, 2, let (Θi, k, βi) be a ps-character over F, and sup-
pose that Θ1 and Θ2 are endo-equivalent. Then nF(β1) = nF(β2), eF(β1) =
eF(β2), fF(β1) = fF(β2) and kF(β1) = kF(β2).

Proof. — By assumption, we have [F(β1) : F] = [F(β2) : F] and there is a
simple central F-algebra A together with realizations [Λ, ni,mi, βi] of (k, βi),
for i = 1, 2, such that the corresponding simple characters θ1 and θ2 intertwine
in A×. By Proposition 4.5, we can assume that these realizations are sound and
have the same embedding type. We now follow the proof of [6, Proposition 8.4].
An argument similar to the first part of this proof (which we do not reproduce)
gives us n1 = n2, denoted n. Now consider the integers m1,m2. By symmetry,
we can assume that m1 > m2. Let us choose a simple stratum [Λ, n,m1, γ] in
A which is equivalent to [Λ, n,m1, β2] and let θ0 denote the restriction of θ2 to
Hm1+1(γ,Λ). The characters θ0 and θ1 still intertwine, which implies, by the
“intertwining implies conjugacy” theorem [17, Corollary 10.15], the existence
of u ∈ K(Λ) such that C(Λ,m1, β1) = C(Λ,m1, uγu

−1). By Proposition 1.17,
we get:

(4.1) kF(β1) = kF(γ), [F(β1) : F] = [F(γ) : F].

By [5, Theorem 5.1(ii)], the equality [F(β2) : F] = [F(γ) : F] implies that
[Λ, n,m1, β2] is a simple stratum in A. By Theorem 1.16, we get eF(β1) =
eF(β2) and fF(β1) = fF(β2), and (4.1) gives us kF(β1) = kF(β2). The remaining
equality is a consequence of the identity ni = eβi

(Λ)nF(βi).

Corollary 4.8. — Theorem 1.13 implies Theorems 1.11 and 1.12.

Proof. — For i = 1, 2, let (Θi, k, βi) be a ps-character over F, and suppose that
Θ1 and Θ2 are endo-equivalent. Let A be a simple central F-algebra. For each i,
let [Λ, ni,mi, ϕi(βi)] be a realization of (k, βi) in A, and put θi = Θi(Λ,mi, ϕi).
Write n = ni and:

m = eϕi(βi)(Λ)k,

which do not depend on i by Lemma 4.7. As m1,m2 > m, we may assume
without loss of generality that m1 = m2 = m. Let us fix an F-algebra ho-
momorphism ϕ3 : F(β2) → A such that the simple strata [Λ, n,m, ϕ1(β1)]
and [Λ, n,m, ϕ3(β2)] have the same embedding type, and let θ3 denote the
transfer of θ2 in C(Λ,m, ϕ3(β2)). According to Theorem 1.13, there is an el-
ement u ∈ K(Λ) such that θ3(x) = θ1(uxu

−1) for all x ∈ Hm+1(ϕ3(β2),Λ)
and, by the Skolem-Noether theorem, there is an element g ∈ A× such that
ϕ3(x) = gϕ2(x)g

−1. Thus g intertwines θ3 and θ2, which proves that θ1 and θ2
intertwine in A× and ends the proof of Theorem 1.11.
Assume now that the strata [Λ, n,m, ϕi(βi)], i = 1, 2 have the same embedding
type. Then applying Theorem 1.13 gives immediately Theorem 1.12.

We are thus reduced to proving Theorem 1.13, which will be done in section
8. For this we will have to develop base change methods (see sections 5, 6 and
7). We now state and prove the first main result of this section.
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Proposition 4.9. — For i = 1, 2, let (Θi, k, βi) be a ps-character over F, and
suppose that Θ1 and Θ2 are endo-equivalent. Write Ki for the maximal un-
ramified extension of F contained in F(βi). Then there exists a simple central
F-algebra A together with realizations [Λ, n,m, ϕi(βi)] of (k, βi), for i = 1, 2,
which are sound and have the same embedding type, and such that:

(1) m is a multiple of k;
(2) ϕ1(K1) = ϕ2(K2);
(3) Θ1(Λ,m, ϕ1) = Θ2(Λ,m, ϕ2).

Proof. — By Proposition 4.5, there is a simple central F-algebra A together
with realizations [Λ, ni,mi, ϕi(βi)] of (k, βi), for i = 1, 2, sound and having the
same embedding type, such that θ1 = Θ1(Λ,m1, ϕ1) and θ2 = Θ2(Λ,m2, ϕ2)
intertwine in A×. By Lemma 4.7, we have n1 = n2, and the integer m =
eϕi(βi)(Λ)k does not depend on i.

Lemma 4.10. — For each i, there exists a unique ϑi ∈ C(Λ,m, ϕi(βi)) extend-
ing θi, and the characters ϑ1 and ϑ2 intertwine in A×.

Proof. — The proof is similar to that of [10, Lemma 3.6.7] and [6, Lemma 8.5]
together. One just has to replace Corollary 3.3.21 of [10] by Proposition 2.16
of [24], and Theorems 3.5.8, 3.5.9 and 3.5.11 of [10] by Corollary 10.15 and
Propositions 9.9 and 9.10 of [17].

Therefore we can assume that m1,m2 are both equal to m. The result follows
from the “intertwining implies conjugacy” theorem [17, Corollary 10.15].

4.3. We now assume that we are in the situation of paragraph 2.4. Let us
fix two simple strata [Λ, n,m, βi], i = 1, 2, in A. We set n′ = an and fix a
non-negative integer m′ such that ⌊m′/a⌋ = m, so that we have simple strata
[Λ′, n′,m′, βi], i = 1, 2, in A′, where Λ′ is defined by (2.2). We fix a simple
character θi in C(Λ,m, βi) and write θ′i for its transfer in C(Λ′,m′, βi). The
aim of this paragraph is to prove the following proposition, which is the second
main result of this section.

Proposition 4.11. — Assume that θ1 and θ2 are equal. Then θ′1 and θ′2 are
equal.

Proof. — We first prove the following lemma, which generalizes [10, Theo-
rem 3.5.9] and [17, Proposition 9.10] (see also [13, Lemme 7.9], which gives a
similar result in the split case for semisimple characters and whose proof we
follow).

Lemma 4.12. — Assume that m > 1, and that C(Λ,m, β1)∩ C(Λ,m, β2) is not
empty. Then we have Hm(β1,Λ) = Hm(β2,Λ).

Proof. — We put ν = 2m − 1 and, for i = 1, 2, we choose a simple stratum
[Λ, n, ν, γi] equivalent to [Λ, n, ν, βi] in A. Then, for each i = 1, 2, we have
the equality C(Λ, ν, βi) = C(Λ, ν, γi) and, from [24, Proposition 2.15], we have
Hm(βi,Λ) = Hm(γi,Λ). Since the restriction of a simple character to the
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subgroup Hν+1(β1,Λ) = Hν+1(β2,Λ) is still a simple character, the intersection
C(Λ, ν, γ1) ∩ C(Λ, ν, γ2) is not empty. By computing the intertwining of an
element of this intersection via the formula of [24, Théorème 2.23], we get:

Ωq1−ν(γ1,Λ)B
×
γ1Ωq1−ν(γ1,Λ) = Ωq2−ν(γ2,Λ)B

×
γ2Ωq2−ν(γ2,Λ)

with the notations of loc. cit. and where, for each i = 1, 2, we write Bγi for
the centralizer of F(γi) in A and qi = −k0(γi,Λ). Taking the intersection with
Pm(Λ) and then its additive closure, we find that the following set:

(4.2) Qi
m + (Pqi−ν(Λ) ∩ n−ν(γi,Λ))Q

i
m +Qi

mJ⌈qi/2⌉(γi,Λ),

is independent of i, where we have put Qi
m = Pm(Λ) ∩ Bγi and where the

notations Jk and Hk, for k > 0, are defined in [24, §2.4]. We claim that the set
in (4.2) is contained in Hm(γi,Λ) = Hm(βi,Λ). For then, adding Hm+1(γi,Λ) =
Hm+1(βi,Λ), which is also independent of i, we see that:

Hm(βi,Λ) = Hm(γi,Λ) = Qi
m + Hm+1(γi,Λ)

is independent of i, as required. We now need the following lemma (see [28,
Lemma 3.11(i)]).

Lemma 4.13. — Let [Λ, n,m, β] be a simple stratum in A with q = −k0(β,Λ).
For each integer 1 6 k 6 q − 1, we have:

(n−k(β,Λ) ∩Pq−k(Λ)) J
⌈k/2⌉(β,Λ) ⊆ H⌊k/2⌋+1(β,Λ).

Proof. — We write [Λ̃, n,m, β] for the simple stratum in Ã = EndF(V) associ-
ated with [Λ, n,m, β] (see paragraph 2.1). Then we have:

(
n−k(β, Λ̃) ∩Pq−k(Λ̃)

)
J⌈k/2⌉(β, Λ̃) ⊆ H⌊k/2⌋+1(β, Λ̃)

by [28, Lemma 3.11(i)]. By taking the intersection with A, we get the expected
result.

We now see that:

(Pqi−ν(Λ) ∩ n−ν(γi,Λ))Q
i
m ⊆ (Pqi−ν(Λ) ∩ n−ν(γi,Λ)) J

⌈ν/2⌉(γi,Λ),

which is contained in Hm(γi,Λ). Similarly, we have:

Qi
mJ

⌈qi/2⌉(γi,Λ) ⊆
(
Pqi−(qi−m)(Λ) ∩ nm−qi(γi,Λ)

)
J⌈(qi−m)/2⌉(γi,Λ),

which is contained in H⌊(qi−m)/2⌋+1(γi,Λ). Since the left hand side here is
clearly also contained in Pm(Λ), we see that it is contained in Hm(γi,Λ) as
required. This also completes the proof of Lemma 4.12.

For each i, write Θi for the ps-character defined by the pair ([Λ, n,m, βi], θi),
and recall that θ1 and θ2 are equal.

Lemma 4.14. — We have eF(β1) = eF(β2) and fF(β1) = fF(β2).
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Proof. — By Proposition 4.5, there is a simple central F-algebra A together
with realizations [Λ0, n,m, ϕ0

i (βi)] of (k, βi), with i = 1, 2, which are sound and
have the same embedding type, and such that Θ1(Λ

0,m, ϕ0
1) and Θ2(Λ

0,m, ϕ0
2)

intertwine in A0×. Let us write f for the greatest common divisor of fF(β1)
and fF(β2) and Ki for the maximal unramified extension of F contained in
F(ϕ0

i (βi)). Then Theorem 1.16 gives us the expected equality.

Thus the ps-characters Θ1 and Θ2 are endo-equivalent, which allows us to use
Lemma 4.7.

Lemma 4.15. — The characters θ′1 and θ′2 are equal if and only if we have:

(4.3) Hm
′+1(β1,Λ

′) = Hm
′+1(β2,Λ

′).

Proof. — This follows immediately from Lemma 2.7.

Thus we are reduced to proving equality (4.3), and for this, we claim that it is
enough to prove that:

(4.4) Hq
′

(β1,Λ
′) = Hq

′

(β2,Λ
′),

where q′ = −k0(βi,Λ
′) is independent of i by Lemma 4.7. Indeed, assume that

(4.4) holds, and let t′ be the smallest integer in {m′, . . . , q′ − 1} such that:

(4.5) Ht
′+1(β1,Λ

′) = Ht
′+1(β2,Λ

′).

Suppose that t′ 6= m′. By Lemma 4.15, the characters θ′1 and θ′2 agree on (4.5),
that is, the intersection C(Λ′, t′, β1)∩C(Λ′, t′, β2) is not empty. By Lemma 4.12,
we get an equality which contradicts the minimality of t′. Hence t′ = m′ and
we are thus reduced to proving (4.4), which we do by induction on β1. Assume
first that β1 is minimal over F. Then so is β2 by Lemma 4.7, so that we have:

Hq
′

(β1,Λ
′) = Uq′(Λ

′) = Hq
′

(β2,Λ
′).

Assume now that β1 is not minimal over F, set q = −k0(βi,Λ), which is in-
dependent of i by Lemma 4.7, and choose a simple stratum [Λ, n, q, γi] in A
equivalent to the stratum [Λ, n, q, βi], for each i ∈ {1, 2}. We then have:

Hq
′

(βi,Λ
′) = Hq

′

(γi,Λ
′),

and the restriction ϑi = θi | Hq+1(γi,Λ) belongs to C(Λ, q, γi). As βi − γi ∈
P−q(Λ), the simple characters ϑ1 and ϑ2 are equal. If we write ϑ′i for the
transfer of ϑi to the set C(Λ′, q′, γi), then the inductive hypothesis implies that
ϑ′1 = ϑ′2. Therefore, the intersection C(Λ′, q′, γ1) ∩ C(Λ′, q′, γ2) is not empty,
and Lemma 4.12 gives us the required equality (4.4). This ends the proof of
Proposition 4.11.
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4.4. Before closing this section, we prove the following rigidity theorem for
simple characters, which generalizes [10, Theorem 3.5.8] and [17, Proposition
9.9] to simple characters in non-necessarily split simple central F-algebras with
non-necessarily strict lattice sequences.

Theorem 4.16. — For i = 1, 2, let [Λ, n,m, βi] be a simple stratum in a simple
central F-algebra A. Assume that the intersection C(Λ,m, β1) ∩ C(Λ,m, β2) is
not empty. Then we have C(Λ,m, β1) = C(Λ,m, β2).

Proof. — For each i ∈ {1, 2}, we fix a simple character θi ∈ C(Λ,m, βi) and
assume that θ1 and θ2 are equal. In particular, we have:

(4.6) Hm+1(β1,Λ) = Hm+1(β2,Λ).

By choosing an integer l as in Proposition 2.17, we have sound simple strata

[Λ‡, n,m, βi], i = 1, 2, in A‡. If we write θ‡i for the transfer of θi to C(Λ‡,m, βi),

then it follows from Proposition 4.11 that the simple characters θ‡1 and θ‡2 are
equal, hence that the intersection C(Λ‡,m, β1)∩ C(Λ‡,m, β2) is not empty. By
Proposition 1.17, the sets C(Λ‡,m, βi), i = 1, 2, are equal. As the transfer map
from C(Λ‡,m, βi) to C(Λ,m, βi) is the restriction map from Hm+1(βi,Λ

‡) to
Hm+1(βi,Λ), the equality (4.6) implies that C(Λ,m, β1) = C(Λ,m, β2).

It is natural to ask whether the simple strata [Λ, n,m, βi] in Theorem 4.16 have
the same embedding type. We have the following conjecture(2).

Conjecture 4.17. — For i = 1, 2, let [Λ, n,m, βi] be a simple stratum in a simple
central F-algebra A. Assume that the intersection C(Λ,m, β1) ∩ C(Λ,m, β2)
is not empty, and that Λ is strict. Then these simple strata have the same
embedding type.

Note that we know from [5, Lemma 5.2] that two equivalent simple strata (with
respect to a strict lattice sequence) have the same embedding type.

In the case where the strata are sound, we will prove below that this conjecture
is true. First we need a series of lemmas.

Lemma 4.18. — Let E/F be a finite extension with ramification index e, con-
tained in a simple central F-algebra A, and let B be a principal OE-order of
period r in the centralizer B of E in A. Write A ≃Mk(D) for some k > 1 and
some F-division algebra D, and write d for the reduced degree of D over F.

(1) There exists a unique E-pure hereditary OF-order A in A such that B =
A ∩ B and K(B) = K(A) ∩ B×, and such an order is principal.

(2) The period of A is equal to re/(re, d), where (re, d) denotes the greatest
common divisor of re and d.

Proof. — The first part is given by [16, Corollary 1.4(ii)]. Part (2) follows for
instance from the formula given in the proof of [24, Théorème 1.7].

(2)This conjecture — and an even more general statement — is proven in [25, Lemma 3.5].
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In other words, there exists a unique hereditary OF-order A in A such that
A ∩ B = B and that (E,A) is a sound embedding in A.

Lemma 4.19. — For i = 1, 2, let Ei be an extension of F contained in A and
let A be a hereditary OF-order in A such that (Ei,A) is a sound embedding in
A. Write Bi for the intersection of A with the centralizer of Ei in A. Let f be
the greatest common divisor of f(E1 : F) and f(E2 : F), and for each i, let Ki
be the unramified extension of F of degree f contained in Ei. Assume E1 and
E2 have the same ramification order e and B1 and B2 have the same period r.
Then the embeddings (K1,A) and (K2,A) are equivalent in A.

Proof. — Let Ci denote the intersection of A with the centralizer Ci of Ki in
A. If we write Bi for the centralizer of Ei in A, then we have Bi = Ci ∩ Bi
and K(Bi) = K(Ci) ∩ B×

i . Using Lemma 4.18, the period of Ci is equal to
re/(re, di), where di is the reduced degree of the Ki-division algebra Di such
that Ci is isomorphic to Mki(Di) for some ki > 1. Using for instance [29],
we have di = d/(d, f), which does not depend on i. By the Skolem-Noether
theorem, there is g ∈ A× such that gK1g

−1 = K2. Thus gC1g
−1 and C2 are

two principal OK2-orders in C2 with the same period, which implies that there
exists h ∈ C×

2 such that gC1g
−1 = hC2h

−1. Let us write u = h−1g. Using the
unicity property (1) of Lemma 4.18, we get A = u−1Au, that is u ∈ K(A).

We now prove Conjecture 4.17 in the case where the strata are sound.

Proposition 4.20. — For i = 1, 2, let [Λ, n,m, βi] be a sound simple stratum
in a simple central F-algebra A. Assume that C(Λ,m, β1) ∩ C(Λ,m, β2) is not
empty. Then these simple strata have the same embedding type.

Proof. — For each i, we fix a simple character θi ∈ C(Λ,m, βi) and assume θ1
and θ2 are equal. Thus we have [F(β1) : F] = [F(β2) : F] by Proposition 1.17.
By Lemma 4.7, we also have eF(β1) = eF(β2) and fF(β1) = fF(β2). If we write
IU(Λ)(θi) for the intertwining of θi in U(Λ), then [20, Théorème 3.50] gives us:

IU(Λ)(θi)U
1(Λ)/U1(Λ) ≃ U(Bi)/U

1(Bi),

where Bi is the intersection of A = A(Λ) with the centralizer of βi in A. As
the stratum [Λ, n,m, βi] is sound, Bi is a principal OF(βi)-order. Thus there
are a finite extension ki of kF and two positive integers ri, si > 1 such that:

U(Bi)/U
1(Bi) ≃ GLsi(ki)

ri .

Since it does not depend on i, we have r1 = r2. Now write Ki for the maximal
unramified extension of F contained in F(βi). Using Lemma 4.19 with Ei =
F(βi), we deduce that the embeddings (K1,A) and (K2,A) are equivalent in
A.
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5. The interior lifting

In this section, we develop an interior lifting process for simple strata and
characters with respect to a finite unramified extension K of F, in a way similar
to [6] and [17]. The situation in [6] is somewhat more general than ours, since
the authors only assume K/F to be tamely ramified, but is only concerned
with simple strata and characters in split simple central F-algebras attached
to strict lattice sequences. The situation in [17] deals with any simple central
F-algebra, but puts an unnecessarily restrictive condition on the simple strata
(they are supposed to be sound).

5.1. Let A be a simple central F-algebra and K/F be a finite unramified exten-
sion contained in A. Let C denote the centralizer of K in A. We fix a simple left
A-module V and a simple left C-module W. The following definition extends
[6, Definition 2.2] to strata with non-necessarily strict lattice sequences.

Definition 5.1. — A stratum [Λ, n,m, β] in A is said to be K-pure if it is pure,
if β centralizes K and if the algebra K[β] is a field such that K[β]× normalizes
Λ.

Given a K-pure stratum [Λ, n,m, β] in A, we can form the pure stratum
[Γ, n,m, β], where Γ is the unique (up to translation) lattice sequence on W
defined by:

(5.1) Pk(Λ) ∩C = Pk(Γ), k ∈ Z.

Note that the C×-normalizer of Γ is equal to K(Λ)∩C×. We then get a process:

(5.2) [Λ, n,m, β] 7→ [Γ, n,m, β]

giving an injection, respecting equivalence, between the set of K-pure strata
of A and the set of pure strata of C. The fact that Γ is defined only up to
translation makes (5.2) not well defined, but this will be of no importance in
the sequel. We now discuss the image of simple K-pure strata of A by (5.2).

Proposition 5.2. — (1) Let [Λ, n,m, β] be a K-pure stratum in A. Then:

(5.3) k0(β,Γ) 6 k0(β,Λ).

(2) Suppose moreover that [Λ, n,m, β] is a simple stratum. Then the stratum
[Γ, n,m, β] given by the map (5.2) is simple.

Proof. — As K is unramified over F, the lattice sequences Λ and Γ have the
same period over OF. By (1.4) it is then enough to prove that kK(β) 6 kF(β).
Let L denote the strict OF-lattice sequence on K(β) defined by i 7→ piK(β). By

[6, Theorem 2.4], we have:

kK(β) 6 k0(β,L).

On the other hand, we have eβ(L) = 1 as K is unramified over F. By (1.4)
again, we get the expected result. Suppose now that the stratum [Λ, n,m, β]
is simple. Then the fact that [Γ, n,m, β] is simple derives immediately from
(5.3).
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Remark 5.3. — For a case where the map (5.2) is not surjective, see [24, Ex-
emple 1.6]. Compare with the split case [6, (2.3)].

5.2. Given a simple stratum [Γ, n,m, β] in C in the image of (5.2), the K-pure
stratum of A corresponding to it may not be simple. However, we have the
following result, which generalizes [6, Corollary 3.8].

Proposition 5.4. — Let [Λ, n,m, β] be a K-pure stratum in A such that
[Γ, n,m, β] is simple. Then there exists a simple stratum [Γ, n,m, β′] in C
equivalent to [Γ, n,m, β] such that the stratum [Λ, n,m, β′] is simple.
Moreover, β′ can be chosen such that the maximal unramified extension of F
contained in F(β′) is contained in that of F(β).

Proof. — Let (k, β) denote the simple pair over K of which [Γ, n,m, β] is a
realization, fix a simple right K(β) ⊗F D-module S and set A(S) = EndD(S).
Write ρ for the natural K-algebra homomorphism from K(β) to A(S). Let S
denote the unique (up to translation) ρ(K(β))-pure strict OD-lattice sequence
on S and n0 the S-valuation of ρ(β), and set:

m0 = eρ(β)(S)k,

so that [S, n0,m0, ρ(β)] is a K-pure stratum in A(S). Write C(S) for the cent-
ralizer of K in A(S), fix a simple left C(S)-module T and let [T, n0,m0, ρ(β)]
be the stratum in C(S) attached to [S, n0,m0, ρ(β)] by (5.2). This stratum is
a realization of (k, β) in C(S), hence this is a simple stratum. According to [6,
Theorem 3.7], the simple pair (k, β) is endo-equivalent to a simple pair (k, α)
over K which is a K/F-lift of some simple pair over F in the sense of [6] (see
paragraph 3). By [6, Proposition 1.10], the extensions K(α) and K(β) have
the same ramification index and residue class degree over K, which implies by
[5, Corollary 3.16] that there is a realization [T, n0,m0, ϕ(α)] of (k, α) in C(S),
having the same embedding type as [T, n0,m0, ρ(β)].

We now pass to the strata [T̃, n0,m0, ϕ(α)] and [T̃, n0,m0, ρ(β)] in the K-
algebra EndK(T) (see paragraph 2.1). By [24] (see Théorème 1.7 and Remarque

1.8), the lattice sequence T (and thus T̃) is in the affine class of a strict lattice
sequence, so that, up to renormalization, one may consider it as being strict
(see Lemma 2.2). By [6, Proposition 1.10], these strata thus intertwine. Hence,
using Proposition 2.13, we can replace ϕ by some K(T)-conjugate and assume
that the strata [T, n0,m0, ϕ(α)] and [T, n0,m0, ρ(β)] are equivalent, and that
the maximal unramified extension of K contained in K(ϕ(α)) is equal to that
of K(ρ(β)). We check that the stratum [S, n0,m0, ϕ(α)] is simple as in the
proof of [6, Proposition 4.3]. We now fix a decomposition:

(5.4) V = V1 ⊕ · · · ⊕Vl

of V into simple right K(β)⊗F D-modules (which all are copies of S) such that
Λ is decomposed by (5.4) in the sense of [22, Définition 1.13], that is, Λ is
the direct sum of the lattice sequences Λj = Λ ∩ Vj , for j ∈ {1, . . . , l}. By
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choosing, for each j, an isomorphism of K(β)⊗FD-modules between S and Vj ,
this decomposition gives us an F-algebra homomorphism:

ι : A(S)→ A.

Using Lemma 2.14, we may assume that this homomorphism satisfies ι(ρ(β)) =
β. If we set β′ = ι(ϕ(α)), then the stratum [Γ, n,m, β′] is simple and satisfies
the conditions of the first part of Proposition 5.4.

In particular, the pure strata [Λ, n,m, β] and [Λ, n,m, β′] are equivalent, and
the second one is simple. By replacing the lattice sequence Λ by Λ† (see para-
graph 2.5), we can apply [5, Theorem 5.1(ii)] and thus get that fF(β

′) divides
fF(β). Moreover, the maximal unramified extension of K contained in K(β′)
is equal to that of K(β), denoted L. As K/F is unramified, the extension
L/F is unramified. Thus the maximal unramified extension of F contained in
F(β′) and that of F(β) are two finite unramified extensions of F contained in
L. According to the condition on their degrees, it follows that the maximal
unramified extension of F contained in F(β′) in contained in that of F(β).

5.3. Let [Λ, n,m, β] be a K-pure simple stratum in A, and let [Γ, n,m, β] be the
stratum in C given by the map (5.2), which is simple by Proposition 5.2. Recall
that one attaches to these simple strata compact open subgroups Hm+1(β,Λ)
of A× and Hm+1(β,Γ) of C×, respectively.

Proposition 5.5. — Let [Λ, n,m, β] be a K-pure simple stratum in A, and let
[Γ, n,m, β] correspond to it by (5.2). Then we have:

Hm+1(β,Λ) ∩ C× = Hm+1(β,Γ).

Proof. — It is enough to prove it when m = 0. The proof is by induction on
β. Let R denote the centralizer of K(β) in A. Assume first that β is minimal
over F, so that:

H1(β,Λ) = (U1(Λ) ∩ B×)U⌊n/2⌋+1(Λ).

According to (5.1), we get:

H1(β,Λ) ∩ C× = (U1(Γ) ∩ R×)U⌊n/2⌋+1(Γ),

which is equal to H1(β,Γ) as β is minimal over K by Proposition 5.2. Now
assume that β is not minimal over F, set q = −k0(β,Λ) and r = ⌊q/2⌋+1, and
choose a simple stratum [Γ, n, q, γ] equivalent to [Γ, n, q, β] such that [Λ, n, q, γ]
is simple and K-pure, which is possible thanks to Proposition 5.4. We then
have:

H1(β,Λ) = (U1(Λ) ∩ B×)Hr(γ,Λ)

and, if we set q1 = −k0(β,Γ) and r1 = ⌊q1/2⌋+ 1, we have:

H1(β,Γ) = (U1(Γ) ∩ R×)Hr1(γ,Γ).

As −k0(γ,Γ) > q1 > q, the group Hr(γ,Γ) is equal to (Ur(Γ) ∩ R×)Hr1(γ,Γ).
It follows from (5.1) that the group H1(β,Γ) is equal to H1(β,Λ) ∩ C×. This
ends the proof of Proposition 5.5.
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5.4. We now want to lift simple characters. For this, given a simple stra-
tum [Λ, n,m, β] in A, we will need a characterization of the set C(Λ,m, β)
by induction on β, generalizing [20, Proposition 3.47] to the case where Λ is
non-necessarily strict.

Lemma 5.6. — Let [Λ, n,m, β] be a simple stratum in A and θ be a character
of the group Hm+1(β,Λ), and set q = −k0(β,Λ) and m′ = max{m, ⌊q/2⌋}.
Then θ ∈ C(Λ,m, β) if and only if it is normalized by K(Λ) ∩ B× and satisfies
the following conditions:

(1) if β is minimal over F, then θ | Um′+1(Λ) = ΨA
β and θ | Um+1(Λ)∩B× =

χ ◦NB/E for some character χ of 1 + pE (see (1.3) for the definition of ΨA
β );

(2) if β is not minimal over F, and if [Λ, n, q, γ] is simple and equivalent to

[Λ, n, q, β] in A, then θ | Hm
′+1(β,Λ) = θ0Ψ

A
β−γ and θ | Hm+1(β,Λ) ∩ B× =

χ ◦ NB/E for some simple character θ0 ∈ C(Λ,m′, γ) and some character χ of
1 + pE.

Proof. — The proof is similar to that of [20, Proposition 3.11], and we do not
repeat it. Note that [17, Lemma 1.9] is actually not needed in the proof, and
that [12, Corollary 5.3] has to be replaced by [24, Proposition 1.20] and [10,
Proposition 3.3.9] by [20, Proposition 3.30].

Let [Λ, n,m, β] be a simple K-pure stratum in A, and let [Γ, n,m, β] correspond
to it by (5.2). We write C(Γ,m, β) for the set of simple characters attached to
[Γ, n,m, β] with respect to the additive character:

(5.5) ΨK = Ψ ◦ trK/F,

which is trivial on pK but not on OK, as K is unramified over F. Compare the
following theorem with [6, Theorem 7.7] and [17, Proposition 7.1].

Theorem 5.7. — Let [Λ, n,m, β] be a simple K-pure stratum in A, and let
[Γ, n,m, β] correspond to it by (5.2). Then, for any θ ∈ C(Λ,m, β), we have:

θ | Hm+1(β,Γ) ∈ C(Γ,m, β).

Proof. — The proof is by induction on β. Let θK denote the restriction of θ to
the group Hm+1(β,Γ) and R the centralizer of K(β) in A. Assume first that β
is minimal over F. By Proposition 5.2, it is also minimal over K. If m > ⌊n/2⌋,
we have C(Λ,m, β) = {ΨA

β } and C(Γ,m, β) = {ΨC
β}, where ΨC

β denotes the

character of Um+1(Γ) defined by:

ΨC
β : x 7→ ΨK ◦ trC/K(β(x − 1)).

So we just need to prove that:

(5.6) ΨA
β | Um+1(Γ) = ΨC

β ,

which is given by [6, Property (7.6)]. If m 6 ⌊n/2⌋, then any θ ∈ C(Λ,m, β)
extends the character ΨA

β | U⌊n/2⌋+1(Λ) and its restriction to Um+1(Λ) ∩ B×

has the form:
θ | Um+1(Λ) ∩ B× = χ ◦NB/E
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for some character χ of 1+pE. Therefore the character θ
K extends the character

ΨC
β | U⌊n/2⌋+1(Γ), and its restriction to Um+1(Γ) ∩ R× has the form:

θK | Um+1(Γ) ∩ R× = χ ◦NK(β)/E ◦NR/K(β).

Finally, the group K(Γ) ∩ R×, which normalizes both θ and Hm+1(β,Γ), nor-
malizes θK. It follows from Lemma 5.6 that θK ∈ C(Γ,m, β).
Now assume that β is not minimal over F. We set q = −k0(β,Λ) and r =
⌊q/2⌋+1, and choose a simple stratum [Γ, n, q, γ] equivalent to [Γ, n, q, β] such
that [Λ, n, q, γ] is simple and K-pure. If m > ⌊q/2⌋, then any θ ∈ C(Λ,m, β)
can be written as θ = θ0Ψ

A
β−γ for some simple character θ0 ∈ C(Λ,m, γ). Now

we claim that:

(5.7) Hm+1(β,Γ) = Hm+1(γ,Γ).

We write q1 = −k0(β,Γ). If q1 = q, then the equality (5.7) follows by defini-
tion. Otherwise, we have q1 > q by Proposition 5.2. The strata [Γ, n, q, β] and
[Γ, n, q, γ] are thus both simple, and (5.7) follows. We now restrict the charac-
ter θ to the group given by (5.7) and get θK = θK0 Ψ

C
β−γ, where θ

K
0 denotes the

restriction θ0 | Hm+1(γ,Γ), and this restriction is in C(Γ,m, γ) by the induc-
tive hypothesis. If q1 = q, then θK is in C(Γ,m, β) by definition. Otherwise,
[Γ, n, q, β] is simple and the result follows from [24, Proposition 2.15]. The case
m 6 ⌊q/2⌋ reduces to the previous one exactly as in the minimal case.

6. Interior lifting and transfer

In this section, we define the interior lift of a ps-character. This amounts to
studying the behaviour of the interior lifting process with respect to transfer.

6.1. As in section 5, we are given in this section a simple central F-algebra A
and a finite unramified extension K/F contained in A. We fix a finite unramified
extension L of K such that the L-algebra:

A = A⊗F L

is split. This L-algebra inherits an action of the Galois group of L/F in the
obvious way, and we consider A as being naturally embedded in A by jA : a 7→
a⊗F 1. We have a decomposition:

(6.1) K⊗F L = K1 ⊕ · · · ⊕Kf

into simple K ⊗F L-modules, where f denotes the degree of K/F. For each
i ∈ {1, . . . , f}, we write ei for the minimal idempotent in K⊗FL corresponding
to Ki. The centralizer of K ⊗F L in A, denoted U, is equal to C ⊗F L. By
identifying it with C⊗K (K ⊗F L) and using (6.1), we get a decomposition:

U = U1 ⊕ · · · ⊕Uf ,

where the Ki-algebra Ui = eiAei identifies with C⊗KKi for each i ∈ {1, . . . , f}.
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In a similar way, we may consider the centralizer C of K in A as being embedded
in the split L-algebra C = C ⊗K L by the K-algebra homomorphism jC : c 7→
c⊗K 1.

Similarly to the case of simple characters (see paragraph 5.4), we will define
the interior lift of a quasi-simple character by restriction from A to C. For this
we need an embedding of C in A satisfying some conditions with respect to jA
and jC (see below), but there is no canonical such embedding. We choose a
set:

(6.2) S = {σ1, . . . , σf} ⊆ Gal(L/F)

of representatives of HomF(K,L) in Gal(L/F), that is a subset of Gal(L/F) such
that the restriction map from L to K induces a bijection from S to HomF(K,L).
For simplicity, we assume that we have ordered the ei’s so that:

K1 and L are isomorphic K⊗ L-modules(6.3)

and σi(e
1) = ei for any i ∈ {1, . . . , f}.

This gives us an F-algebra homomorphism:

(6.4) κ : C
≃
−→ U1 ⊆ U,

and σi ◦ κ is an F-algebra homomorphism from C to Ui for each integer i ∈
{1, . . . , f}. The following lemma gives us a relationship between (6.4) and the
embeddings jA and jC.

Lemma 6.1. — Let jA,C denote the restriction of jA to C, with values in U.

Then the F-algebra homomorphism from C to U defined by:

(6.5) ι = ιS : x 7→ σ1 ◦ κ(x) + · · ·+ σf ◦ κ(x)

satisfies the equality ι ◦ jC = jA,C.

Proof. — We have σi(e
1jA(x)) = eijA(x) for all i ∈ {1, . . . , f} and x ∈ C,

which implies that ι ◦ e1jA,C = jA,C. Note that e
1jA,C = jC, so that we get the

expected equality.

6.2. Let [Λ, n,m, β] be a simple stratum in A, which is a realization of a
simple pair (k, β) over F. In this paragraph, we assume that Λ is a strict lattice
sequence. If we fix a simple left A-module V, then there is a unique (up to
translation) OL-lattice sequence Λ on V such that:

(6.6) Pk(Λ) = Pk(Λ)⊗OF OL, k ∈ Z

(see [20, §2.2]). This provides us with a stratum [Λ, n,m, β] in A, called the
quasi-simple L/F-lift of the simple stratum [Λ, n,m, β]. This quasi-simple lift
is pure if and only if the residue class degree of E over F is prime to the degree
of L over F, and in this case it is a simple stratum (ibid.).

In [20] (see paragraph 3.2.3), one attaches to the stratum [Λ, n,m, β] a compact
open subgroup Hm+1(β,Λ) of A× and a set Q(Λ,m, β) of characters of the
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group Hm+1(β,Λ), called quasi-simple characters of level m and depending on
an additive character:

(6.7) Ψ : L→ C×

extending the additive character (1.2), being trivial on pL but not on OL. Recall
that the restriction map from Hm+1(β,Λ) to Hm+1(β,Λ) induces a surjective
map from Q(Λ,m, β) to C(Λ,m, β).

Let [Λ′, n′,m′, β] be another realization of (k, β) in a simple central F-algebra
A′, with Λ′ strict. We assume that Λ and Λ′ have the same period and that
m = m′ is a multiple of k. We assume that the extension L/F is chosen such
that the L-algebras A and A′ are both split, and we set:

(6.8) V0 = V ⊕V′, Λ0 = Λ⊕ Λ′.

Then Λ0 is a strict OL-lattice sequence on the L-vector space V0. Moreover
A0 = EndL(V

0) is a split simple central L-algebra, in which E = F(β) is natu-
rally embedded. We write M for A× × A′× considered as a Levi subgroup of
A0×. We have the decomposition:

(6.9) Hm+1(β,Λ0) ∩M = Hm+1(β,Λ)×Hm+1(β,Λ′).

We will need the following characterization of the transfer map.

Proposition 6.2. — Let θ ∈ C(Λ,m, β) and θ′ ∈ C(Λ′,m′, β) be two simple
characters. Assume Λ and Λ′ are strict, have the same period and m = m′

is a multiple of k. Then θ′ is the transfer of θ if and only if there exists
θ0 ∈ Q(Λ0,m, β) such that:

(6.10) θ0 | Hm+1(β,Λ)×Hm+1(β,Λ′) = θ ⊗ θ′.

Proof. — Recall (see [20, §3.3]) that θ and θ′ are transfers of each other if
and only if there exist two quasi-simple characters θ ∈ Q(Λ,m, β) and θ

′ ∈
Q(Λ′,m, β), extending θ and θ′ respectively, which are transfers of each other.

Lemma 6.3. — The map from Q(Λ0,m, β) to Q(Λ,m, β) induced by the restric-
tion from Hm+1(β,Λ0) to Hm+1(β,Λ) is the transfer.

Proof. — We have a decomposition of the L-algebra E⊗FL into simple E⊗FL-
modules Ej , for j ∈ {1, . . . , s}, where s denotes the greatest common divisor
of the degree of L/F and the residue class degree of E/F. For each j, we write
1j for the minimal idempotent in E ⊗F L corresponding to Ej , as well as Λ0,j

for the projection of Λ0 onto V0,j = 1jV0 and βj for 1jβ. Thus we get a
simple stratum [Λ0,j, n,m, βj ] in the F-algebra A0,j = 1jA01j and, similarly,
we get a simple stratum [Λj , n,m, βj ] in Aj . By [20, Corollaire 3.34], there are
bijections:

Q(Λ0,m, β)→
s∏

j=1

C(Λ0,j ,m, βj), Q(Λ,m, β)→
s∏

j=1

C(Λj ,m, βj),
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which are compatible with transfer. Therefore, it is enough to prove that, for
each j, the map from C(Λ0,j,m, βj) to C(Λj ,m, βj) induced by the restriction
from Hm+1(βj ,Λ0,j) to Hm+1(βj ,Λj) is the transfer. This is [24, Théorème
2.17].

Assume first that there is a quasi-simple character θ0 ∈ Q(Λ0,m, β) such that

(6.10) is satisfied, and write θ and θ′ for the restrictions of θ0 to Hm+1(β,Λ) and
Hm+1(β,Λ′), respectively. By Lemma 6.3, these are quasi-simple characters
which are transfers of each other. By (6.10), they extend the simple characters
θ and θ′. It follows that θ and θ′ are transfers of each other.
Conversely, assume θ and θ′ are transfers of each other. Let θ be a quasi-simple
character in Q(Λ,m, β) extending θ, and let θ

0 be its transfer to Q(Λ0,m, β).
By Lemma 6.3, the restriction of θ0 to Hm+1(β,Λ′) is the transfer of θ, and
thus extends θ′. Therefore, the identity (6.10) is satisfied.

6.3. Let [Λ, n,m, β] be a K-pure simple stratum in A, and let [Γ, n,m, β]
denote the simple stratum in C associated with [Λ, n,m, β] by (5.2). In this
paragraph, we assume that Λ and Γ are strict lattice sequences.

If we fix a simple left C-module W, we can form the quasi-simple lift [Γ, n,m, β]
of the simple stratum [Γ, n,m, β] with respect to L/K. One attaches to
this quasi-simple lift a compact open subgroup Hm+1(β,Γ) of C× and a set
Q(Γ,m, β) of characters of Hm+1(β,Γ) with respect to the additive character:

(6.11) ΨK = Ψ ◦ (σ1 + · · ·+ σf )

of L, depending on the choice of the set S fixed in (6.2). It is trivial on pL and,
thanks to the condition on S, it extends the character ΨK defined by (5.5);
hence it is not trivial on OL. This comes with a surjective restriction map from
Q(Γ,m, β) to C(Γ,m, β).

Lemma 6.4. — The image of Hm+1(β,Γ) by ι is contained in Hm+1(β,Λ).

Proof. — First we have to prove that:

κ(Hm+1(β,Γ)) = Hm+1(β,Λ) ∩ U1 = e1Hm+1(β,Λ)e1.

This follows from the definition of the groups Hm+1(β,Γ) and Hm+1(β,Λ) by
induction on β, and from the fact that e1 commutes to β. According to (6.3),
we get:

σi ◦ κ(Hm+1(β,Γ)) = Hm+1(β,Λ) ∩ Ui = eiHm+1(β,Λ)ei

for each i ∈ {1, . . . , f}, and the result follows.

This gives rise to the following result.

Proposition 6.5. — Let θ ∈ C(Λ,m, β) be a simple character, let θ ∈ Q(Λ,m, β)
be a quasi-simple character extending θ, and set:

(6.12) θK(x) = θ(ι(x)), x ∈ Hm+1(β,Γ).
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Then θK is a quasi-simple character in Q(Γ,m, β) extending the character θK =
θ | Hm+1(β,Γ).

Proof. — By Lemmas 6.1 and 6.4, the character θK is well defined and extends
the simple character θK. It thus remains to prove that it is in Q(Γ,m, β). The
proof is by induction on β (see [20, Définition 3.22]). Assume first that β is
minimal over F. Then it is minimal over K by Proposition 5.2. If m > ⌊n/2⌋,

the set Q(Λ,m, β) consists of a single element ΨA
β , which is the character of

Um+1(Λ) defined by:

ΨA
β (x) = Ψ ◦ trA/L(β(x − 1)), x ∈ Um+1(Λ),

and the set Q(Γ,m, β) consists of a single element ΨC
β , which is the character

of Um+1(Γ) defined by:

Ψ
C
β (x) = Ψ ◦ trC/L(β(x − 1)), x ∈ Um+1(Γ).

So we just need to prove that:

(6.13) Ψ
A
β ◦ ι(x) = Ψ

C
β (x), x ∈ Um+1(Γ),

which follows from the fact that:

trA/L ◦ ι =

f∑

i=1

trA/L ◦ σi ◦ κ

= (σ1 + · · ·+ σf ) ◦ trA/L ◦ κ = (σ1 + · · ·+ σf ) ◦ trC/L.

Ifm 6 ⌊n/2⌋, then θ extends the characterΨA
β | U⌊n/2⌋+1(Λ) and its restriction

to Um+1(Λ) ∩ B
×

has the form:

(6.14) θ | Um+1(Λ) ∩ B
×
= χ ◦NB/E⊗FL

,

where we write B for the centralizer of E in A and where χ denotes some
character of the subgroup 1 + pE ⊗ OL of (E ⊗F L)×. Then, if we write R for

the centralizer of K(β) in A, the character θK extends ΨC
β | U⌊n/2⌋+1(Γ), and

its restriction to Um+1(Γ) ∩ R
×

has the form:

(6.15) θK | Um+1(Γ) ∩ R
×
= χS ◦NR/K(β)⊗KL

where χS is the product of all the χ ◦ σi’s for all i ∈ {1, . . . , f}, as required.
Assume now that β is not minimal over F. We set q = −k0(β,Λ) and
r = ⌊q/2⌋+ 1, and choose a simple stratum [Γ, n, q, γ] equivalent to [Γ, n, q, β]
such that [Λ, n, q, γ] is simple and K-pure. By [5, Theorem 5.1] and Proposition
5.4 together, one may assume that the maximal unramified extension of F con-
tained in F(γ) is contained in that of F(β), which implies that the L-canonical
decomposition of γ is finer than that of β (see paragraph 2.3.4 and the proof of
Lemme 3.16 in [20]). If m > ⌊q/2⌋, then any θ ∈ Q(Λ,m, β) can be written as
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θ = θ0Ψ
A
β−γ for some quasi-simple character θ0 ∈ Q(Λ,m, γ). Now we claim

that:

(6.16) Hm+1(β,Γ) = Hm+1(γ,Γ).

We write q1 = −k0(β,Γ). If q1 = q, then the equality (6.16) follows by defi-
nition. Otherwise, we have q1 > q by Proposition 5.2. The strata [Γ, n, q, β]
and [Γ, n, q, γ] are thus simple, and (6.16) follows. We now form the character

θK = θ ◦ ι | Hm+1(β,Γ) and get the equality θK = θK
0 Ψ

C
β−γ , where θ

K
0 denotes

the character θ0 ◦ ι | Hm+1(γ,Γ), and this character is in Q(Γ,m, γ) by the

inductive hypothesis. If q1 = q, then θK is in Q(Γ,m, β) by definition. Other-
wise, the strata [Γ, n, q, β] and [Γ, n, q, γ] are simple and the result follows from
[24, Proposition 2.15]. The case m 6 ⌊q/2⌋ reduces to the previous one as in
the minimal case.
It remains to prove that the subgroup K(Γ)∩R× normalizes θK. If g ∈ K(Γ)∩
R×, then we have:

ι(g) · Λk =

f⊕

i=1

σi(κ(g)) · eiΛk =

f⊕

i=1

eiΛk+υ(σi(κ(g)))(6.17)

where υ denotes the valuation map associated with Λ. As all the σi(κ(g))’s have
the same valuation, the equality (6.17) gives us ι(g) ∈ K(Λ)∩B×. Proposition
6.5 now follows from the fact that K(Λ) ∩ B× normalizes θ.

Remark 6.6. — Note that the interior lifting map from Q(Λ,m, β) to Q(Γ,m, β)
defined by Proposition 6.5 depends on the choice of the set S chosen in (6.2).

6.4. Let [Λ, n,m, β] and [Λ′, n′,m′, β] be realizations of a simple pair (k, β)
over F in simple central F-algebras A and A′, respectively. Assume further
that A and A′ contain K, that the strata [Λ, n,m, β] and [Λ′, n′,m′, β] are K-
pure and that the strata [Γ, n,m, β] and [Γ′, n′,m′, β] associated with them by
(5.2) are realizations of the same simple pair over K. (This is equivalent to
saying that the extensions of K generated by β in A and A′ are K-isomorphic.)
We have the following relation between the transfer maps and the interior lifting
maps.

Theorem 6.7. — Let θ ∈ C(Λ,m, β) and θ′ ∈ C(Λ′,m′, β) be transfers of each
other. Then the simple characters:

θ | Hm+1(β,Γ), θ′ | Hm
′+1(β,Γ′)

are transfers of each other.

Proof. — One can assume without loss of generality that m and m′ are multi-
ples of k. By rescaling the lattice sequences Λ and Λ′, one can also assume that
they have the same period thanks to Lemma 2.2. Thus m = m′ and n = n′.
The proof decomposes into two parts.
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(1) First we prove the theorem in the case where all the lattice sequences
are strict, so that we can apply the results of paragraphs 6.2 and 6.3. We fix a
quasi-simple character θ in Q(Λ,m, β) extending θ and write θ′ for its transfer
in Q(Λ′,m, β). The restriction of θ′ to Hm+1(β,Λ′) is thus equal to θ′. By Pro-
position 6.2, there exists a quasi-simple character θ0 in Q(Λ0,m, β) extending
θ ⊗ θ′. We write C and U as in paragraph 6.1, and use similar notations C′

and U′. We have:

(6.18) Hm+1(β,Λ0) ∩
(
C× × C′×

)
= Hm+1(β,Γ)×Hm+1(β,Γ′).

We define ι by (6.5) and write θK for the quasi-simple character defined by

(6.12). We also define ι′ and θ′K in a similar way. If we restrict the map x 7→
(ι(x), ι′(x)) to the subgroup (6.18) and then compose it with θ0, then we get the

character θK ⊗ θ′K. This implies that θK and θ′K are transfers of each other.
By Propositions 6.5 and 6.2 together, their restrictions θK | Hm+1(β,Γ) = θK

and θ′K | Hm+1(β,Γ′) = θ′K are transfers of each other.
(2) We now reduce the general case to Case (1). For this we fix a positive

integer l as in Lemma 2.16, and form the sound simple strata [Λ‡, n,m, β] and
[Λ′‡, n,m, β]. Write C‡ for the centralizer of K in A‡ and [Γ‡, n,m, β] for the
simple stratum in C‡ associated with [Λ‡, n,m, β] by (5.2). In a similar way,
we have a K-algebra C′‡ and a simple stratum [Γ′‡, n,m, β]. Then the simple
strata [Γ‡, n,m, β] and [Γ′‡, n,m, β] are realizations of the same simple pair
over K. Write θ‡ for the transfer of θ in C(Λ‡,m, β). In a similar way, we have
a simple character θ′‡. By Case (1), the simple characters:

θ‡ | Hm+1(β,Γ‡), θ′‡ | Hm+1(β,Γ′‡)

are transfers of each other. Thus it remains to prove the following lemma.

Lemma 6.8. — The characters θ | Hm+1(β,Γ) and θ‡ | Hm+1(β,Γ‡) are trans-
fers of each other.

Proof. — Write M for the Levi subgroup of A‡× defined by the decomposition
of V‡ into copies of V. According to Lemma 2.7, the character θ‡ is character-
ized by the identity:

θ‡ | Hm+1(β,Λ‡) ∩M = θ ⊗ · · · ⊗ θ.

Thus its restriction to Hm+1(β,Γ‡) ∩M = Hm+1(β,Γ) × · · · × Hm+1(β,Γ) is
equal to the tensor product of l copies of θK.

This ends the proof of Theorem 6.7.

Remark 6.9. — In the case where [Λ, n,m, β] and [Λ′, n′,m′, β] are sound, this
theorem implies that Grabitz’s transfer [17] is the same as the transfer defined
in [20].
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6.5. Before closing this section, we prove the following result. Let [Λ, n,m, β]
be a simple K-pure stratum in A, and write [Γ, n,m, β] for the simple stratum in
C which corresponds to it by (5.2). Theorem 5.7 gives us a map from C(Λ,m, β)
to C(Γ,m, β), called the interior lifting map, and denoted lK/F : θ 7→ θK. It
has the following properties.

Proposition 6.10. — The map lK/F is injective and K(Γ)-equivariant.

Proof. — Note that the second assertion is immediate. Let us fix a positive
integer l > 1 as in Lemma 2.16, and form the sound simple stratum [Λ‡, n,m, β].
Write C‡ for the centralizer of K in A‡ and [Γ‡, n,m, β] for the simple stratum
in C‡ associated with the stratum [Λ‡, n,m, β] by (5.2). Now let θ ∈ C(Λ,m, β)
be a simple character and write θ‡ for its transfer in C(Λ‡,m, β). Then, by
Lemma 6.8, the transfer of θK to C(Γ‡,m, β) is equal to θ‡ | Hm+1(β,Γ‡). As
the transfer map from C(Λ,m, β) to C(Λ‡,m, β) is bijective, we may replace
Λ by Λ‡ and assume that the stratum [Λ, n,m, β] is sound. In this case, the
injectivity of the map lK/F follows from [17, Proposition 7.1].

Assume we are given two K-pure simple strata [Λ, n,m, βi], i = 1, 2, in A. For
each i, let θi be a simple character in C(Λ,m, βi).

Proposition 6.11. — Assume θ1 and θ2 are equal. Then lK/F(θ1) and lK/F(θ2)
are equal.

Proof. — It suffices to verify that the groups Hm+1(βi,Γ), i = 1, 2, are equal.
This follows from Proposition 5.5 and the fact that the groups Hm+1(βi,Λ),
i = 1, 2, are equal.

7. The base change

In this section, we develop a base change process for simple strata and charac-
ters with respect to a finite unramified extension K of F, in a way similar to
[6].

7.1. Let K/F be an unramified extension of degree f . Given a simple central
F-algebra A, we set:

Â = A⊗F EndF(K).

Then K embeds naturally in Â, and its centralizer, denoted AK, is canonically
isomorphic to A⊗F K as a K-algebra. Let V be a simple left A-module. Then

V̂ = V ⊗F K is a simple left Â-module and, if we fix an F-basis of K, we have
a decomposition:

(7.1) V̂ = V ⊕ · · · ⊕V

of V̂ into a sum of f copies of V, so that we are in the situation of paragraph
2.2.

Let [Λ, n,m, β] be a simple stratum in A and set E = F(β). Let us form the

simple stratum [Λ̂, n,m, β] in Â, where Λ̂ = Λ ⊕ · · · ⊕ Λ is the direct sum
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of f copies of Λ. This simple stratum is not K-pure in general. We have a
decomposition:

E⊗F K = E1 ⊕ · · · ⊕ Es

into simple E ⊗F K-modules, where s denotes the greatest common divisor of
f and the residue class degree of E over F. For each j ∈ {1, . . . , s}, we write
cj for the minimal idempotent in E⊗F K corresponding to Ej, and we set:

βj = cjβ, j ∈ {1, . . . , s}.

These are the various K/F-lifts of β. If we write Λ̂j for the projection of Λ̂

onto the space V̂j = cjV̂ for each j, we get a simple stratum [Λ̂j , n,m, βj ] in

the F-algebra Âj = cjÂcj , which is K-pure for the natural embedding of K in

Âj . Thus one can form the interior lift [Γ̂j , n,m, βj] in the centralizer of K in

Âj (see paragraph 5.1).

Given a simple character θ ∈ C(Λ,m, β), let θ̂ denote its transfer to C(Λ̂,m, β)

and write θ̂j for the transfer of θ̂ to C(Λ̂j ,m, βj), that is the restriction of θ̂ to

Hm+1(βj , Λ̂j). Let us denote by θjK the restriction of θ̂j to Hm+1(βj , Γ̂j), which

belongs to C(Γ̂j ,m, βj) by Theorem 5.7. We have the following definition.

Definition 7.1. — The process:

bK/F : θ 7→ {θjK, j = 1, . . . , s}

is the K/F-base change for simple characters. For each j, the simple character

θjK is called the K/F-lift of θ corresponding to the K/F-lift βj of β.

Now let (Θ, k, β) be a ps-character over F. Let [Λ, n,m, ϕ(β)] be a realization
of the pair (k, β) in a simple central F-algebra A, and let θ denote the simple
character Θ(Λ,m, ϕ). Let (k, βj), for j ∈ {1, . . . , s}, be the various K/F-lifts
of the pair (k, β), and let ϕj denote the homomorphism of K-algebras from

K(βj) to the centralizer of K in Âj induced by ϕ. Thus the sum of the ϕj ’s is
the K-algebra homomorphism ϕ⊗ idK from E ⊗F K to AK. For each j, let us

denote by (ΘjK, k, β
j) the ps-character defined by ([Γ̂j , n,m, βj ], θjK).

Definition 7.2. — The process:

bK/F : (Θ, k, β) 7→ {(ΘjK, k, β
j), j = 1, . . . , s}

is the K/F-base change for ps-characters, and ΘjK is called the K/F-lift of Θ
corresponding to the K/F-lift βj of β.

This definition does not depend on the choice of the realization [Λ, n,m, ϕ(β)].
Indeed, let [Λ′, n′,m′, ϕ′(β)] be another realization of (k, β) in a simple central
F-algebra A′, and let us write θ′ for the transfer of θ to C(Λ′,m′, ϕ′(β)). Then it

follows from Theorem 6.7 that, for each j, the K/F-lifts θjK and θ′jK are transfers
of each other.
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7.2. In this paragraph, we study in more details the case where s = 1, that
is the case where the residue class degree of F(β)/F is prime to f . In this
case, the simple pair (k, β) has exactly one K/F-lift. If we write ΛK for the

OK-lattice sequence defined by Λ̂, then the base change process gives rise to a
map:

(7.2) bK/F : C(Λ,m, β)→ C(ΛK,m, β)

having the following properties.

Proposition 7.3. — The map bK/F is injective and K(Λ)-equivariant.

Proof. — As bK/F is the composite of the transfer map from C(Λ,m, β) to

C(Λ̂,m, β) and the interior lifting from C(Λ̂,m, β) to C(ΛK,m, β), this follows
from Proposition 6.10.

Assume we are given two simple strata [Λ, ni,mi, βi], i = 1, 2, in A, such that
fF(β1) and fF(β2) are prime to f . For each i, let θi be a simple character in
C(Λ,mi, βi).

Proposition 7.4. — Assume θ1 and θ2 intertwine in A×. Then bK/F(θ1) and

bK/F(θ2) intertwine in A×
K.

Proof. — Assume θ1 and θ2 are intertwined by g ∈ A×. By the proof of Propo-

sition 2.6, the characters θ̂1 and θ̂2 are intertwined by ι(g), where ι denotes the

diagonal embedding of A in Â = Mf (A). As ι(g) is actually in A×
K, we deduce

that the characters bK/F(θ1) and bK/F(θ2) intertwine in A×
K.

We now suppose that n1 = n2 and m1 = m2.

Proposition 7.5. — Assume θ1 and θ2 are equal. Then bK/F(θ1) and bK/F(θ2)
are equal.

Proof. — If θ1 and θ2 are equal, then Proposition 4.11 gives us θ̂1 = θ̂2 and
Proposition 6.11 gives us the expected equality.

Let [Λ, n,m, β] and [Λ′, n′,m′, β] be two realizations of the simple pair (k, β),
let θ be a simple character in C(Λ,m, β) and let θ′ be its transfer in C(Λ′,m′, β).
The following proposition is a special case of Theorem 6.7.

Proposition 7.6. — The character bK/F(θ
′) is the transfer of bK/F(θ) in

C(Λ′
K,m

′, β).

Finally, we will need the following result. Note that Gal(K/F) acts naturally
on AK.

Proposition 7.7. — Let θ ∈ C(ΛK,m, β) be a simple character. Then for any
σ ∈ Gal(K/F), we have θ ◦ σ ∈ C(ΛK,m, β).
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Proof. — One checks by induction on β that the image of C(ΛK,m, β) by θ 7→
θ ◦ σ is the set of simple characters attached to the image of [ΛK, n,m, β] by
σ−1 with respect to the additive character ΨK ◦ σ. The result follows from the
fact that this stratum and the additive character ΨK are invariant by σ.

7.3. We prove the following theorem, which generalizes [10, Corollary 3.6.3].

Theorem 7.8. — For i = 1, 2, let (ki, βi) be a simple pair over F. Let us fix
two realizations [Λ, n,m, βi] and [Λ′, n′,m′, βi] of (ki, βi). Assume C(Λ,m, βi)
and C(Λ′,m′, βi) do not depend on i. Then the transfer map τ i : C(Λ,m, βi)→
C(Λ′,m′, βi) does not depend on i.

Proof. — The proof decomposes into three steps.

(1) In the first step, we reduce to the case where the strata are all sound.
For this, we fix an integer l as in Proposition 2.17 which is large enough for Λ
and Λ′. Write ai for the transfer map from C(Λ,m, βi) to C(Λ‡,m, βi). There
is also a map a′

i for Λ
′. Thus we have a commutative diagram:

C(Λ‡,m, βi)
τ

‡
i // C(Λ′‡,m′, βi)

C(Λ,m, βi) τ i

//

ai

OO

C(Λ′,m′, βi)

a
′
i

OO

where τ‡i denotes the transfer map from C(Λ‡,m, βi) to C(Λ′‡,m′, βi). By
Proposition 4.11, the vertical maps ai and a′

i do not depend on i, and Propo-
sition 1.17 implies that the sets C(Λ‡,m, βi) and C(Λ′‡,m′, βi) do not depend

on i. Since a′
i is bijective, the equality τ

‡
1 = τ

‡
2 implies that τ 1 = τ 2. We thus

may replace Λ by Λ‡ and Λ′ by Λ′‡ and assume that all the strata are sound.
(2) We now assume that all the strata are sound, and we reduce to the case

where the extensions F(βi)/F are totally ramified. By Proposition 4.20, for each
i, the simple strata [Λ, n,m, βi] and [Λ′, n′,m′, βi] have the same embedding
type. Write Ki for the maximal unramified extension of F contained in F(βi),
and fix θi ∈ C(Λ,m, βi). Assume that the characters θ1 and θ2 are equal. Using
the “intertwining implies conjugacy” theorem [17, Corollary 10.15], one may
assume that K1 = K2, denoted K. Write li for the interior lifting map from
C(Λ,m, βi) to C(Γ,m, βi). There is also a map l′i for Λ

′. By Theorem 6.7, we
have a commutative diagram:

C(Γ,m, βi)
τ

K
i // C(Γ′,m′, βi)

C(Λ,m, βi) τ i

//

li

OO

C(Λ′,m′, βi)

l
′
i

OO

where τK
i denotes the transfer map from C(Γ,m, βi) to C(Γ′,m′, βi). By Propo-

sition 6.11, the vertical maps li and l′i do not depend on i, and Theorem 4.16
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implies that the sets C(Γ,m, βi) and C(Γ′,m′, βi) do not depend on i. By the
same argument as above, using that the map l′i is injective (see Proposition
6.10), we may assume that F(βi) is totally ramified over F.

(3) We now assume that fF(β1) = fF(β2) = 1, and reduce to the split case.
Let us fix a finite unramified extension L/F such that the L-algebras A and
A′ are split. Write bi for the base change map from C(Λ,m, βi) to C(Λ,m, βi).
There is also a map b′i for Λ′. By Proposition 7.6, we have a commutative
diagram:

C(Λ,m, βi)
τ i // C(Λ′,m′, βi)

C(Λ,m, βi) τ i

//

bi

OO

C(Λ′,m′, βi)

b
′
i

OO

where τ i denotes the transfer map from C(Λ,m, βi) to C(Λ′,m′, βi). By Propo-
sition 7.4, the maps bi and b′i do not depend on i. Thus [10, Theorem 3.5.8]
(the rigidity theorem for simple characters in the split case) implies that the
sets of simple characters C(Λ,m, βi) and C(Λ′,m′, βi) do not depend on i. By
the same argument as above, using that the map b′i is injective (see Proposition
7.3), we may assume that A is split and Λ is strict.

The result then follows from [10, Corollary 3.6.3].

8. Endo-equivalence of simple characters

8.1. In this paragraph, we prove Theorem 1.13 in the totally ramified case. For
i = 1, 2, let (Θi, k, βi) be a ps-character over F with fF(βi) = 1, and suppose
that Θ1 and Θ2 are endo-equivalent. Let A be a simple central F-algebra and
let [Λ, n,m, ϕi(βi)] be realizations of (k, βi) in A, with i = 1, 2. Write θi for the
simple character Θi(Λ,m, ϕi). We have to prove that θ1 and θ2 are conjugate
under K(Λ).

For each i, we write Ei for the F-algebra F(βi), which is a totally ramified finite
extension of F. By assumption, we have [E1 : F] = [E2 : F]. Using Proposition
4.9, there exists a simple central F-algebra A′ together with sound realizations
[Λ′, n′,m′, ϕ′

i(βi)] of (k, βi), with i = 1, 2, such that k divides m′ and θ′1 = θ′2,
where we write θ′i = Θi(Λ

′,m′
i, ϕ

′
i).

Now let A be a simple central F-algebra and [Λ, n,m, ϕi(βi)] be realizations of
(k, βi) in A, for i = 1, 2. Let V denote the simple left A-module on which Λ
is a lattice sequence and write D for the F-algebra opposite to EndA(V). Let
us fix a finite unramified extension L of F such that the L-algebra A = A⊗F L
is split and a simple left A-module V. As Ei is totally ramified over F, the
quasi-simple lift [Λ, n,m, βi] is a simple stratum in A (see [20, Théorème 2.30]
and [24, Remarque 2.9]). We denote by C(Λ,m, βi) the set of simple characters
attached to this quasi-simple lift with respect to the character Ψ ◦ trL/F. The
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base change process developed in paragraph 7.2 gives rise to an injective and
K(Λ)-equivariant map:

bL/F : C(Λ,m, βi)→ C(Λ,m, βi),

simply denoted b. We use similar notations for A′. For each i, we write θi for
the simple character Θi(Λ,m, ϕi). By Proposition 7.4, we have b(θ′1) = b(θ′2).
By Proposition 7.6, for each i, the lifts b(θi) and b(θ′i) are transfers of each
other. At this point, we cannot apply [6, 10] to deduce that b(θ1) and b(θ2)
are K(Λ)-conjugate, because the lattice sequence Λ is not necessarily strict.

Let us fix a simple right E1 ⊗F D-module S. We set A(S) = EndD(S), and
denote by ρ1 the natural F-algebra homomorphism E1 → A(S). Let S denote
the unique (up to translation) E1-pure strict OD-lattice sequence on S, and let
us fix an F-algebra homomorphism ρ2 : E2 → A(S) such that S is ρ2(E2)-pure.
Write n0 for the S-valuation of ρi(βi) and:

m0 = eρi(βi)(S)k,

which do not depend on i. We thus can form the stratum [S, n0,m0, ρi(βi)],
which is a realization of (k, βi) in A(S). Write ϑi for the simple character
Θi(S,m0, ρi). We now form the simple stratum [S, n0,m0, ρi(βi)] in the split
simple central L-algebra A(S)⊗F L. It is a realization of (k, βi) over L, and the

OL-lattice sequence S is strict. We thus can apply [6, Theorem 8.7] and [10,
Theorem 3.5.11], which imply together that there exists u ∈ K(S) such that:

b(ϑ2)(x) = b(ϑ1)(uxu
−1), x ∈ Hm+1(ρ2(β2),S) = u−1Hm+1(ρ1(β1),S)u.

We need the following lemma.

Lemma 8.1. — We may assume that u ∈ K(S).

Proof. — By Proposition 7.7, the map σ 7→ u−1σ(u) is a 1-cocycle on Gal(L/F)
with values in the U(S)-normalizer of b(ϑ2), which is equal to J(ρ2(β2),S)
according to [10]. This cocycle defines a class in the cohomology set:

H1(Gal(L/F), J(ρ2(β2),S)).

We claim this cohomology set is trivial. According to [20, Proposition 2.39], it
is enough to prove that:

H1(Gal(L/F), J(ρ2(β2),S)/J1(ρ2(β2),S))

is trivial, which is given by a standard filtration argument (see [5, §6]).

Using Proposition 7.3, we thus may replace ρ2 by a K(S)-conjugate and assume
that the characters ϑ1 and ϑ2 are equal. We now fix a decomposition:

V = V1 ⊕ · · · ⊕Vl

of V into simple right E1 ⊗F D-modules (which all are copies of S) such that
the lattice sequence Λ decomposes into the direct sum of the Λj = Λ ∩Vj , for

Documenta Mathematica 17 (2012) 23–77



72 P. Broussous, V. Sécherre, and S. Stevens

j ∈ {1, . . . , l}. By choosing, for each j, an isomorphism of K(β)⊗F D-modules
between S and Vj , this gives us an F-algebra homomorphism:

ι : A(S)→ A.

Using Lemma 2.14, we may assume that ι ◦ ρ1 = ϕ1, and, by Lemma 3.5, on
may replace ϕ2 by a K(Λ)-conjugate and assume that ι ◦ ρ2 = ϕ2. We now
remark that, for each i, the map ϑi 7→ θi corresponds to the process described
in paragraph 2.4. The equality θ1 = θ2 thus follows from Proposition 4.11.

8.2. In this paragraph, we reduce the proof of Theorem 1.13 to the totally ra-
mified case, which has been treated in paragraph 8.1. For i = 1, 2, let (Θi, k, βi)
be a ps-character over F, set Ei = F(βi) and write Ki for the maximal unram-
ified extension of F contained in Ei, and suppose that Θ1 ≈ Θ2. Then we
have [E1 : F] = [E2 : F] and, using Proposition 4.9, there is a simple central
F-algebra A together with realizations [Λ, n,m, ϕi(βi)] of (k, βi), with i = 1, 2,
which are sound and have the same embedding type, with k dividing m and
such that ϕ1(K1) = ϕ2(K2), denoted K, and θ1 = θ2, where θi = Θi(Λ,mi, ϕi).
Let C denote the centralizer of K in A and write [Γ, n,m, βi] for the stratum
in C associated with [Λ, n,m, βi] by (5.2). By Proposition 6.11, the K/F-lifts
θK1 and θK2 are equal.

Now let A′ be a simple central F-algebra and [Λ′, n′,m′, ϕ′
i(βi)] be realizations

of (k, βi) in A, with i = 1, 2, having the same embedding type. By Remark 3.4,
we may conjugate ϕ′

2 by K(Λ′) and assume that the maximal unramified ex-
tensions of F contained in ϕ′

1(E1) and ϕ
′
2(E2) are equal to a common extension

K′ of F, say. Moreover, by Lemma 3.1, we may conjugate again ϕ′
2 by K(Λ′)

and assume that the F-algebra isomorphisms ϕ′
1 ◦ ϕ

−1
1 and ϕ′

2 ◦ ϕ
−1
2 agree on

K (and thus identify K and K′). Let C′ denote the centralizer of K′ in A′ and
write [Γ′, n′,m′, ϕ′

i(βi)] for the stratum in C associated with [Λ′, n′,m′, ϕ′
i(βi)]

by (5.2). Thus the simple strata [Γ, n,m, ϕi(βi)] and [Γ′, n′,m′, ϕ′
i(βi)] are

realizations of the same simple pair over K. For each i, we write θ′i for the
character Θi(Λ

′,m′, ϕ′
i). By Theorem 6.7, for each i, the K/F-lifts θKi and θ′Ki

are transfers of each other. Therefore, by paragraph 8.1, there exists u ∈ K(Γ′)
such that:

θ′K2 (x) = θ′K1 (uxu−1), x ∈ Hm+1(ϕ′
2(β2),Γ

′) = u−1Hm+1(ϕ′
1(β1),Γ

′)u.

The equality θ′
u
1 = θ′2 follows from Proposition 6.10.

Corollary 8.2. — Definition 1.10 is equivalent to [6, Definition 8.6].

Proof. — Assume we are given two ps-characters (Θi, k, βi), i = 1, 2, which
are endo-equivalent in the sense of Definition 1.10, and let A be a simple cen-
tral split F-algebra together with realizations [Λ, ni,mi, ϕi(βi)] of (k, βi) in A,
with i = 1, 2, such that Λ is strict. By Theorem 1.11, the simple charac-
ters Θi(Λ,mi, ϕi) intertwine in A×, that is, the ps-characters (Θi, k, βi) are
endo-equivalent in the sense of [6, Definition 8.6]. Conversely, two simple pairs
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which are endo-equivalent in this sense are clearly endo-equivalent in the sense
of Definition 1.10.

Corollary 8.3. — The relation ≈ on ps-characters is an equivalence relation.

Proof. — This comes from [6, Corollary 8.10] together with Corollary 8.2.

9. The endo-class of a discrete series representation

9.1. Let A be a simple central F-algebra, and let V be a simple left A-module.
Associated with it, there is an F-division algebra D. We write d for the reduced
degree of D over F and m for the dimension of V as a right D-vector space. We
set G = A×, identified with GLm(D).
Let π be an irreducible smooth representation of G, and assume that its inertial
class (in the sense of Bushnell and Kutzko’s theory of types [11]), denoted s(π),
is homogeneous. Thus there is a positive integer r dividing m, an irreducible
cuspidal representation ρ of the group G0 = GLm/r(D) and unramified char-
acters χi of G0, with i ∈ {1, . . . , r}, such that π is isomorphic to a quotient
of the normalized parabolically induced representation ρχ1× · · · × ρχr (see for
instance [2] for the notation).
In this section, we associate with π an endo-class Θ(π) over F, and show that
it depends only on the inertial class s = s(π).

9.2. Let π be a representation of G as above, and write s = s(π) for its
inertial class. According to [24, Théorème 5.23], this inertial class possesses
a type in the sense of [11]. Such a type is a pair (J, λ) formed of a compact
open subgroup J of G and of an irreducible smooth representation λ of J such
that an irreducible smooth representation of G has inertial class s if and only
if λ occurs in its restriction to J. More precisely, (J, λ) can be chosen to be a
simple type in the sense of [22]. We won’t give a precise description of simple
types; the only property of interest for us is the following fact, which is a weak
form of [24, Théorème 5.23].

Fact 9.1. — There is a simple stratum [A, n, 0, β] in A together with a simple
character θ ∈ C(A, 0, β) such that the order A ∩ B (with B the centralizer of
F(β) in A) is principal of period r and the character θ occurs in the restriction
of π to H1(β,A).

Neither [A, n, 0, β] nor the character θ are uniquely determined. We let (Θ, 0, β)
be the ps-character defined by the pair ([A, n, 0, β], θ) and we denote by Θ its
endo-class.

Theorem 9.2. — The endo-class Θ depends only on the inertial class s.

Proof. — We have to prove that Θ does not depend on the choice of the simple
stratum [A, n, 0, β] and the simple character θ satisfying the conditions of Fact
9.1. For i = 1, 2, let [Ai, ni, 0, βi] be a simple stratum and θi be a simple
character satisfying the conditions of Fact 9.1, and let (Θi, 0, βi) denote the
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ps-character that it defines. Let A′
i denote the unique principal OF-order in A

such that the pair (Ei,A
′
i) is a sound embedding in A (see Lemma 4.18) and let

θ′i denote the transfer of θi in C(A′
i, 0, βi). By a standard argument using [24,

Théorème 2.13], the character θ′i occurs in the restriction of π to H1(βi,A
′
i).

Therefore, we can assume without changing Θi that (Ei,Ai) is sound.

Lemma 9.3. — The extensions E1/F and E2/F have the same ramification in-
dex.

Proof. — We are going to prove that this ramification index is determined by
the irreducible cuspidal representation ρ of paragraph 9.1. Let n(ρ) denote
the number of unramified characters χ of G0 such that ρχ is equivalent to ρ.
Write q for the cardinality of the residue field of F and | · |F for the absolute
value on F giving the value q−1 to any uniformizer. Let s(ρ) denote the unique
positive real number such that ρ× ρνρ is reducible, where νρ is the unramified

character g 7→ |NA/F(g)|
s(ρ)
F (see section 4 of [23] for more details). By using

[23, Theorem 4.6], the product n(ρ)s(ρ) is equal to the quotient of md by the
ramification index of Ei/F, for any i = 1, 2.

By Lemma 4.18, the principal orders A1 and A2 have the same period (as Ai∩Bi
has period r). Thus one may conjugate ([A1, n1, 0, β1], θ1) by an element of G
and assume that A1 = A2, denoted A. For each i, we have θi ∈ C(A, 0, βi) and
θi occurs in the restriction of π to the subgroup H1(βi,A). Thus the characters
θ1 and θ2 intertwine in A×. To prove that Θ1 and Θ2 are endo-equivalent,
it remains to prove that F(β1) and F(β2) have the same degree over F. By
copying the beginning of the proof of Lemma 4.7, we get n1 = n2. We now
write f for the greatest common divisor of fF(β1) and fF(β2) and Ki for the
maximal unramified extension of F contained in F(βi). Then Theorem 1.16
gives us the expected equality.

We call the class Θ the endo-class of π (or of s). We have actually obtained
more.

Theorem 9.4. — Let π be an irreducible representation with inertial class s as
above, and let [A, n, 0, β] and θ satisfy the conditions of Fact 9.1. Assume more-
over [A, n, 0, β] is sound. The following objects are invariants of the inertial
class s:

(1) the ramification index eF(β) and the residue class degree fF (β);
(2) the G-conjugacy class of the order A;
(3) the embedding type of (F(β),A).

Proof. — Assertions (1) and (2) have already been proved. Assertion (3) fol-
lows immediately from Lemma 4.19.

9.3. Recall that an irreducible smooth representation π of G is essentially
square integrable if there is a character χ of G such that πχ is unitary and has
a non-zero coefficient which is square integrable on G/Z, where Z denotes the
centre of G. We write D(G) for the set of isomorphism classes of essentially
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square integrable representation of G. According to [2, §2.2], any essentially
square integrable representation of G has an inertial class which is homogeneous
in the sense of paragraph 9.1. Thus the construction of paragraph 9.2 gives us
a map:

(9.1) ΘG : D(G)→ E(F)

from D(G) to the set of endo-classes of ps-characters over F.

We now write H = GLmd(F), and let JL denote the Jacquet-Langlands corre-
spondence (see [1, 14]) from D(G) to D(H). We have the following conjecture.

Conjecture 9.5. — For any π in D(G), we have:

(9.2) ΘH(JL(π)) = ΘG(π).

This conjecture generalizes the fact that, for any level zero representation π
in D(G), the representation JL(π) has level zero. It allows one to refine the
correspondence JL by fixing the endo-class: given Θ an endo-class over F,
Conjecture 9.5 implies that we have a bijective map:

JLΘ : D(G,Θ)→ D(H,Θ)

where we write D(G,Θ) for the set of isomorphism classes of essentially square
integrable representations of G of endo-class Θ.

References

[1] A. I. Badulescu – “Correspondance de Jacquet-Langlands pour les
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equivariantly formal.
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1 Introduction

Given compact connected Lie groupsK ⊂ G of equal rank, it is well-known that
the K-action on the homogeneous space G/K is equivariantly formal because
the odd de Rham cohomology groups of G/K vanish. (See for example [7] for
an investigation of the equivariant cohomology of such spaces.) If however the
rank of K is strictly smaller than the rank of G, then the isotropy action is not
necessarily equivariantly formal, and in general it is unclear when this is the
case.1 Restricting our attention to symmetric spaces of compact type, we will
prove the following theorem.

Theorem. Let (G,K) be a symmetric pair of compact type, where G and K
are compact connected Lie groups. Then the K-action on the symmetric space
M = G/K by left translations is equivariantly formal.

For symmetric spaces of type II, i.e., compact Lie groups, this result is already
known, see Section 4.3. More generally, in the case of symmetric spaces of split
rank (rankG = rankK + rankG/K), the fact that all K-isotropy groups have
maximal rank implies equivariant formality, see Section 4.5. However, for the
general case we have to rely on an explicit calculation of the dimension of the

1A sufficient condition for equivariant formality of the isotropy action was introduced in
[17], see Remark 4.2 below. If K belongs to a certain class of subtori of G this condition is
in fact an equivalence, see [18].
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cohomology of the T -fixed point set MT , where T ⊂ K is a maximal torus,
in order to use the characterization of equivariant formality via the condition
dimH∗(MT ) = dimH∗(M). With the help of the notion of compartments
introduced in [1] and several results proven therein we will find in Section 4.1
a calculable expression for this dimension, and after reducing to the case of
an irreducible simply-connected symmetic space in Section 4.2 we can invoke
the classification of such spaces to show equivariant formality in each of the
remaining cases by hand. On the way we obtain a formula for the number of
compartments in a fixed K-Weyl chamber, see Proposition 4.14.

Acknowledgements. The author wishes to express his gratitude to
Augustin-Liviu Mare for interesting discussions on a previous version of the
paper.

2 Symmetric spaces

Let G be a connected Lie group and K ⊂ G a closed subgroup. Then K is
said to be a symmetric subgroup of G if there is an involutive automorphism
σ : G → G such that K is an open subgroup of the fixed point subgroup Gσ.
We will refer to the pair (G,K) as a symmetric pair, and G/K is a symmetric
space.
Given a symmetric pair (G,K) with corresponding involution σ : G→ G, then
the Lie algebra g decomposes into the (±1)-eigenspaces of σ: g = k ⊕ p, and
the usual commutation relations hold: [k, k] ⊂ k, [k, p] ⊂ p and [p, p] ⊂ k. The
rank of G/K is by definition the maximal dimension of an abelian subalgebra
of p. Then clearly rankG− rankK ≤ rankG/K, and if equality holds, then we
say that G/K is of split rank.
A symmetric pair (G,K) is called (almost) effective ifG acts (almost) effectively
on G/K. Given a symmetric pair (G,K), then the kernel N ⊂ G of the G-
action on G/K is contained in K, and (G/N,K/N) is an effective symmetric
pair with (G/N)/(K/N) = G/K. An almost effective symmetric pair (G,K)
(and the corresponding symmetric space G/K) will be called of compact type
if G is a compact semisimple Lie group. In this paper only symmetric spaces
of compact type will occur. If (G,K) is effective, then G can be regarded
as a subgroup of the isometry group of G/K with respect to any G-invariant
Riemannian metric on G/K. If (G,K) is additionally of compact type, then
this inclusion is in fact an isomorphism between G and the identity component
of the isometry group.

3 Equivariant formality

The equivariant cohomology of an action of a compact connected Lie group
K on a compact manifold M is by definition the cohomology of the Borel
construction

H∗
K(M) = H∗(EK ×K M);
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we use real coefficients throughout the paper. The projection EK ×K M →
EK/K = BK to the classifying space BK of K induces on H∗

K(M) the struc-
ture of an H∗(BK)-algebra.

An action of a compact connected Lie group K on a compact manifold M is
called equivariantly formal in the sense of [3] if H∗

K(M) is a free H∗(BK)-
module. If the K-action on M is equivariantly formal then automatically

H∗
K(M) = H∗(M)⊗H∗(BK) (1)

as graded H∗(BK)-modules, see [2, Proposition 2.3]. In the following proposi-
tion we collect some known equivalent characterizations of equivariant formal-
ity.

Proposition 3.1. Consider an action of a compact connected Lie group K on
a compact manifold M , and let T ⊂ K be a maximal torus. Then the following
conditions are equivalent:

1. The K-action on M is equivariantly formal.

2. The T -action on M is equivariantly formal.

3. The cohomology spectral sequence associated to the fibration ET ×TM →
BT collapses at the E2-term.

4. We have dimH∗(M) = dimH∗(MT ).

5. The natural map H∗
T (M)→ H∗(M) is surjective.

Proof. For the equivalence of (1) and (2) see [5, Proposition C.26]. The Borel
localization theorem implies that the rank of H∗

T (M) as an H∗(BT )-module
always equals dimH∗(MT ). Then [5, Lemma C.24] implies the equivalence
of (2), (3), and (4); see also [10, p. 46]. For the equivalence to (5), see [13,
p. 148].

Note that by [10, p. 46] the inequality dimH∗(MT ) ≤ dimH∗(M) holds for
any T -action on M . Condition (5) in the proposition shows that

Corollary 3.2. If a compact connected Lie group K acts equivariantly for-
mally on a compact manifold M , then so does every connected closed subgroup
of K.

Applying the gap method to the spectral sequence in Item (3) of Proposition
3.1 we obtain the following well-known sufficient condition for equivariant for-
mality.

Proposition 3.3. Any action of a compact Lie group K on a compact manifold
M with Hodd(M) = 0 is equivariantly formal.
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4 Isotropy actions on symmetric spaces of compact type

Let G be a compact connected Lie group and K ⊂ G a compact connected sub-
group. Because an equivariantly formal torus action always has fixed points,
the only tori T ⊂ G that can act equivariantly formally on G/K by left trans-
lations are those that are conjugate to a subtorus of K. On the other hand,
if a maximal torus T of K acts equivariantly formally on G/K, then we know
by Corollary 3.2 that all these tori do in fact act equivariantly formally. In
the following, we will prove that this indeed happens for symmetric spaces of
compact type. More precisely:

Theorem 4.1. Let (G,K) be a symmetric pair of compact type, where G and
K are compact connected Lie groups. Then the K-action on the symmetric
space G/K by left translations is equivariantly formal.

Remark 4.2. The pair (G,K) is a Cartan pair in the sense of [4], see [4, p. 448].
Therefore, [17, Theorem A] shows that a sufficient condition for the K-action
on G/K to be equivariantly formal is that the map H∗(G/K)NG(K) → H∗(G)
induced by the projection G → G/K, where NG(K) acts on G/K from the
right, is injective. It would be interesting to know whether a symmetric pair
always satisfies this condition.

4.1 The fixed point set of a maximal torus in K

Let (G,K) be a symmetric pair of compact type, where G and K are compact
connected Lie groups. Denote by σ : G → G the corresponding involutive
automorphism. Then M = G/K is a symmetric space of compact type. We
fix maximal tori TK ⊂ K and TG ⊂ G such that TK ⊂ TG. Let g = k ⊕ p be
the decomposition of the Lie algebra g into eigenspaces of σ.
In order to prove Theorem 4.1 we can without loss of generality assume that
the symmetric pair (G,K) is effective: if N ⊂ K is the kernel of the G-action
on G/K, then clearly the K-action on G/K = (G/N)/(K/N) is equivariantly
formal if and only if the K/N -action is equivariantly formal. (This follows
for example from Proposition 3.1 because the fixed point sets of appropriately
chosen maximal tori in K and K/N coincide.)

Lemma 4.3. The TK-fixed point set in M is NG(TK)/NK(TK).

Proof. An element gK ∈ M is fixed by TK if and only if g−1TKg ⊂ K (i.e.,
g−1TKg is a maximal torus in the compact Lie group K), which is the case if
and only if there is some k ∈ K with k−1g−1TKgk = TK . Thus, (G/K)TK =
NG(TK)/NG(TK) ∩K = NG(TK)/NK(TK).

Lemma 4.4 ([15, Proposition VII.3.2]). TG is the unique maximal torus in G
containing TK .

Lemma 4.4 implies that the Lie algebra tg of TG decomposes according to the
decomposition g = k⊕ p as tg = tk⊕ tp. (In fact, this statement is the first part
of the proof of [15, Proposition VII.3.2].)
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Proposition 4.5. Each connected component of MTK is a torus of dimension
rankG− rankK.

Proof. Because of Lemma 4.4, the abelian subalgebra tp ⊂ p is the space of ele-
ments in p that commute with tk. Thus, Lemma 4.3 implies that the component
of MTK containing eK is TG/(TG ∩K) = TG/TK (note that the centralizer of
TK in K is exactly TK), i.e., a rankG− rankK-dimensional torus. Because the
fixed set MTK is a homogeneous space, all components are diffeomorphic.

We therefore understand the structure of the TK-fixed point set MTK if we
know its number of connected components, which we denote by r. In view of
condition (4) in Proposition 3.1, we are mostly interested in the dimension of
its cohomology. Proposition 4.5 implies immediately:

Proposition 4.6. We have dimH∗(MTK ) = 2rankG−rankK · r.

In order to get a calculable expression for r we will use several results from
[1, Sections 5 and 6] which we now collect. Denote by ∆G = ∆g the root
system of G with respect to the maximal torus TG, i.e., the set of nonzero
elements α ∈ t∗g such that the corresponding eigenspace gα = {X ∈ gC |
[W,X ] = iα(W )X for all W ∈ tg} is nonzero. Then we have the root space
decomposition

gC = tCg ⊕
⊕

α∈∆g

gα. (2)

The g-Weyl chambers are the connected components of the set tg\
⋃
α∈∆g

kerα.
Because of Lemma 4.4, tk contains g-regular elements, hence no root in ∆g van-
ishes on tk. Therefore some of the g-Weyl chambers intersect tk nontrivially, and
following [1] we will refer to these intersections as compartments. Considering
as in [1] the decomposition of ∆g into complementary subsets ∆g = ∆′ ∪∆′′,
where

∆′ = {α ∈ ∆g | gα 6⊂ pC}, ∆′′ = {α ∈ ∆g | gα ⊂ pC}, (3)

we have by [1, Lemma 9] that the root system ∆K = ∆k of K with respect to
TK is given by

∆k = {α|tk | α ∈ ∆′}. (4)

In particular, g-regular elements in tk are also k-regular, and hence each com-
partment is contained in a k-Weyl chamber.
Because of Lemma 4.4, the group NG(TK) is a subgroup of NG(TG). Both
groups have the same identity component TG, so we may regard the quotient
group NG(TK)/TG as a subgroup of the Weyl group W (G) of G. The free
action of W (G) on the g-Weyl chambers induces an action of NG(TK)/TG on
the set of compartments. Because any two compartments are G-conjugate [1,
Theorem 10], this action is simply transitive on the set of compartments, and
it follows that the number of connected components of NG(TK) equals the
total number of compartments in tk. On the other hand no connected com-
ponent of NG(TK) contains more than one connected component of NK(TK).
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(It is sufficient to check this for the identity component TG of NG(TK). An
element in NK(TK) ∩ TG is an element in K centralizing TK , hence already
contained in TK .) Because the number of connected components of NK(TK)
equals the number of k-Weyl chambers, and each k-Weyl chamber contains the
same number of compartments [1, Theorem 10], we have shown the following
lemma.

Lemma 4.7. The number r of connected components of MTK =
NG(TK)/NK(TK) is the number of compartments in a fixed k-Weyl cham-
ber. In particular it only depends on the Lie algebra pair (g, k).

Let C be a g-Weyl chamber that intersects tk nontrivially. By [1, Lemma
8] the compartment C ∩ tk can be described explicitly: The involution σ :
G → G permutes the g-Weyl chambers and fixes tk, hence it fixes C. Let
B = {α1, . . . , αrankG} be the corresponding simple roots such that C is exactly
the set of points where the elements of B take positive values. The involution σ
acts as a permutation group on B because for any i the linear form αi◦σ is again
positive on C. Note that for every root α ∈ ∆g the linear form 1

2 (α + α ◦ σ)
vanishes on tp and coincides with α|tk on tk. The set B|tk = {αi|tk | i =
1, . . . , rankG} is a basis of t∗k (in particular it consists of dim tk elements) and
the compartment C ∩ tk is exactly the set of points in tk where all αi|tk take
positive values. It is a simplicial cone bounded by the hyperplanes ker αi|tk .
Any such hyperplane is either a wall of a k-Weyl chamber or the kernel of a
g-root αi with αi ◦σ = αi, see (4). In any case, reflection along the hyperplane
defines an element ofNG(TK)/TG and takes C∩tk to an adjacent compartment.
(This argument is taken from the proof of [1, Theorem 10].)
It follows that the action of NG(TK)/TG on the set of compartments described
above is generated by the reflections along all hyperplanes ker α|tk , where α ∈
∆g. Let 〈·, ·〉 be the Killing form on g. The decomposition g = k⊕p is orthogonal
with respect to 〈·, ·〉. We identify t∗g with tg and t∗k with tk via 〈·, ·〉. For α ∈ ∆g,
let Hα ∈ tg be the element such that α(H) = 〈H,Hα〉 for all H ∈ tg. Given
X ∈ tg, we write X

k and Xp for the k- and p-parts of X respectively. Then Hk
α

corresponds to α|tk under the isomorphism tk ∼= t∗k .

Lemma 4.8. Let α ∈ ∆g be a root with α ◦ σ 6= α. Then either

1. 〈Hα, Hα◦σ〉 = 0 and |Hp
α|

2 = |Hk
α|

2 or

2. 2 · 〈Hα,Hα◦σ〉
|Hα|2 = −1, |Hp

α|
2 = 3|Hk

α|
2 and α+ α ◦ σ ∈ ∆g.

Proof. We have Hα◦σ = Hk
α −H

p
α, and because ∆g is a root system it follows

that

2 ·
〈Hα, Hα◦σ〉

|Hα|2
= 2 ·

|Hk
α|

2 − |Hp
α|

2

|Hk
α|

2 + |Hp
α|2
∈ Z.

Because α and α ◦ σ are roots of equal length, this integer can only equal 0
or ±1 [12, Proposition 2.48.(d)]. Further, because α − α ◦ σ is not a root (by
Lemma 4.4 no root vanishes on tk) and not 0, only the possibilities 0 and −1
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remain, and in the latter case we also have that α+α◦σ ∈ ∆g [12, Proposition
2.48.(e)].

Proposition 4.9. The set ∆g|tk = {α|tk | α ∈ ∆g} is a root system in t∗k .

Proof. It is clear that ∆g|tk spans t∗k . We have to check that for all α, β ∈ ∆g,
the quantity

2 ·
〈Hk

α, H
k
β〉

|Hk
α|

2
(5)

is an integer. With respect to the decomposition ∆g = ∆′ ∪∆′′ (see (3)) there
are four cases:

If both α and β are elements of ∆′, then (5) is an integer because α|tk and β|tk
are k-roots, see (4). In case α and β are elements of ∆′′, then the corresponding
vectorsHα andHβ are already elements of tk, soH

k
α = Hα andHk

β = Hβ , hence
(5) is an integer.

Consider the case that α ∈ ∆′′ and β ∈ ∆′. Then Hα = Hk
α ∈ tk, hence

2 ·
〈Hk

α, H
k
β〉

|Hk
α|

2
= 2 ·

〈Hα, Hβ〉

|Hα|2
∈ Z.

The last case to be considered is that α ∈ ∆′ and β ∈ ∆′′. In this case
Hβ = Hk

β ∈ tk. It may happen that Hα ∈ tk, but then the claim would follow
as before, so we may assume that Hα /∈ tk. It follows that α ◦ σ is a root
different from α. By Lemma 4.8 we have |Hp

α|
2 = c|Hk

α|
2 with c = 1 or c = 3.

We know that

2 ·
〈Hα, Hβ〉

|Hα|2
= 2 ·

〈Hk
α, H

k
β〉

|Hk
α|

2 + |Hp
α|2

=
2

1 + c
·
〈Hk

α, H
k
β〉

|Hk
α|

2

is an integer, hence multiplying with the integer 1 + c shows that (5) is an
integer in this case as well.

Next we have to check that for each α ∈ ∆g the reflection sα|
tk

: tk → tk along

ker α|tk defined by

X 7→ X − 2 ·
〈Hk

α, X〉

|Hk
α|

2
Hk
α (6)

sends {Hk
β | β ∈ ∆g} to itself. If Hα ∈ tk (this includes the case α ∈ ∆′′), then

the reflection sα : tg → tg along kerα leaves invariant tk, and (6) is nothing but
the restriction of this reflection to tk. Thus, {Hk

β | β ∈ ∆g} is sent to itself.

Let α ∈ ∆′ with Hα /∈ tk. We treat the two cases that can arise by Lemma 4.8
separately: assume first that 〈Hα, Hα◦σ〉 = 0. In this case the two reflections
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sα and sα◦σ commute and we have, recalling that Hα◦σ = Hk
α −H

p
α,

sα◦σ◦sα(X) = X − 2 ·
〈Hα, X〉

|Hα|2
Hα − 2 ·

〈Hα◦σ , X〉

|Hα◦σ|2
Hα◦σ

= X − 2 ·
〈Hα, X〉+ 〈Hα◦σ, X〉

2|Hk
α|

2
Hk
α − 2 ·

〈Hα, X〉 − 〈Hα◦σ, X〉

2|Hp
α|2

Hp
α

= X − 2 ·
〈Hk

α, X〉

|Hk
α|

2
Hk
α + 2 ·

〈Hp
α, X〉

|Hp
α|2

Hp
α.

In particular for each β ∈ ∆g the vector Hk
β − 2 ·

〈Hk
α,H

k
β〉

|Hk
α|2

Hk
α is the k-part of

some vector Hγ , which shows that (6) sends {Hk
β | β ∈ ∆g} to itself.

In the second case of Lemma 4.8 we have that α + α ◦ σ ∈ ∆g, with ker(α +
α ◦ σ) = ker α|tk ⊕ tp. Thus, the reflection sα|

tk

is nothing but the restriction

of sα+α◦σ to tk; in particular it sends {Hk
β | β ∈ ∆g} to itself.

Remark 4.10. The root system ∆g|tk is not necessarily reduced: if there exists
a root α ∈ ∆g with α ◦ σ 6= α for which the second case of Lemma 4.8 holds,
then it contains α|tk as well as 2 · α|tk . This happens for instance for SU(2m+
1)/ SO(2m+ 1).

Because B is the set of simple roots of ∆g every root α ∈ ∆g can be written
as a linear combination of elements in B with integer coefficients of the same
sign. It follows that every restriction α|tk ∈ ∆|tk is a linear combination of
elements in B|tk of the same kind. We thus have proven the following lemma.

Lemma 4.11. The ∆g|tk-Weyl chambers are exactly the compartments. If C
is a g-Weyl chamber that intersects tk nontrivially, with corresponding set of
simple roots B ⊂ ∆g, then B|tk is the set of simple roots of the root system
∆g|tk corresponding to C ∩ tk.

Recall that the NG(TK)/TG-action on the set of compartments was shown to
be generated by the reflections along all hyperplanes ker α|tk , where α ∈ ∆g.
Thus, we obtain

Corollary 4.12. The NG(TK)/TG-action on the set of compartments is the
same as the action of the Weyl group W (∆g|tk). In particular, it is generated

by the reflections along the hyperplanes ker αi|tk . Furthermore, r =
|W (∆g|tk

)|

|W (k)| .

Recall that whereas a reduced root system is determined by its simple roots
[12, Proposition 2.66], this is no longer true for nonreduced root systems such
as ∆g|tk , see [12, II.8]. However, the reduced elements in a nonreduced root
system always form a reduced root system [12, Lemma 2.91] with the same
simple roots and the same Weyl group. Using the following proposition taken
from [15] we will identify this reduced root system contained in ∆g|tk with the
root system of a second symmetric subalgebra k′ ⊂ g.
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Proposition 4.13 ([15, Proposition VII.3.4]). There is an extension of σ :
tg → tg to an involutive automorphism σ′ : g → g such that its C-linear
extension σ′ : gC → gC satisfies σ′|gα

= id for every root α ∈ B with α = α◦σ.

The root system of the fixed point algebra k′ = gσ
′

relative to the maximal
abelian subalgebra tk has B|tk as simple roots.

The roots of k′ relative to tk are restrictions of certain (not necessarily all)
elements in ∆g to tk; the restrictions of all elements in B occur. See [15,
p. 129] for the root space decomposition of k′ with respect to kk. Because the
sub-root system of reduced elements in ∆g|tk and the root system of k′ have
the same simple roots, these reduced root systems coincide. In particular we
obtain the following formula for r:

Proposition 4.14. We have r = |W (k′)|
|W (k)| .

Example 4.15. If rankG = rankK, i.e., if TK is also a maximal torus of
G, then the identity on g satisfies the conditions of Proposition 4.13. Hence

k′ = g and the proposition says r = |W (G)|
|W (K)| . This however follows already from

Lemma 4.3.

Example 4.16. If G/K is a symmetric space of split rank, i.e., rankG =
rankK + rankG/K, then σ itself satisfies the conditions of Proposition 4.13.
In fact, let α ∈ B with α = α ◦ σ. In this case α vanishes on tp, which
implies that gα is contained either in kC or in pC. But if it was contained in
pC, then [tp, gα] = 0 and [tp, g−α] = 0, which would contradict the fact that tp
is maximal abelian in p. Thus, we have r = 1 in the split rank case. Note that
r = 1 also follows from [1, Lemma 13], combined with Lemma 4.7.

Example 4.17. The symmetric space G/K ′, where K ′ is the connected sub-
group of G with Lie algebra k′, is not always of split rank. Assume as in Remark
4.10 that there exists a root α ∈ ∆g with α ◦ σ 6= α such that α+ α ◦ σ ∈ ∆g.
Let X ∈ gα be nonzero. Then [X, σ′(X)] is a nonzero element in gα+α◦σ. We
have σ′([X, σ′(X)]) = −[X, σ′(X)], thus [X, σ′(X)] ∈ p′, where p′ is the −1-
eigenspace of σ′. By definition of σ′ we have tp ⊂ p′, but tp is not a maximal
abelian subspace of p′ because it commutes with [X, σ′(X)]. For example, in
the case SU(2m+ 1)/ SO(2m+ 1) we have K ′ = K although the space is not
of split rank, see Subsection 4.6.2 below.

We will use below that the symmetric subalgebra k′ can be determined via the
Dynkin diagram of G: σ defines an automorphism of the Dynkin diagram of
G (because it is a permutation group of B), which is nontrivial if and only if
rank g > rank k. One can calculate the root system of k′ via the fact that by
Proposition 4.13 the simple roots of k′ are given by B|tk = { 12 (αi+αi ◦σ) | i =
1, . . . , rankG}.
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4.2 Reduction to the irreducible case

Lemma 4.18. If (G,K) and (G′,K ′) are two effective symmetric pairs of con-
nected compact semisimple Lie groups associated to the same pair of Lie alge-
bras (g, k), then the K-action on G/K is equivariantly formal if and only if the
K ′-action on G′/K ′ is equivariantly formal.

Proof. Because K and K ′ are connected, both H∗(G/K) and H∗(G′/K ′)
are given as the R-algebra of k-invariant elements in Λ∗p, see [20, Theorem
8.5.8]. In particular dimH∗(G/K) = dimH∗(G′/K ′). Choosing maximal
tori T ⊂ K and T ′ ⊂ K ′, we furthermore know from Propositions 4.6 and
4.7 that dimH∗((G/K)T ) = dimH∗((G′/K ′)T

′

) because (G,K) and (G′,K ′)
correspond to the same Lie algebra pair. The statement then follows from
Proposition 3.1.

Lemma 4.19. Given actions of compact connected Lie groups Ki on compact
manifolds Mi (i = 1 . . . n), then the K1× . . .×Kn-action on M1× . . .×Mn is
equivariantly formal if and only if all the Ki-actions on Mi are equivariantly
formal.

Proof. Choose maximal tori Ti ⊂ Ki. Then T1× . . .×Tn is a maximal torus in
K1×. . .×Kn. The claim follows from Proposition 3.1 because the T1×. . .×Tn-
fixed point set is exactly the product of the Ti-fixed point sets.

Lemmas 4.18 and 4.19 imply that for proving Theorem 4.1 it suffices to check
it for effective symmetric pairs (G,K) of compact connected Lie groups such
that G/K is an irreducible simply-connected symmetric space of compact type.
Below we will make use of the classification of such spaces, see [8].

4.3 Lie groups

Given a compact connected Lie group G, the product G × G acts on G via
(g1, g2) ·g = g1gg

−1
2 . The isotropy group of the identity element is the diagonal

D(G) ⊂ G × G. In the language of Helgason [8], we obtain an irreducible
symmetric pair (G×G,D(G)) of type II. The D(G)-action on (G×G)/D(G)
is nothing but the action of G on itself by conjugation. But for any compact
connected Lie group, the action on itself by conjugation is equivariantly formal.
In fact, if T ⊂ G is a maximal torus, then the fixed point set of the T -action,
GT , is T itself, and thus dimH∗(GT ) = dimH∗(T ) = 2rankG = dimH∗(G).
For other ways to prove that this action is equivariantly formal see [2, Example
4.6]. For instance, equivariant formality would also follow from Proposition
4.23 below as (G×G,D(G)) is of split rank.

4.4 Inner symmetric spaces

Consider the case that the symmetric space G/K of compact type is inner, i.e.,
that the involution σ is inner. By [8, Theorem IX.5.6] this is the case if and
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only if rankG = rankK. Hence, a maximal torus TK ⊂ K is also a maximal
torus in G, and the TK-fixed point set is by Lemma 4.3 a finite set of cardinality
|W (G)|
|W (K)| . Because of the following classical result (see for example [4, Chapter

XI, Theorem VII]), the case of inner symmetric spaces is easy to deal with.

Proposition 4.20. Given any compact connected Lie groups K ⊂ G, the fol-
lowing conditions are equivalent:

1. rankG = rankK.

2. χ(G/K) > 0.

3. Hodd(G/K) = 0.

It follows from Proposition 3.3 that the K-action on a homogeneous space
G/K with rankG = rankK is always equivariantly formal. Alternatively, [2,
Corollary 4.5] implies that the G-action onG/K is equivariantly formal because
all its isotropy groups have rank equal to the rank of G. Then by Corollary 3.2
any closed subgroup of G acts equivariantly formally on G/K.

Proposition 4.21. If rankG = rankK, then the K-action on G/K is equiv-
ariantly formal. If TK ⊂ K is a maximal torus, then the fixed point set of the

induced TK-action consists of exactly dimH∗(G/K) = |W (G)|
|W (K)| points.

Remark 4.22. This is not a new result. For an investigation of the (algebra
structure of the) equivariant cohomology of homogeneous spaces G/K with
rankG = rankK see [7], or [9, Section 5] for an emphasis on other coefficient
rings.

4.5 Spaces of split rank

Also when G/K is of split rank, i.e., rankG = rankK + rankG/K, there is a
general argument that implies equivariant formality of the K-action on G/K.

Proposition 4.23. If G/K is of split rank, then the natural K-action on G/K
is equivariantly formal.

Proof. We will show that everyK-isotropy algebra has maximal rank, i.e., rank
equal to rank k. Then equivariant formality follows from [2, Corollary 3.5].
Consider the decomposition g = k ⊕ p and choose any AdK-invariant scalar
product on p that turns G/K into a Riemannian symmetric space. Then we
have an exponential map exp : p → G/K, and it is known that every orbit of
the K-action on G/K meets exp(a), where a is a maximal abelian subalgebra
of p. Because G/K is of split rank, there is a maximal torus TK ⊂ K such that
tk ⊕ a is abelian. The torus TK acts trivially on exp(a). Thus, the K-isotropy
algebra of any point in exp(a) (and hence of any point in M) has maximal
rank.

In the split-rank case we have r = 1 by Example 4.16. We thus have
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Proposition 4.24. If G/K is of split rank then dimH∗(G/K) = 2rankG/K . If
TK ⊂ K is a maximal torus, then the fixed point set of the induced TK-action
on G/K is a rankG/K-dimensional torus (in particular connected).

4.6 Outer symmetric spaces which are not of split rank

For the remaining cases that are not covered by any of the arguments above,
i.e., irreducible simply-connected symmetric spaces of type I that are neither
of equal nor of split rank, we do not have a general argument for equivariant
formality of the isotropy action. Using the classification of symmetric spaces [8,
p. 518], we calculate for each of these spaces the dimension of the cohomology
of the TK-fixed point set and show that it coincides with the dimension of
the cohomology of G/K (which we take from the literature), upon which we
conclude equivariant formality via Proposition 3.1. Fortunately, there are only
three (series of) such symmetric spaces, namely

SU(n)/ SO(n), SO(2p+ 2q + 2)/ SO(2p+ 1)× SO(2q + 1), and E6/PSp(4),

where n ≥ 4 and p, q ≥ 1. We have shown with Propositions 4.6 and 4.14 that

dimH∗((G/K)TK ) = 2rank g−rank k ·
|W (k′)|

|W (k)|
,

where the symmetric subalgebra k′ ⊂ g was introduced in Proposition 4.13.
Because in this section we are dealing with outer symmetric spaces, we have
rank g > rank k, so k′ 6= g is a symmetric subgroup of g. The orders of the
appearing Weyl groups are listed in [11, p. 66].

4.6.1 SU(2m)/ SO(2m)

Let M = SU(2m)/ SO(2m), where m ≥ 2, and T ⊂ SO(2m) be a maximal
torus. The only connected symmetric subgroup of SU(2m) of rank m different
from SO(2m) is Sp(m). The fact that k′ = sp(m) can be visualized via the
Dynkin diagrams: the involution σ fixes only the middle root of the Dynkin
diagram A2m−1 of SU(2m). Hence, after restricting, the middle root becomes
a root which is longer than the other roots, and only in Cm there exists a root
longer than the others, not in Dm.

We thus may calculate

r =
|W (Cm)|

|W (Dm)|
=

2m ·m!

2m−1 ·m!
= 2;
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note that for this example the number of compartments was also calculated in
[1, p. 11]. It is known that dimH∗(M) = 2m (see for example [4, p. 493] or
[14, Theorem III.6.7.(2)]), hence

dimH∗(MT ) = 22m−1−m · r = 2m = dimH∗(M).

Thus, the action is equivariantly formal.

4.6.2 SU(2m+ 1)/ SO(2m+ 1)

Let M = SU(2m + 1)/ SO(2m + 1), where m ≥ 2, and T ⊂ SO(2m + 1) be a
maximal torus. It is known that dimH∗(M) = 2m (see for example [4, p. 493]
or [14, Theorem III.6.7.(2)]), hence

2m · r = dimH∗(MT ) ≤ dimH∗(M) = 2m

for some natural number r. Thus necessarily r = 1 (in fact k′ = so(2m + 1))
and the action is equivariantly formal. Note that this space is also listed as
an exception in [1] as it is the only outer symmetric space which is not of
split rank such that the corresponding involution fixes no root in the Dynkin
diagram (and hence every compartment is a K-Weyl chamber).

4.6.3 SO(2p+ 2q + 2)/ SO(2p+ 1)× SO(2q + 1)

Let M = SO(2p + 2q + 2)/ SO(2p + 1) × SO(2q + 1), where p, q ≥ 1, and
T ⊂ SO(2p+1)×SO(2q+1) be a maximal torus. The only connected symmetric
subgroups of SO(2p+2q+2) of rank p+ q are SO(2p′+1)×SO(2q′+1), where
p′ + q′ = p+ q. The involution σ fixes all roots of the Dynkin diagram Dp+q+1

of SO(2p + 2q + 2) but two; after restricting, these two become a single root
which is shorter than the others. Because Ap+q−1⊕A1 and Dp+q do not appear
as the Dynkin diagram of any of the possible symmetric subgroups, the Dynkin
diagram of k′ is forced to be Bp+q, which means that k′ = so(2p+ 2q + 1).

We thus have

r =
|W (Bp+q)|

|W (Bp)| · |W (Bq)|
=

2p+q · (p+ q)!

2p · p! · 2q · q!
=

(
p+ q

p

)
.

By [4, p. 496] we have dimH∗(M) = 2 ·
(
p+q
p

)
, and it follows that the action is

equivariantly formal because of

dimH∗(MT ) = 2p+q+1−p−q · r = 2 ·

(
p+ q

p

)
= dimH∗(M).
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4.6.4 E6/PSp(4)

LetM = E6/PSp(4) and T ⊂ PSp(4) be a maximal torus. The only symmetric
subalgebra of e6 of rank 4 different from sp(4) is f4.

We obtain

r =
|W (F4)|

|W (C4)|
=

27 · 32

24 · 4!
= 3.

It is shown in [19] that dimH∗(M) = 12. Thus,

dimH∗(MT ) = 26−4 · r = 22 · 3 = 12 = dimH∗(M)

shows that the action is equivariantly formal.
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Abstract. Let k be a field of characteristic zero. For a linear alge-
braic group G over k acting on a scheme X , we define the equivariant
algebraic cobordism of X and establish its basic properties. We ex-
plicitly describe the relation of equivariant cobordism with equivariant
Chow groups, K-groups and complex cobordism.

We show that the rational equivariant cobordism of aG-scheme can be
expressed as the Weyl group invariants of the equivariant cobordism
for the action of a maximal torus of G. As applications, we show that
the rational algebraic cobordism of the classifying space of a complex
linear algebraic group is isomorphic to its complex cobordism.
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Keywords and Phrases: Algebraic cobordism, group actions

1. Introduction

Let k be a field of characteristic zero. Based on the construction of the motivic
algebraic cobordism spectrumMGL by Voevodsky, Levine and Morel [31] gave
a geometric construction of the algebraic cobordism and showed that this is a
universal oriented Borel-Moore homology theory in the category of varieties
over the field k. Their definition was extended by Deshpande [9] in the equi-
variant set-up that led to the notion of the equivariant cobordism of smooth
varieties acted upon by linear algebraic groups. This in particular allowed one
to define the algebraic cobordism of the classifying spaces analogous to their
complex cobordism.
Apart from its many applications in the equivariant set up which are parallel
to the ones in the non-equivariant world, an equivariant cohomology theory
often leads to the description of the corresponding non-equivariant cohomology
by mixing the geometry of the variety with the representation theory of the
underlying groups.
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Our aim in this first part of a series of papers is to develop the theory of
equivariant cobordism in the category of all k-schemes with action of a linear
algebraic group. We establish the fundamental properties of this theory and
give applications. In the second part [20] of this series, we shall give many
important applications of the results of this paper. Some further applications
of the results of this paper to the computation of the non-equivariant cobordism
rings appear in [21], [24] and [15]. We now describe some of the main results
in of this paper.
Let G be a linear algebraic group over k. In this paper, a scheme will mean
a quasi-projective k-scheme and all G-actions will be assumed to be linear.
If X is a smooth scheme with a G-action, Deshpande defined the equivariant
cobordism ΩG∗ (X) using the coniveau filtration on the Levine-Morel cobordism
of certain smooth mixed spaces. This was based on the construction of the
Chow groups of classifying spaces in [39] and the equivariant Chow groups in
[10].
Using a niveau filtration on the algebraic cobordism, which is based on the
analogous filtration on any Borel-Moore homology theory as described in [2,
Section 3], we define the equivariant algebraic cobordism of any k-scheme with
G-action in Section 4. This is defined by taking a projective limit over the
quotients of the Levine-Morel cobordism of certain mixed spaces by various
levels of the niveau filtration. In order to make sense of this construction, one
needs to prove various properties of the above niveau filtration which is done in
Section 3. These equivariant cobordism groups coincide with the one in [9] for
smooth schemes. We also show in Section 5 how one can recover the formula
for the cobordism group of certain classifying spaces directly from the above
definition, by choosing suitable models for the underlying mixed spaces.
In Section 5, we establish the basic properties such as functoriality, homotopy
invariance, exterior product, projection formula and existence of Chern classes
for equivariant vector bundles in Theorem 5.2. Although we do not have the
equivariant version of the localization sequence for the algebraic cobordism, we
shall show that the restriction map induced by a G-equivariant open immersion
is indeed surjective.
In Section 7, we show how the equivariant cobordism is related to other
equivariant cohomology theories such as equivariant Chow groups, equivari-
ant K-groups and equivariant complex cobordism. Using some properties of
the niveau filtration and known relation between the non-equivariant cobor-
dism and Chow groups, we deduce an explicit formula (cf. Proposition 7.2)
which relates the equivariant cobordism and the equivariant Chow groups of
k-schemes. Using this and the main results of [17], we give a formula in Theo-
rem 7.4 which relates the equivariant cobordism with the equivariant K-theory
of smooth schemes. We also construct a natural transformation from the alge-
braic to the equivariant version of the complex cobordism for schemes over the
field of complex numbers.
Our next main result of this paper is Theorem 8.6, where we show that for a
connected linear algebraic group G acting on a scheme X , there is a canonical
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isomorphism ΩG∗ (X)
∼=
−→

(
ΩT∗ (X)

)W
with rational coefficients, where T is a

split maximal torus of a Levi subgroup of G with Weyl group W . This is
mainly achieved by the Morita isomorphism of Proposition 5.4 and a detour to
the motivic cobordism MGL and its extension MGL′ to singular schemes by
Levine [28]. The use ofMGL′-theory in our context is motivated by the recent
comparison result of Levine [29] which shows that the Levine-Morel cobordism
theory is a piece of the more general MGL′-theory.
As an easy consequence of Proposition 7.2, we recover Totaro’s cycle class map
(cf. [39])

CH∗(BG)→MU∗(BG) ⊗L Z→ H∗(BG,Z)

for a complex linear algebraic group G. It is conjectured that this map is an
isomorphism of rings. This conjecture has been shown to be true by Totaro
for some classical groups such as BGLn, On, Sp2n and SO2n+1. Although, we
can not say anything about this conjecture here, we do show as a consequence
of Theorem 8.6 that the map CH∗(BG) → MU∗(BG) ⊗L Z is indeed an iso-
morphism of rings with the rational coefficients (see Theorem 8.9 for the full
statement). We do this by first showing that there is a natural ring homomor-
phism Ω∗(BG) → MU∗(BG) (with integer coefficients) which lifts Totaro’s
map. We then show that this map is in fact an isomorphism with rational
coefficients using Theorem 8.6.
We now make a remark on our definition and the notation for the equivariant
cobordism groups. In many of the topology texts, the cobordism rings of
classifying spaces are expressed as rings which are complete. For example,
one often writes MU∗(CP∞) as the formal power series L[[t]] instead of the
graded power series ring. This does not allow one to write an expression of
the cobordism in each degree. Since our interest is to give an expression of
the cobordism groups in each component, we shall express the equivariant
cobordism of a smooth scheme as a graded ring. This notation has been used
earlier by other authors in the topological context (see [25, Section 2], [27]).
We refer the reader to Subsection 6.1 for more about the comparison between
the two notations.
We end this introduction with the following comment. One of the initial mo-
tivations for this article was to find a definition of the equivariant algebraic
cobordism which has all the expected properties of an equivariant cohomol-
ogy theory and which is simultaneously, simple enough to compute. Although
much of this objective is achieved, the equivariant cobordism as considered here
has two drawbacks. The first one is that there is not always a natural map
from the algebraic to the complex equivariant cobordism for complex varieties
with group action (cf. Proposition 7.5). A more serious problem is the lack of
the localization sequence (cf. Proposition 5.3). One way to take care of these
two problems is to consider Voevodsky’s motivic cobordism MGL from the
equivariant point of view. It turns out that although this approach does have
certain advantages, it becomes computationally much harder. So the challenge
is to study and analyze the situations when these two approaches yield the
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same answer so that one can use either of the two, depending on what one
would like to prove. These questions will be studied in further detail in [23].

2. Recollection of algebraic cobordism

In this section, we briefly recall the definition of algebraic cobordism of
Levine-Morel. We also recall the other definition of this object as given
by Levine-Pandharipande. Since we shall be concerned with the study of
schemes with group actions and the associated quotient schemes, and since
such quotients often require the original scheme to be quasi-projective, we
shall assume throughout this paper that all schemes over k are quasi-projective.

Notations. We shall denote the category of quasi-projective k-schemes by Vk.
By a scheme, we shall mean an object of Vk. The category of smooth quasi-
projective schemes will be denoted by VSk . If G is a linear algebraic group over
k, we shall denote the category of quasi-projective k-schemes with a G-action
and G-equivariant maps by VG. The associated category of smooth G-schemes
will be denoted by VSG. All G-actions in this paper will be assumed to be linear.
Recall that this means that all G-schemes are assumed to admit G-equivariant
ample line bundles. This assumption is always satisfied for normal schemes (cf.
[36, Theorem 2.5], [37, 5.7]).

2.1. Algebraic cobordism. Before we define the algebraic cobordism, we
recall the Lazard ring L. It is a polynomial ring over Z on infinite but countably
many variables and is given by the quotient of the polynomial ring Z[Aij |(i, j) ∈
N2] by the relations, which uniquely define the universal formal group law FL

of rank one on L. This formal group law is given by the power series

FL(u, v) = u+ v +
∑

i,j≥1

aiju
ivj ,

where aij is the equivalence class of Aij in the ring L. The Lazard ring is
graded by setting the degree of aij to be 1 − i − j. In particular, one has
L0 = Z,L−1 = Za11 and Li = 0 for i ≥ 1, that is, L is non-positively graded.
We shall write L∗ for the graded ring such that L∗,i = L−i for i ∈ Z. We now
define the algebraic cobordism of Levine and Morel [31].
Let X be an equi-dimensional k-scheme. A cobordism cycle over X is a family

α = [Y
f
−→ X,L1, · · · , Lr], where Y is a smooth scheme, the map f is projective,

and Li’s are line bundles on Y . Here, one allows the set of line bundles to
be empty. The degree of such a cobordism cycle is defined to be deg(α) =
dimk(Y )− r and its codimension is defined to be dim(X)−deg(α). Let Z∗(X)
be the free abelian group generated by the cobordism cycles of the above type.
Note that this group is graded by the codimension of the cycles. In particular,

for j ∈ Z, Zj(X) is the free abelian group on cobordism cycles α = [Y
f
−→

X,L1, · · · , Lr], where Y is smooth and irreducible and codimension of α is j.
We impose several relations on Z∗(X) in order to define the algebraic cobordism
group. The first among these is the so called dimension axiom: let R∗

dim(X) be
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the graded subgroup of Z∗(X) generated by the cobordism cycles α = [Y
f
−→

X,L1, · · · , Lr] such that dimkY < r. Let

Z∗
dim(X) =

Z∗(X)

R∗
dim(X)

.

For a line bundle L on X and cobordism cycle α as above, we define the Chern

class operator on Z∗
dim(X) by letting c1(L)(α) = [Y

f
−→ X,L1, · · · , Lr, f

∗(L)].
Next, we impose the so called section axiom. Let R∗

sec(X) be the graded
subgroup of Z∗

dim(X) generated by cobordism cycles of the form [Y → X,L]−

[Z → X ], where Y
s
−→ L is a section of the line bundle L on Y which is

transverse to the zero-section, and Z →֒ Y is the closed subvariety of Y defined
by the zeros of s. The transversality of s ensures that Z is a smooth variety.
In particular, [Z → X ] is a well-defined cobordism cycle on X . Define

Ω∗(X) =
Z∗

dim(X)

R∗
sec(X)

.

The assignment X 7→ Ω∗(X) is called the pre-cobordism theory.
Finally, we impose the formal group law on the cobordism using the follow-
ing relation. For X as above, let R∗

FGL(X) ⊂ L⊗ZΩ
∗(X) be the graded L-

submodule generated by elements of the form

{FL (c1(L), c1(M)) (x) − c1(L⊗M)(x)|x ∈ Ω∗(X), L,M ∈ Pic(X)} .

We define the algebraic cobordism group of X by

(2.1) Ω∗(X) =
L⊗ZΩ

∗(X)

R∗
FGL(X)

.

If X is not necessarily equi-dimensional, we define Z∗(X) to be same as
Z∗(X) except that Z∗(X) is now graded by the degree of the cobordism
cycles. In particular, Zi(X) is the free abelian group on cobordism cycles

[Y
f
−→ X,L1, · · · , Lr] such that f is projective and Y is smooth and irreducible

such that dim(Y ) − r = i. One then defines Ω∗(X) to be the quotient of
L∗ ⊗Z Ω∗(X) in the same way as above. Note that for X equi-dimensional of
dimension d and i ∈ Z, one has Ωi(X) ∼= Ωd−i(X).
Observe that Ω∗(X) is a graded L-module such that Ωj(X) = 0 for j > dim(X)
and Ωj(X) can be non-zero for any given −∞ < j ≤ dim(X). Similarly, Ω∗(X)
is a graded L∗-module which has no component in the negative degrees and it
can be non-zero in arbitrarily large positive degree.
The following is the main result of Levine and Morel from which most of their
other results on algebraic cobordism are deduced. We refer to loc. cit. for
more properties.

Theorem 2.1. The functor X 7→ Ω∗(X) is the universal Borel-Moore homology
on the category Vk. In other words, it is universal among the homology theories
on Vk which have functorial push-forward for projective morphism, pull-back for
smooth morphism (any morphism of smooth schemes), Chern classes for line
bundles, and which satisfy Projective bundle formula, homotopy invariance,
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the above dimension, section and formal group law axioms. Moreover, for a
k-scheme X and closed subscheme Z of X with open complement U , there is a
localization exact sequence

Ω∗(Z)→ Ω∗(X)→ Ω∗(U)→ 0.

It was also shown in loc. cit. that the natural composite map

Φ : L→ L⊗Z Ω∗(k) ։ Ω∗(k)

a 7→ [a]

is an isomorphism of commutative graded rings.
As an immediate corollary of Theorem 2.1, we see that for a smooth k-scheme
X and an embedding σ : k → C, there is a natural morphism of graded rings

(2.2) ΦtopX : Ω∗(X)→MU2∗(Xσ(C)),

where MU∗(Xσ(C)) is the complex cobordism ring of the complex manifold
Xσ(C) given by the complex points of X ×k C. This map is an isomorphism
for X = Spec(k). In particular, there are isomorphisms of graded rings

(2.3) L
∼=
−→ Ω∗(k)

∼=
−→MU2∗ ∼=

−→MU∗,

where MU∗ is the complex cobordism ring of a point. As a corollary, we see
that for any field extension k →֒ K, the natural map Ω∗(k) → Ω∗(K) is an
isomorphism.

2.2. Cobordism via double point degeneration. To enforce the formal
group law on the algebraic cobordism in order to make it an oriented cohomol-
ogy theory on the category of smooth varieties, Levine and Morel artificially
imposed this condition by tensoring their pre-cobordism theory with the Lazard
ring. Although they were able to show that the resulting map Z∗(X)→ Ω∗(X)
is still surjective, they were unable to describe the explicit geometric relations
in Z∗(X) that define Ω∗(X). This was subsequently accomplished by Levine-
Pandharipande [32]. We conclude our introduction to the algebraic cobordism
by briefly discussing the construction of Levine-Pandharipande. For n ≥ 1, let
�n denote the space (P1

k − {1})
n
.

Definition 2.2. A morphism Y
π
−→ �1 is called a double point degeneration,

if Y is a smooth scheme and π−1(0) is scheme-theoretically given as the union
A ∪ B, where A and B are smooth divisors on Y which intersect transversely.
The intersection D = A ∩ B is called the double point locus of π. Here, A, B
and D are allowed to be disconnected or, even empty.

For a double point degeneration as above, notice that the scheme D is also
smooth and OD(A+B) is trivial. In particular, one sees that NA/D⊗DNB/D ∼=
OD. This is turn implies that the projective bundles P(OD ⊕NA/D)→ D and
P(OD ⊕ NB/D) → D are isomorphic, where NA/D and NB/D are the normal
bundles of D in A and B respectively. Let P(π)→ D denote any of these two
projective bundles.
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Let X be a k-scheme and let Y
f
−→ X × �1 be a projective morphism from a

smooth scheme Y . Assume that the composite map π : Y → X ×�1 → �1 is
a double point degeneration such that Y∞ = π−1(∞) is smooth. We define the
cobordism cycle on X associated to the morphism f to be the cycle

(2.4) C(f) = [Y∞ → X ]− [A→ X ]− [B → X ] + [P(π)→ X ].

LetM∗(X) be the free abelian group on the isomorphism classes of the mor-

phisms [Y
f
−→ X ], where Y is smooth and irreducible and f is projective. Then

M∗(X) is a graded abelian group, where the grading is by the dimension of Y .
Let R∗(X) be the subgroup ofM∗(X) generated by all cobordism cycles C(f),
where C(f) is as in (2.4). Note that R∗(X) is a graded subgroup ofM∗(X).
Define

(2.5) ω∗(X) =
M∗(X)

R∗(X)
.

Theorem 2.3 ([32]). There is a canonical isomorphism

(2.6) ω∗(X)
∼=
−→ Ω∗(X)

of oriented Borel-Moore homology theories on V.

3. Niveau filtration on algebraic cobordism

In this section, we introduce the niveau filtration on the algebraic cobordism
which plays an important role in the definition of the equivariant algebraic
cobordism. Our main result here is a refined localization sequence for the
cobordism which preserves the niveau filtration. This new localization sequence
will have interesting consequences in the study of the equivariant cobordism.
Let X be a k-scheme of dimension d. For j ∈ Z, let Zj be the set of all closed
subschemes Z ⊂ X such that dimk(Z) ≤ j (we assume dim(∅) = −∞). The
set Zj is then ordered by the inclusion. For i ≥ 0, we define

Ωi(Zj) = lim
−→
Z∈Zj

Ωi(Z) and put

Ω∗(Zj) =
⊕

i≥0

Ωi(Zj).

It is immediate that Ω∗(Zj) is a graded L∗-module and there is a graded L∗-
linear map Ω∗(Zj)→ Ω∗(X).
Following [2, Section 3], we let Zj/Zj−1 denote the ordered set of pairs (Z,Z ′) ∈
Zj × Zj−1 such that Z ′ ⊂ Z with the ordering

(Z,Z ′) ≥ (Z1, Z
′
1) if Z1 ⊆ Z and Z ′

1 ⊆ Z
′.

If (Z,Z ′) ≥ (Z1, Z
′
1), then the functoriality of the push-forward maps and the

localization sequence yield a map Ωi(Z1−Z ′
1)→ Ωi(Z−Z ′) (cf. (3.1)). We let

Ωi (Zj/Zj−1(X)) := lim−→
(Z,Z′)∈Zj/Zj−1

Ωi(Z − Z
′).
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Lemma 3.1. For f : X ′ → X projective, the push-forward map Ω∗(X
′)

f∗
−→

Ω∗(X) induces a push-forward map Ω∗ (Zj/Zj−1(X
′))→ Ω∗ (Zj/Zj−1(X)).

Proof. Let (Z,Z ′) ∈ Zj/Zj−1(X
′). Then (W,W ′) = (Im(Z), Im(Z ′)) ∈

Zj/Zj−1(X). It suffices now to show that f∗ induces a natural map Ω∗(Z −
Z ′)→ Ω∗(W −W ′). However, this follows directly from the localization exact
sequences

(3.1) Ω∗(Z
′) //

f∗

��

Ω∗(Z) //

f∗

��

Ω∗(Z − Z ′) //

��

0

Ω∗(W
′) // Ω∗(W ) // Ω∗(W −W ′) // 0

and the fact that the square on the left is commutative. �

For x ∈ Zj , let

(3.2) ˜Ω∗(k(x)) = lim
−→

U⊆{x}

Ω∗(U),

where the limit is taken over all non-empty open subsets of {x}. Taking the
limit over the localization sequences

Ω∗(Z
′)→ Ω∗(Z)→ Ω∗(Z − Z

′)→ 0

for (Z,Z ′) ∈ Zj/Zj−1, one now gets an exact sequence

(3.3) Ω∗(Zj−1)→ Ω∗(Zj)→
⊕

x∈(Zj−Zj−1)

˜Ω∗(k(x))→ 0.

Definition 3.2. We define FjΩ∗(X) to be the image of the natural L∗-linear
map Ω∗(Zj)→ Ω∗(X). In other words, FjΩ∗(X) is the image of all Ω∗(W )→
Ω∗(X), where W → X is a projective map such that dim(Image(W )) ≤ j.
Using the localization sequence, this is same as saying that FjΩ∗(X) is the set
of all elements s ∈ Ω∗(X) such that i∗(s) = 0 for some open subset i : U →֒ X ,
whose complement has dimension at most j.

One checks at once that there is a canonical niveau filtration

(3.4) 0 = F−1Ω∗(X) ⊆ F0Ω∗(X) ⊆ · · · ⊆ Fd−1Ω∗(X) ⊆ FdΩ∗(X) = Ω∗(X).

Lemma 3.3. If f : X ′ → X is a projective morphism, then f∗ (FjΩ∗(X
′)) ⊆

FjΩ∗(X). If g : X ′ → X is a smooth morphism of relative dimension r, then
g∗ (FjΩ∗(X)) ⊆ Fj+rΩ∗(X

′).

Proof. The first assertion is obvious from the definition. In fact, the push-
forward map preserves the niveau filtration at the level of the free abelian
groups of cobordism cycles. The second assertion also follows immediately
using the fact that for a cobordism cycle [Y → X ], one has g∗ ([Y → X ]) =

Documenta Mathematica 17 (2012) 95–134



Equivariant Cobordism of Schemes 103

[Y ×X X ′ → X ′]. This in turn implies that g∗ ◦ f∗ = f ′
∗ ◦ g

′∗ for a Cartesian
square

W ′
f ′

//

g′

��

X ′

g

��

W
f

// X

such that f is projective and g is smooth. �

Proposition 3.4. Let X be a k-scheme and let Z be a closed subscheme of X
with the complement U . Then for every j ≥ dim(Z), there is an exact sequence

Ω∗(Z)→ FjΩ∗(X)→ FjΩ∗(U)→ 0.

Proof. Since j ≥ dim(Z), we see that the image of the map Ω∗(Z) → Ω∗(X)
lies in FjΩ∗(X). Using the localization sequence of the algebraic cobordism
(cf. Theorem 2.1), we only need to show that the map FjΩ∗(X) → FjΩ∗(U)
is surjective.

Let FjZ∗(X) be the free abelian group on cobordism cycles [Y
f
−→ X ] such that

Y is irreducible and dim(f(Y )) ≤ j. Note that f(Y ) is a closed and irreducible
subscheme of X since Y is irreducible and f is projective. It is then clear that
FjZ∗(X) ⊂ Z∗(X) and FjZ∗(X) ։ FjΩ∗(X).

Let [Y
f
−→ U ] be a cobordism cycle on U such that Y is smooth and irreducible,

f is projective and dim(f(Y )) ≤ j. We have a factorization Y →֒ Pnk ×U → U

where the first inclusion is a closed immersion. Let Y denote a resolution of

singularities of the closure of Y in Pnk × X and let Y
f̄
−→ X be the projection

map. It is then easy to verify that [Y
f̄
−→ X ] is a cobordism cycle on X which

restricts to [Y
f
−→ U ] in Ω∗(U) and dim(f̄(Y )) = dim(f(Y )) ≤ j. This proves

the required surjection. �

Theorem 3.5. Let X be a k-scheme and let Z be a closed subscheme of X with
the complement U . Then for every j ∈ Z, there is an exact sequence

(3.5)
Ω∗(Z)

FjΩ∗(Z)
→

Ω∗(X)

FjΩ∗(X)
→

Ω∗(U)

FjΩ∗(U)
→ 0.

Proof. Let f : U → X and g : Z → X be the inclusion maps. The surjectivity
of the second map in (3.5) follows from the localization sequence of algebraic
cobordism (cf. Theorem 2.1). It suffices thus to show that

(3.6) f∗(−1) (FjΩ∗(U)) ⊆ Image (Ω∗(Z)⊕ FjΩ∗(X)→ Ω∗(X))

in order to prove the theorem.
So let α ∈ Ω∗(X) be such that β = f∗(α) ∈ FjΩ∗(U). We can find a closed
subscheme q : W →֒ U of dimension at most j and a cobordism cycle β′ ∈

Ω∗(W ) such that β = q∗(β
′). Let Y be the closure of W in X and let W

f ′

−→

Y
p
−→ X be the open and the closed immersions.
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Using Theorem 2.1 (the localization sequence), we can find α′ ∈ Ω∗(Y ) such
that β′ = f ′∗(α′). We conclude from this that f∗ (α− p∗(α′)) = 0 in Ω∗(U).
Using Theorem 2.1 (the localization sequence) again, we see that α = g∗(γ) +
p∗(α

′) for some γ ∈ Ω∗(Z). Since dim(Y ) = dim(W ) ≤ j, it also follows that
p∗(α

′) ∈ FjΩ∗(X). This proves (3.6) and hence the theorem. �

The following is an immediate consequence of Theorem 3.5.

Corollary 3.6. Let X be a k-scheme. Then for any j ≥ 0 and any closed
subscheme Z ⊂ X of dimension at most j, the natural map Ω∗(X)→ Ω∗(X−Z)
induces an isomorphism

Ω∗(X)

FjΩ∗(X)

∼=
−→

Ω∗(X − Z)

FjΩ∗(X − Z)
.

Lemma 3.7. For a k-scheme X and i ≥ 0, the natural map Ωi(X)→ CHi(X)
has the factorization

Ωi(X)→
Ωi(X)

Fi−1Ωi(X)
→ CHi(X).

Proof. By Theorem 2.3, Ω∗(X) is generated by the cobordism cycles [Y → X ],
where Y is smooth and f is projective. It follows from the definition of the
niveau filtration that FjΩ∗(X) is generated by the cobordism cycles of the form

i∗ ([Y → Z]), where Z
φ
→֒ X is a closed subscheme of X of dimension at most j.

Since Ω∗ → CH∗ is a natural transformation of oriented Borel-Moore homology
theories, we get a commutative diagram

Ωi(Z) //

φ∗

��

CHi(Z)

φ∗

��

Ωi(X) // CHi(X).

The lemma now follows from the fact that CHi(Z) = 0 if j ≤ i− 1. �

Lemma 3.8. For any s ∈ FjΩ∗(X), there are elements ai ∈ L∗ and si ∈
Ω≤j(X) such that s =

∑
i aisi.

Proof. It is a simple variant of the generalized degree formula [30, Theorem 4.7].
We can assume that s is a homogeneous element of Ω∗(X). We have seen in the
proof of Proposition 3.4 that FjZ∗(X) a free abelian subgroup of Z∗(X) such

that FjZ∗(X) ։ FjΩ∗(X). We can thus assume that s = [Y
f
−→ X ], where Y

is smooth and irreducible and f is projective such that dim(f(Y )) ≤ j.
Let ι : f(Y ) = W →֒ X denote the inclusion of the closed subset and let
U be the complement of W in X . Then the image of s dies in Ω∗(U) un-
der the restriction map. It follows from the localization sequence of the alge-
braic cobordism (cf. Theorem 2.1) and [30, Theorem 4.7] that we can write

s = ι∗

(
a[W̃ →W ] +

∑
i ai[Z̃i → Zi]

)
, where W̃ →W is a resolution of singu-

larities of W , Z̃i → Zi is a resolution of singularities of a closed subscheme Zi

Documenta Mathematica 17 (2012) 95–134



Equivariant Cobordism of Schemes 105

of W of dimension strictly less than that of W and a, ai ∈ L∗. It follows from
this expression that s =

∑
i aisi such that si ∈ Ω≤j(X) and ai ∈ L∗ �

Proposition 3.9. Let E
f
−→ X be a vector bundle of rank r. Then the pull-back

map f∗ : Ω∗(X)→ Ω∗(E) induces an isomorphism

FjΩ∗(X)
∼=
−→ Fj+rΩ∗(E)

for all j ∈ Z. In particular, F<rΩ∗(E) = 0.

Remark 3.10. The reader should be warned that the map f∗ shifts the degree
of the grading by r.

Proof. Using Lemma 3.8, this can be proved in the same way as [9, Lemma 3.3],
where a similar result is proven for smooth varieties and coniveau filtration. We
sketch the proof in the singular case.
The homotopy invariance of the algebraic cobordism tells us that the natural

map Ω∗(X)
f∗

−→ Ω∗(E) is an isomorphism. So we only need to show that this
map is surjective at each level of the niveau filtration. So let e ∈ Fj+rΩ∗(E).
We can assume that e ∈ Ωi(E) is a homogeneous element.
By Lemma 3.8, we can write e =

∑
p apsp, where each sp is a homogeneous

element of Ω≤j+r(E) and ap ∈ L∗. Since f∗ is an isomorphism of graded
abelian groups which shifts the degree by r, we can write sp = f∗(xp) such
that xp ∈ Ω≤j(X). Letting x =

∑
p apxp, we see that x ∈ FjΩ∗(X) and

s = f∗(x). This proves the proposition. �

4. Equivariant algebraic cobordism

In this text, G will denote a linear algebraic group of dimension g over k. All
representations of G will be finite dimensional. The definition of equivariant
cobordism needs one to consider certain kind of mixed spaces which in general
may not be a scheme even if the original space is a scheme. The following well
known (cf. [10, Proposition 23]) lemma shows that this problem does not occur
in our context and all the mixed spaces in this paper are schemes with ample
line bundles.

Lemma 4.1. Let H be a linear algebraic group acting freely and linearly on a
k-scheme U such that the quotient U/H exists as a quasi-projective variety. Let

X be a k-scheme with a linear action of H. Then the mixed quotient X
H
× U

exists for the diagonal action of H on X×U and is quasi-projective. Moreover,
this quotient is smooth if both U and X are so. In particular, if H is a closed
subgroup of a linear algebraic group G and X is a k-scheme with a linear action

of H, then the quotient G
H
× X is a quasi-projective scheme.

Proof. It is already shown in [10, Proposition 23] using [12, Proposition 7.1]

that the quotientX
H
× U is a scheme. Moreover, as U/H is quasi-projective, [12,

Proposition 7.1] in fact shows that X
H
× U is also quasi-projective. The similar
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conclusion about G
H
× X follows from the first case by taking U = G and by

observing that G/H is a smooth quasi-projective scheme (cf. [3, Theorem 6.8]).

The assertion about the smoothness is clear sinceX×U → X
H
× U is a principal

H-bundle. �

For any integer j ≥ 0, let Vj be an l-dimensional representation of G and
let Uj be a G-invariant open subset of Vj such that the codimension of the
complement (Vj −Uj) in Vj is at least j and G acts freely on Uj such that the
quotient Uj/G is a quasi-projective scheme. Such a pair (Vj , Uj) will be called
a good pair for the G-action corresponding to j (cf. [17, Section 2]). It is easy
to see that a good pair always exists (cf. [10, Lemma 9]). Let XG denote the

mixed quotient X
G
× Uj of the product X × Uj by the diagonal action of G,

which is free.
Let X be a k-scheme of dimension d with a G-action. Fix j ≥ 0 and let (Vj , Uj)
be an l-dimensional good pair corresponding to j. For i ∈ Z, set

(4.1) ΩGi (X)j =

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) .

Lemma 4.2. For a fixed j ≥ 0, the group ΩGi (X)j is independent (in a canonical

way) of the choice of the good pair (Vj , Uj).

Proof. Let (Vj , Uj) and (V ′
j , U

′
j) be two good pairs of dimensions and l and

l′ respectively corresponding to j. Using the results of Section 3, one can
follow the proof of the similar result for the equivariant Chow groups in [10,
Proposition 1] to construct a canonical isomorphism

αvv′ :

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) ∼=
−→

Ωi+l′−g

(
X

G
× U ′

j

)

Fd+l′−g−jΩi+l′−g

(
X

G
× U ′

j

)

as follows.
We let V = Vj ⊕V ′

j and U = (Uj ⊕V ′
j )∪ (Vj ⊕U

′
j). Let G act diagonally on V .

Then it is easy to see that the complement of the open subset X
G
× (Uj ⊕ V ′

j )

in X
G
× U has dimension at most d+ l+ l′− g− j. Hence by Corollary 3.6, the

map
(4.2)

Ωi+l+l′−g

(
X

G
× U

)

Fd+l+l′−g−jΩi+l+l′−g

(
X

G
× U

) ι∗v−→

Ωi+l+l′−g

(
X

G
× (Uj ⊕ V ′

j )

)

Fd+l+l′−g−jΩi+l+l′−g

(
X

G
× (Uj ⊕ V ′

j )

)
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is an isomorphism. On the other hand, the map X
G
× (Uj ⊕ V ′

j )
φv
−→ X

G
× Uj is

a vector bundle of rank l′ and hence by Proposition 3.9, the map
(4.3)

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) φ∗
v−→

Ωi+l+l′−g

(
X

G
× (Uj ⊕ V ′

j )

)

Fd+l+l′−g−jΩi+l+l′−g

(
X

G
× (Uj ⊕ V ′

j )

)

is also an isomorphism. Combining the above two isomorphisms, we get the
canonical isomorphism

(ι∗v)
−1 ◦ φ∗v :

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) ∼=−→

Ωi+l+l′−g

(
X

G
× U

)

Fd+l+l′−g−jΩi+l+l′−g

(
X

G
× U

) .

In the same way, we also get an isomorphism

(φ∗v′ )
−1 ◦ ι∗v′ :

Ωi+l+l′−g

(
X

G
× U

)

Fd+l+l′−g−jΩi+l+l′−g

(
X

G
× U

) ∼=
−→

∼=
−→

Ωi+l′−g

(
X

G
× U ′

j

)

Fd+l′−g−jΩi+l′−g

(
X

G
× U ′

j

) .

The composite αvv′ = ((φ∗v′ )
−1 ◦ ι∗v′) ◦ ((ι

∗
v)

−1 ◦ φ∗v) is the desired canonical
isomorphism (see the proof of [39, Theorem 1.1]). �

Lemma 4.3. For j′ ≥ j ≥ 0, there is a natural surjective map ΩGi (X)j′ ։

ΩGi (X)j.

Proof. Choose a good pair (Vj′ , Uj′ ) for j
′. Then it is clearly a good pair for j

too. Moreover, there is a natural surjection

Ωi+l−g

(
X

G
× Uj′

)

Fd+l−g−j′Ωi+l−g

(
X

G
× Uj′

) ։

Ωi+l−g

(
X

G
× Uj′

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj′

) .

On the other hand, the left and the right terms are ΩGi (X)j′ and ΩGi (X)j
respectively by Lemma 4.2. �

Definition 4.4. Let X be a k-scheme of dimension d with a G-action. For
any i ∈ Z, we define the equivariant algebraic cobordism of X to be

ΩGi (X) = lim
←−
j

ΩGi (X)j .
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The reader should note from the above definition that unlike the ordinary
cobordism, the equivariant algebraic cobordism ΩGi (X) can be non-zero for
any i ∈ Z. We set

ΩG∗ (X) =
⊕

i∈Z

ΩGi (X).

If X is an equi-dimensional k-scheme with G-action, we let ΩiG(X) = ΩGd−i(X)

and Ω∗
G(X) = ⊕

i∈Z
ΩiG(X). We shall denote the equivariant cobordism Ω∗

G(k)

of the ground field by S(G). This is also called the algebraic cobordism of the
classifying space of G and often written as Ω∗(BG).

Remark 4.5. If G is the trivial group, we can take the good pair (Vj , Vj) for
every j where Vj is any l-dimensional k-vector space. In that case, we get

Ωi+l(X
G
× Vj) ∼= Ωi+l(X×Vj) which is isomorphic to Ωi(X) by the homotopy

invariance of the non-equivariant cobordism. Moreover, Fd+l−jΩi+l(X ×Vj) is
isomorphic to Fd−jΩi(X) by Proposition 3.9 and this last term is zero for all
large j. In particular, we see from (4.1) and the definition of the equivariant

cobordism that there is a canonical isomorphism ΩG∗ (X)
∼=
−→ Ω∗(X).

Remark 4.6. Let X be a G-scheme and let H be a closed normal subgroup of
G with quotient W . If (Vj , Uj) is a good pair for the G-action for any j ≥ 0,

thenW naturally acts on the mixed quotient Xj = X
H
× Uj and hence it acts on

Ω∗(Xj). Since W acts on Xj by automorphisms, it keeps the niveau filtration
invariant. In particular, it acts on ΩH∗ (X)j . It is clear that if (V

′
j , U

′
j) is another

good pair, then the isomorphisms in (4.2) and (4.3) areW -equivariant. In other
words, the W -action on Ω∗(Xj) does not depend on the choice of good pairs.
Furthermore, for j′ ≥ j, we can choose a good pair for j′ and that makes the
maps in the inverse system {Ω∗(Xj)}j≥0 W -equivariant. We conclude that W
acts on the equivariant cobordism ΩH∗ (X). One example of such a situation is
where H is a maximal torus in a linear algebraic group and G is its normalizer.
The quotient W is then the Weyl group. In that case, ΩH∗ (X) becomes a
Z[W ]-module.

Remark 4.7. It is easy to check from the above definition of the niveau fil-
tration that if X is a smooth and irreducible k-scheme of dimension d, then
FjΩi(X) = F d−jΩd−i(X), where F •Ω∗(X) is the coniveau filtration used in
[9]. Furthermore, one also checks in this case that if G acts on X , then

(4.4) ΩiG(X) = lim
←−
j

Ωi
(
X

G
× Uj

)

F jΩi
(
X

G
× Uj

) ,

where (Vj , Uj) is a good pair corresponding to any j ≥ 0. Thus the above
definition 4.4 of the equivariant cobordism coincides with that of [9] for smooth
schemes.
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Remark 4.8. As is evident from the above definition (see Example 6.6), the
equivariant cobordism ΩGi (X) can not in general be computed in terms of
the algebraic cobordism of one single mixed space. This makes these groups
more complicated to compute than the equivariant Chow groups, which can
be computed in terms of a single mixed space. This also motivates one to ask
if the equivariant cobordism can be defined in such a way that they can be
calculated using one single mixed space in a given degree. It follows however
from Lemmas 4.2 and 4.3 that for a given i and j, each component of the
projective system

{
ΩGi (X)j

}
j≥0

can be computed using a single mixed space.

4.1. Change of groups. If H ⊂ G is a closed subgroup of dimension h, then
any l-dimensional good pair (Vj , Uj) for G-action is also a good pair for the

induced H-action. Moreover, for any X ∈ VG of dimension d, X
H
× Uj → X

G
×

Uj is an étale locally trivial G/H-fibration and hence a smooth map (cf. [3,
Theorem 6.8]) of relative dimension g − h. This induces the inverse system of
pull-back maps

ΩGi (X)j =

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) → h

→

Ωi+l−h

(
X

H
× Uj

)

Fd+l−h−jΩi+l−h

(
X

H
× Uj

) = ΩHi (X)j

and hence a natural restriction map

(4.5) rGH,X : ΩG∗ (X)→ ΩH∗ (X).

Taking H = {1} and using Remark 4.5, we get the forgetful map

(4.6) rGX : ΩG∗ (X)→ Ω∗(X)

from the equivariant to the non-equivariant cobordism. Since rGH,X is obtained
as a pull-back under the smooth map, it commutes with any projective push-
forward and smooth pull-back (cf. Theorem 5.2). We remark here that al-
though the definition of rGH,X uses a good pair, it is easy to see as in Lemma 4.2
that it is independent of the choice of such good pairs.

4.2. Fundamental class of cobordism cycles. Let X ∈ VG and let

Y
f
−→ X be a morphism in VG such that Y is smooth of dimension d and f is pro-

jective. For any j ≥ 0 and any l-dimensional good pair (Vj , Uj), [YG
fG
−−→ XG]

is an ordinary cobordism cycle of dimension d+ l− g by Lemma 5.1 and hence
defines an element αj ∈ ΩGd (X)j . Moreover, it is evident that the image of

αj′ is αj for j′ ≥ j. Hence we get a unique element α ∈ ΩGd (X), called the

G-equivariant fundamental class of the cobordism cycle [Y
f
−→ X ]. We also see
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from this more generally that if [Y
f
−→ X,L1, · · · , Lr] is as above with each Li

a G-equivariant line bundle on Y , then this defines a unique class in ΩGd−r(X).
It is interesting question to ask under what conditions on the group G, the
equivariant cobordism group ΩG∗ (X) is generated by the fundamental classes
of G-equivariant cobordism cycles on X . It turns out that this question indeed
has a positive answer if G is a split torus by [20, Theorem 4.11].

5. Some properties of equivariant cobordism

In this section, we establish some basic properties of equivariant algebraic
cobordism that are analogous to the non-equivariant case. We begin with the
following elementary result. This will be used in the sequel for the morphisms
between mixed quotients.

Lemma 5.1. Let f : X → Y be a projective G-equivariant map in VG with free
G-actions such that Y/G is quasi-projective. Then X/G ∈ Vk and the induced
map f : X/G→ Y/G of quotients is projective.

Proof. It follows from our assumption and [12, Proposition 7.1] that X/G exists
and that f : X ′ = X/G → Y/G = Y ′ is a morphism in Vk. Furthermore, the
square

X //

f

��

X ′

f

��

Y // Y ′

is Cartesian. Since both the horizontal maps are the principal G-bundles, they
are smooth and surjective. Since proper maps have smooth descent (in fact fpqc
descent), we see that f : X ′ → Y ′ is proper. Since these schemes are quasi-
projective, we leave it as an exercise to show that f is also quasi-projective and
hence must be projective. �

Theorem 5.2. The equivariant algebraic cobordism satisfies the following prop-
erties.
(i) Functoriality : The assignment X 7→ ΩG∗ (X) is covariant for projective
maps and contravariant for smooth maps in VG. It is also contravariant for
l.c.i. morphisms in VG. Moreover, for a fiber diagram

X ′
g′

//

f ′

��

X

f

��

Y ′
g

// Y

in VG with f projective and g smooth, one has g∗ ◦ f∗ = f ′
∗ ◦ g

′∗ : ΩG∗ (X) →
ΩG∗ (Y

′).
(ii) Homotopy : If f : E → X is a G-equivariant vector bundle, then f∗ :

ΩG∗ (X)
∼=
−→ ΩG∗ (E).
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(iii) Chern classes : For any G-equivariant vector bundle E
f
−→ X of rank

r, there are equivariant Chern class operators cGm(E) : ΩG∗ (X) → ΩG∗−m(X)

for 0 ≤ m ≤ r with cG0 (E) = 1. These Chern classes have same functoriality
properties as in the non-equivariant case. Moreover, they satisfy the Whitney
sum formula.

(iv) Free action : If G acts freely on X with quotient Y , then ΩG∗ (X)
∼=
−→

Ω∗(Y ).
(v) Exterior Product : There is a natural product map

ΩGi (X)⊗Z ΩGi′ (X
′)→ ΩGi+i′(X ×X

′).

In particular, ΩG∗ (k) is a graded algebra and ΩG∗ (X) is a graded ΩG∗ (k)-module
for every X ∈ VG.
(vi) Projection formula : For a projective map f : X ′ → X in VSG, one has
for x ∈ ΩG∗ (X) and x′ ∈ ΩG∗ (X

′), the formula : f∗ (x
′ · f∗(x)) = f∗(x

′) · x.

Proof. Assume that the dimensions of X and Y are m and n respectively and
let d = m−n be the relative dimension of a projective G-equivariant morphism
f : X → Y . For a fixed j ≥ 0, let (Vj , Uj) be an l-dimensional good pair for j.

Since f is projective, Lemma 5.1 implies that f : XG → YG is projective and
hence by Theorem 2.1 and Lemma 3.3, there is a push-forward map

Ωi+l−g(XG)

Fm+l−g−jΩi+l−g(XG)
→

Ωi+l−g(YG)

Fm+l−g−jΩi+l−g(YG)
=

Ωi+l−g(YG)

Fn+l−g−(j−d)Ωi+l−g(YG)
.

In particular, we get a compatible system of maps

ΩGi (X)j+d → ΩGi (Y )j .

Taking the inverse limits, one gets the desired push-forward map ΩGi (X)
f∗
−→

ΩGi (Y ).

If f is smooth of relative dimension d, then f : XG → YG is also smooth of
same relative dimension. Hence, we get a compatible system of pull-back maps

ΩGi (Y )j
f
−→

∗

ΩGi+d(X)
j
. Taking the inverse limit, we get the desired pull-back

map of the equivariant algebraic cobordism groups. If f is a l.c.i. morphism
of G-schemes, the same proof applies using the existence of similar map in the
non-equivariant case. The required commutativity of the pull-back and push-
forward maps follows exactly in the same way from the corresponding result
for the non-equivariant cobordism groups.

To prove the homotopy property, let E
f
−→ X be a G-equivariant vector bun-

dle of rank r. For any j ≥ 0, let (Vj , Uj) be a good pair for j. Then the
map of mixed quotients EG → XG is a vector bundle of rank r (cf. [10,
Lemma 1]). Hence by Proposition 3.9, the pull-back map ΩGi (X)j → ΩGi+r(E)

j

is an isomorphism. If j′ ≥ j, then we can choose a common good pair
for both j and j′. Hence, we have a pull-back map of the inverse systems
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{ΩGi (X)j} → {ΩGi+r(E)
j
} which is an isomorphism at each level. Hence

f∗ : ΩGi (X)→ ΩGi+r(E) is an isomorphism.
To define the Chern classes of an equivariant vector bundle E of rank r, we
choose an l-dimensional good pair (Vj , Uj) and consider the vector bundle
EG → XG as above and let cGm,j : Ωi+l−g(XG) → Ωi+l−g−m(XG) be the

non-equivariant Chern class as in [31, 4.1.7]. For a closed subscheme Z
ι
→֒XG,

the projection formula for the non-equivariant cobordism

(5.1) cGm,j(EG) ◦ ι∗ = ι∗ ◦
(
cGm,j (ι

∗(EG))
)

implies that cGm,j(EG) descends to maps cGm,j : Ω
G
i (X)j → ΩGi−m(X)

j
.

One shows as in Lemma 4.2 that this is independent of the choice of the good
pairs. Furthermore, choosing a common good pair for j′ ≥ j, we see that cGm,j
actually defines a map of the inverse systems. Taking the inverse limit, we get
the Chern classes cGm(E) : ΩGi (X) → ΩGi−m(X) for 0 ≤ m ≤ r with cG0 (E) =
1. The functoriality and the Whitney sum formula for the equivariant Chern
classes are easily proved along the above lines using the analogous properties
of the non-equivariant Chern classes.
The statement about the free action follows from [9, Lemma 7.2] and Re-
mark 4.5.
We now show the existence of the exterior product of the equivariant cobor-
dism which requires some work. Let d and d′ be the dimensions of X and X ′

respectively. We first define maps

(5.2) ΩGi (X)j ⊗ ΩGi′ (X
′)j → ΩGi+i′ (X ×X

′)
j

for j ≥ 0.

Let (Vj , Uj) be an l-dimensional good pair for j and let α = [Y
f
−→ XG] and α

′ =

[Y ′ f ′

−→ X ′
G] be the cobordism cycles on XG and X ′

G respectively. Using the
fact that X×Uj → XG and X ′×Uj → X ′

G are principal G-bundles, we get the

unique cobordism cycles [Ỹ → X ×Uj] and [Ỹ ′ → X ′×Uj] whose G-quotients

are the above chosen cycles. We define α ⋆ α′ = [Ỹ
G
× Ỹ ′ → (X ×X ′)G]. Note

that (Vj × Vj , Uj × Uj) is a good pair for j of dimension 2l and (X ×X ′)G is
the quotient of X ×X ′ × Uj × Uj for the free diagonal action of G and α ⋆ α′

is a well defined cobordism cycle by Lemma 5.1.

Suppose now that W
p
−→ XG × �1 is a projective morphism from a smooth

scheme W such that the composite map π : W → XG × �1 → �1 is a double
point degeneration with W∞ = π−1(∞) smooth. Letting G act trivially on �1,

this gives a unique G-equivariant double point degeneration W̃
p̃
−→ X×Uj×�1

of G-schemes. This implies in particular that W̃ × Ỹ ′ p̃×f̃ ′

−−−→ X×X ′×Uj×Uj×
�1 is also a G-equivariant double point degeneration whose quotient for the

free G-action gives a double point degeneration W̃
G
× Ỹ ′ q

−→ (X ×X ′)G × �1.
Moreover, it is easy to see from this that C(p)⋆α′ = C(q) (cf. (2.4)). Reversing
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the roles of X and X ′ and using (2.4) and Theorem 2.3, we get the maps

Ωi+l−g(XG)⊗ Ωi′+l−g(X
′
G)→ Ωi+i′−2l−g ((X ×X

′)G) .

It is also clear from the definition of α ⋆ α′ and the niveau filtration that

{Fd+l−g−jΩi+l−g(XG)⊗ Ωi′+l−g(X
′
G)}+

+ {Ωi+l−g(XG)⊗ Fd′+l−g−jΩi′+l−g(X
′
G)} →

→ Fd+d′+2l−g−jΩi+i′−2l−g−j ((X ×X
′)G) .

This defines the maps as in (5.2). One can now show as in Lemma 4.2 that
these maps are independent of the choice of the good pairs. We get the desired
exterior product as the composite map

ΩGi (X)⊗Z ΩGi′ (X
′) = lim

←−
j

ΩGi (X)j ⊗Z lim
←−
j

ΩGi′ (X
′)j

→ lim
←−
j

(
ΩGi (X)j ⊗Z ΩGi′ (X

′)j

)
(5.3)

→ lim
←−
j

ΩGi+i′ (X ×X
′)
j
= ΩGi+i′ (X ×X

′).(5.4)

Finally forX smooth, we get the product structure on Ω∗
G(X) via the composite

Ω∗
G(X) ⊗Z Ω∗

G(X) → Ω∗
G(X × X)

∆∗
X−−→ Ω∗

G(X). The projection formula can
now be proven by using the non-equivariant version of such a formula (cf. [31,
5.1.4]) at each level of the projective system {ΩiG(X)j} and then taking the

inverse limit. �

We now turn our attention to the question of the localization sequence in
equivariant cobordism. In the topological context, Buhstaber-Miscenko [6, 7]
defined the topological K-theory of an infinite CW -complex as the projective
limit of the K-theory of finite skeleta. They suggested that this theory might
not have the Gysin exact sequence. In [26], Landweber showed that such a
phenomenon for the K-theory is also reflected in the complex cobordism. This
makes us believe that one should not expect the full localization sequence for the
equivariant algebraic cobordism considered here. On the positive side however,
we can prove the following weaker result.

Proposition 5.3. Let X be a G-scheme of dimension d and let f : U →֒ X be a
G-invariant open subscheme. Then the restriction map f∗ : ΩG∗ (X)→ ΩG∗ (U)
is surjective.

Proof. Let Z be the complement of U in X with the reduced induced closed
subscheme structure and let g : Z →֒ X be the inclusion map.
We fix integers i ∈ Z and j ≥ 0 and choose a good pair (Vj , Uj) of dimension l
for j. Then we see that Z is a G-invariant closed subscheme of X and ZG ⊆ XG

is a closed subscheme with the complement UG. Hence by applying Theorem 3.5
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at the appropriate levels of the niveau filtration and taking the quotients, we
get an exact sequence

Ωi+l−g(ZG)

Fd+l−g−jΩi+l−g(ZG)
→

Ωi+l−g(XG)

Fd+l−g−jΩi+l−g(XG)
→

Ωi+l−g(UG)

Fd+l−g−jΩi+l−g(UG)
→ 0.

If d′ = dim(Z), then Fd′+l−g−jΩi+l−g(ZG) ⊆ Fd+l−g−jΩi+l−g(ZG) and hence
by Lemma 4.2, we get an exact sequence of inverse systems

(5.5) ΩGi (Z)j
φi
j

−→ ΩGi (X)j → ΩGi (U)j → 0.

Setting M i
j and N i

j to be the kernel and the image of the map φij respec-
tively, (5.5) can be split into the short exact sequences of inverse systems

(5.6) 0→M i
j → ΩGi (Z)j → N i

j → 0;

(5.7) 0→ N i
j → ΩGi (X)j → ΩGi (U)j → 0.

It follows from Lemma 4.3 that {ΩGi (Z)j}j≥0 is an inverse system of surjective

maps and hence so is {N i
j}j≥0. In particular, it satisfies the Mittag-Leffler

(ML) condition. As a consequence, we get an exact sequence of inverse limits

lim
←−
j

N i
j → ΩGi (X)→ ΩGi (U)→ 0

and this proves the proposition. �

Proposition 5.4 (Morita Isomorphism). Let H ⊂ G be a closed subgroup and
let X ∈ VH . Then there is a canonical isomorphism

(5.8) ΩG∗

(
G

H
× X

)
∼=
−→ ΩH∗ (X).

Proof. Define an action of H ×G on G×X by

(h, g) · (g′, x) =
(
gg′h−1, hx

)
,

and an action of H ×G on X by (h, g) · x = hx. Then the projection map G×

X
p
−→ X is (H ×G)-equivariant which is a G-torsor. Hence by [9, Lemma 7.2],

the natural map ΩH∗ (X)
p∗

−→ ΩH×G
∗ (G ×X) is an isomorphism. On the other

hand, the projection map G × X → G
H
× X is (H ×G)-equivariant which is

an H-torsor. Hence we get an isomorphism ΩG∗

(
G

H
× X

)
∼=
−→ ΩH×G

∗ (G×X).

The proposition follows by combining these two isomorphisms. �

6. Computations

Let X be a k-scheme of dimension d with a G-action. We have seen above that

unlike the situation of Chow groups, the cobordism group Ωi+l−g

(
X

G
× Uj

)

is not independent of the choice of the l-dimensional good pair (Vj , Uj) even if
j is large enough. This anomaly is rectified by considering the quotients of the
cobordism groups of the good pairs by the niveau filtration. Our main result
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in this section is to show that if we suitably choose a sequence of good pairs
{(Vj , Uj)}j≥0, then the above equivariant cobordism group can be computed

without taking quotients by the niveau filtration. This reduction is often very
helpful in computing the equivariant cobordism groups.

Theorem 6.1. Let {(Vj , Uj)}j≥0 be a sequence of lj-dimensional good pairs

such that
(i) Vj+1 = Vj ⊕Wj as representations of G with dim(Wj) > 0 and
(ii) Uj ⊕Wj ( Uj+1 as G-invariant open subsets.
(iii) codimVj+1 (Vj+1 \ Uj+1) > codimVj

(Vj \ Uj).
Then for any scheme X as above and any i ∈ Z, we have

lim
←−
j

Ωi+lj−g

(
X

G
× Uj

)
∼=
−→ ΩGi (X).

Moreover, such a sequence {(Vj , Uj)}j≥0 of good pairs always exists.

Proof. Let {(Vj , Uj)}j≥0 be a sequence of good pairs as in the theorem. We

have natural maps

Ωi+lj+1−g

(
X

G
× Uj+1

)
։(6.1)

։ Ωi+lj+1−g

(
X

G
× (Uj ⊕Wj)

)
∼=
←− Ωi+lj−g

(
X

G
× Uj

)
,

where the first map is the restriction to an open subset and the second is the
pull-back via a vector bundle. Taking the quotients by the niveau filtrations,
we get natural maps (cf. proof of Lemma 4.2)
(6.2)

Ωi+lj+1−g

(
X

G

×Uj+1

)

Fd+lj+1−g−j−1Ωi+lj+1−g

(
X

G
×Uj+1

) //

Ωi+lj+1−g

(
X

G

×(Uj⊕Wj)

)

Fd+lj+1−g−j−1Ωi+lj+1−g

(
X

G
×(Uj⊕Wj)

)

Ωi+lj−g

(
X

G

×Uj

)

Fd+lj−g−jΩi+lj−g

(
X

G
×Uj

)
Ωi+lj−g

(
X

G

×Uj

)

Fd+lj−g−j−1Ωi+lj−g

(
X

G
×Uj

)

∼=

OO

oooo

where the right vertical arrow is an isomorphism by Proposition 3.9. Setting

Xj = X
G
× Uj, we get natural maps

(6.3) Ωi+lj+1−g (Xj+1)
νj+1
j

//

����

Ωi+lj−g (Xj)

����

Ωi+lj+1−g(Xj+1)

Fd+lj+1−g−j−1Ωi+lj+1−g(Xj+1)
//

Ωi+lj−g(Xj)

Fd+lj−g−jΩi+lj−g(Xj)
.
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Since (Vj , Uj) is a good pair for each j, we see that
Ωi+lj−g(Xj)

Fd+lj−g−jΩi+lj−g(Xj)
∼=

ΩGi (X)j . Hence, we only have to show that the map

(6.4) lim
←−
j

Ωi+lj−g (Xj)→ lim
←−
j

Ωi+lj−g (Xj)

Fd+lj−g−jΩi+lj−g (Xj)

is an isomorphism in order to prove the theorem.
To prove (6.4), we only need to show that for any given j ≥ 0, the map

Ωi+lj′−g (Xj′)
νj′

j

−−→ Ωi+lj−g (Xj) factors through

(6.5)
Ωi+lj′−g (Xj′)

Fd+lj′−g−j′Ωi+lj′−g (Xj′)
→ Ωi+lj−g (Xj) for all j′ ≫ j.

However, it follows from (6.2) that νj
′

j induces the map

Ωi+lj′−g (Xj′)

Fd+lj′−g−j′Ωi+lj′−g (Xj′)
→

Ωi+lj−g (Xj)

Fd+lj−g−j′Ωi+lj−g (Xj)
.

On the other hand Fd+lj−g−j′Ωi+lj−g (Xj) vanishes for j′ ≫ j. This
proves (6.5) and hence (6.4).
Finally, it follows easily from the proof of Lemma 4.2 (see also [39, Remark 1.4])
that a sequence of good pairs as in Theorem 6.1 always exists. �

As a simple corollary of Theorem 6.1, we get the following localization sequence
for the equivariant cobordism in a special case.

Corollary 6.2. Let X be a G-scheme and let Z ⊆ X be a G-invariant closed
subscheme with the complement U . Assume that there is a G-equivariant pro-
jective morphism p : X → Y whose restriction to Z is an isomorphism. Then
there is a short exact sequence

(6.6) 0→ ΩG∗ (Z)→ ΩG∗ (X)→ ΩG∗ (U)→ 0.

Proof. Let {(Vj , Uj)}j≥0 be a sequence of good pairs as in Theorem 6.1. The
localization sequence for the ordinary algebraic cobordism yields for any i ∈ Z,
an exact sequence of inverse systems

(6.7) Ωi+lj−g

(
Z

G
× Uj

)
→ Ωi+lj−g

(
X

G
× Uj

)
→ Ωi+lj−g

(
U

G
× Uj

)
→ 0.

It follows from Lemma 5.1 that there are projective morphisms Z
G
× Uj

fj
−→

X
G
× Uj

pj
−→ Y

G
× Uj such that pj ◦ fj is an isomorphism. This implies that the

map pj∗ ◦ fj∗ is an isomorphism. In other words, (6.8) is in fact a short exact
sequence of inverse systems
(6.8)

0→ Ωi+lj−g

(
Z

G
× Uj

)
→ Ωi+lj−g

(
X

G
× Uj

)
→ Ωi+lj−g

(
U

G
× Uj

)
→ 0.
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We have moreover seen in (6.1) that {Ωi+lj−g(Z
G
× Uj)}j≥0 is an inverse system

of surjective maps. It follows that (6.8) remains short exact after taking limit,
which proves (6.6). �

Another consequence of Theorem 6.1 is that for a linear algebraic group G
acting on a scheme X of dimension d, the forgetful map rGX : ΩG∗ (X)→ Ω∗(X)
(cf. (4.6)) can be easily shown to be analogous to the one used in [10, Subsec-
tion 2.2] for the Chow groups. This interpretation of the forgetful map has some
interesting applications in the computation of the non-equivariant cobordism
using the equivariant techniques (cf. [20], [21]).
So let {(Vj , Uj)}j≥0 be a sequence of good pairs as in Theorem 6.1. We choose
a k-rational point x ∈ U0 and let xj be its image in Uj/G under the natural

map U0 → U0/G → Uj/G. Setting Xj = X
G
× Uj , this yields a commutative

diagram

(6.9) X × Uj
pj

//

πj

��

Xj
φj

//

ψj

��

Xj+1

ψj+1

��

Uj // Uj/G // Uj+1/G

such that the left square is Cartesian and

(6.10) X ∼= π−1
j (x)

∼=
−→ ψ−1

j (xj)
∼=
−→ ψ−1

j+1(xj+1).

Let νj : ψ−1
j (xj) →֒ Xj be the closed embedding. Notice that since Uj/G is

smooth and ψj is flat, it follows that νj is a regular closed embedding (hence an
l.c.i. morphism). Using the identification in (6.10), we get maps ν∗j : Ω∗(Xj)→
Ω∗(X) such that ν∗j ◦ φ

∗
j = ν∗j+1. Taking the limit over j ≥ 0, this yields for

any i ∈ Z, a restriction map

(6.11) r̃GX : ΩGi (X) = lim
←−
j≥0

ΩGi (X)j → Ωi(X).

Corollary 6.3. The maps rGX , r̃
G
X : ΩGi (X)→ Ωi(X) coincide.

Proof. Using the construction of the map rGX in (4.6) and the diagram (6.9), it
suffices to show that for any i ∈ Z, the natural maps

Ωi(X)

Fd−jΩi(X)
←

Ωi (X × Vj)

Fd+lj−jΩi (X × Vj)
→

Ωi (X × Uj)

Fd+lj−jΩi (X × Uj)

are isomorphisms for all j ≫ 0. Here, the first map is the restriction induced
by the section corresponding to the rational point xj ∈ Uj/G, and the second
map is the restriction to an open subset. The existence of the first map follows
from Proposition 3.9. The assertion that these two maps are isomorphisms
follows immediately from Corollary 3.6 and Proposition 3.9. �

Remark 6.4. It follows from Corollary 6.3 that the map r̃GX does not depend
on the choice of the k-rational point x ∈ U0.
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6.1. Graded vs. completed cobordism rings. Another consequence of
Theorem 6.1 is that it allows us to explain the relation between the graded
(or noncomplete) and the nongraded (or complete) versions of the equivariant
cobordism rings of smooth G-schemes. If {(Vj , Uj)}j≥0 is a sequence of lj-

dimensional good pairs as in Theorem 6.1, then it can be easily checked from
the proof of this theorem that the expression

(6.12) Ω̂∗
G(X) = lim

←−
j

Ω∗

(
X

G
× Uj

)

is well-defined and there is a natural map ιX : Ω∗
G(X)→ Ω̂∗

G(X).

Furthermore, the surjectivity of the map Ω∗

(
X

G
× Uj+1

)
→ Ω∗

(
X

G
× Uj

)

(cf. (6.1)) implies that ιX identifies Ω̂∗
G(X) as the completion of Ω∗

G(X) with
respect to the linear topology given by the decreasing filtration

F jΩ∗
G(X) = Ker

(
Ω∗
G(X) ։ Ω∗

(
X

G
× Uj

))
.

6.2. Formal group law in equivariant cobordism. Let G be a linear al-
gebraic group over k acting on a scheme X of dimension d. We have seen before
that the equivariant line bundles on X give rise to the equivariant Chern class
operators on ΩG∗ (X). Below, we write down an expression for the equivariant
Chern class of the tensor product of two such line bundles.
Let {(Vj , Uj)}j≥0 be a sequence of lj-dimensional good pairs as in Theorem 6.1.

Letting Xj = X
G
× Uj , we see that for every j ≥ 0, Ω∗ (Xj) =

⊕
i∈Z

Ωi+lj−g(Xj)

is an L-module and for j′ ≥ j, there is a natural surjection Ω∗ (Xj′) ։ Ω∗ (Xj)
of L-modules.
Given G-equivariant line bundles L,M on X , we get line bundles Lj,Mj on

Xj , where Lj = L
G
× Uj for j ≥ 0. The formal group law of the non-equivariant

cobordism yields

c1 ((L ⊗M)j) =

= c1 (Lj ⊗Mj) = c1(Lj) + c1(Mj) +
∑

i,i′≥1

ai,i′ (c1(Lj))
i ◦ (c1(Mj))

i′
.

Note that if (xj) ∈ ΩGi (X), then the evaluation of the operator cG1 (L)(xj) at
any level j ≥ 0 is a finite sum above.
Taking the limit over j ≥ 0 and noting that the sum (and the product) in the
equivariant cobordism groups are obtained by taking the limit of the sums (and
the products) at each level of the inverse system, we get the same formal group
law for the equivariant Chern classes:

(6.13) cG1 (L⊗M) = cG1 (L) + cG1 (M) +
∑

i,i′≥1

ai,i′
(
cG1 (L)

)i
◦
(
cG1 (M)

)i′
.
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Note that the coefficients ai,i′ are homogeneous elements of L and can be
considered as elements of S(G) under the natural inclusion of graded rings
L →֒ S(G) . One should also observe that unlike the case of ordinary cobordism,
the evaluation of the above sum on any given equivariant cobordism cycle may
no longer be finite. In other words, the equivariant Chern classes are not in
general locally nilpotent.

6.3. Cobordism ring of classifying spaces. Let R be a Noetherian ring
and let A = ⊕

j∈Z
Aj be a Z-graded R-algebra with R ⊆ A0. Recall that the

graded power series ring S(n) = ⊕
i∈Z
Si is a graded ring such that Si is the set

of formal power series of the form f(t) =
∑

m(t)∈C

am(t)m(t) such that am(t) is

a homogeneous element of A of degree |am(t)|and |am(t)| + |m(t)| = i. Here,
C is the set of all monomials in t = (t1, · · · , tn) and |m(t)| = i1 + · · · + in if

m(t) = ti11 · · · t
in
n . We call |m(t)| to be the degree of the monomial m(t).

We shall write the above graded power series ring as A[[t]]gr to distinguish

it from the usual formal power series ring A[[t]]. Notice that if A is only
non-negatively graded, then S(n) is nothing but the standard polynomial ring
A[t1, · · · , tn] overA. It is also easy to see that S

(n) is indeed a graded ring which
is a subring of the formal power series ring A[[t1, · · · , tn]]. The following result
summarizes some basic properties of these rings. The proof is straightforward
and is left as an exercise.

Lemma 6.5. (i) There are inclusions of rings A[t1, · · · , tn] ⊂ S(n) ⊂
A[[t1, · · · , tn]], where the first is an inclusion of graded rings.
(ii) These inclusions are analytic isomorphisms with respect to the t-adic topol-
ogy. In particular, the induced maps of the associated graded rings

A[t1, · · · , tn]→ Gr(t)S
n → Gr(t)A[[t1, · · · , tn]]

are isomorphisms.

(iii) S(n−1)[[tn]]gr
∼=−→ S(n).

(iv) S(n)

(ti1 ,··· ,tir )

∼=
−→ S(n−r) for any n ≥ r ≥ 1, where S(0) = A.

(v) The sequence {t1, · · · , tn} is a regular sequence in S(n).
(vi) If A = R[x1, x2, · · · ] is a polynomial ring with |xi| < 0 and lim

i→∞
|xi| = −∞,

then S(n)
∼=
−→ lim
←−
i

R[x1, · · · , xi][[t]]gr.

Examples 6.6. In the following examples, we compute Ω∗(BG) = Ω∗
G(k) for

some classical groups G over k. These computations follow directly from the
definition of equivariant cobordism and suitable choices of good pairs.
We first consider the case when G = Gm is the multiplicative group. For
any j ≥ 1, we choose the good pair (Vj , Uj), where Vj is the j-dimensional
representation of Gm with all weights −1 and Uj is the complement of the

origin. We see then that Uj/Gm ∼= Pj−1
k . Let ζ be the class of c1(O(−1))(1) ∈

Ω1(Pj−1
k ). The projective bundle formula for the ordinary algebraic cobordism
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implies that (ΩiG)j =
⊕

0≤p≤j−1

Li−pζp. Taking the inverse limit over j ≥ 1, we

find from this that for i ∈ Z,

ΩiGm
(k) =

∏

p≥0

Li−pζp.

It particular, if x =
n∑
j=1

xij is a sum of homogeneous elements of Ω∗(BGm),

then we get a natural map

(6.14) Ω∗(BGm)→ L[[t]]gr

x =
(
xi1 =

∏
ai1p ζ

p, · · · , xin =
∏

ainp ζ
p
)
7→
∑

p≥0


 ∑

1≤j≤n

aijp


 tp,

which is an isomorphism of graded L-algebras. Observe that ̂Ω∗(BGm)
(cf. (6.12)) is the formal power series ring L[[t]].
For a general split torus T of rank n, we choose a basis {χ1, · · · , χn} of the

character group T̂ . This is equivalent to a decomposition T = T1 × · · · × Tn
with each Ti isomorphic to Gm and χi is a generator of T̂i. Let Lχ be the
one-dimensional representation of T , where T acts via χ. For any j ≥ 1, we

take the good pair (Vj , Uj) such that Vj =
n∏
i=1

L⊕j
χi

, Uj =
n∏
i=1

(
L⊕j
χi
\ {0}

)
and

T acts on Vj by (t1, · · · , tn)(x1, · · · , xn) = (χ1(t1)(x1), · · · , χn(tn)(xn)). It is

then easy to see that Uj/T ∼= X1 × · · · ×Xn with each Xi isomorphic to Pj−1
k .

Moreover, the T -line bundle Lχi
gives the line bundle Lχi

Ti

×
(
L⊕j
χi
\ {0}

)
→ Xi

which is O(±1). Letting ζi be the first Chern class of this line bundle, the
projective bundle formula for the non-equivariant cobordism shows that

ΩiT (k) =
∏

p1,··· ,pn≥0

L
i−(

n∑
i=1

pi)
ζp11 · · · ζ

pn
n ,

which is isomorphic to the set of formal power series in {ζ1, · · · , ζn} of degree
i with coefficients in L. It particular, one concludes as in the rank one case
above that

Proposition 6.7. Let {χ1, · · · , χn} be a chosen basis of the character group
of a split torus T of rank n. The assignment ti 7→ cT1 (Lχi

) yields a graded
L-algebra isomorphism

L[[t1, · · · , tn]]gr → Ω∗(BT ).

For G = GLn, we can take a good pair for j to be (Vj , Uj), where Vj is the
vector space of n× p matrices with p > n with GLn acting by left multiplica-
tion, and Uj is the open subset of matrices of maximal rank. Then the mixed
quotient is the Grassmannian Gr(n, p). We can now calculate the cobordism
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ring of Gr(n, p) using the projective bundle formula (by standard stratifica-
tion technique) and then we can use the similar calculations as above to get a
natural isomorphism

(6.15) Ω∗(BGLn)→ L[[γ1, · · · , γn]]gr

of graded L-algebras, where γi’s are the elementary symmetric polynomials in
t1, · · · , tn that occur in (6.14).
Another way to obtain the isomorphism (6.15) is to observe that the Weyl
group of GLn is the permutation group Sn and tGLn

= 1, where tG denotes
the torsion index of a connected reductive group G. It follows from [15, The-
orem 3.7] that we can assume the base field to be the field of complex num-
bers. Subsequently, it follows from [15, Proposition 4.8] that the natural map

Ω∗(BGLn) → (Ω∗(BT ))Sn = L[[γ1, · · · , γn]]gr is an isomorphism. Using the

same argument, on obtains an isomorphism Ω∗(BSLn)
∼=
−→ L[[γ2, · · · , γn]]gr.

Remark 6.8. The cobordism rings of BGLn and BSLn have also been written
down by Deshpande in [9, Section 4]. His expressions depend on the assumption
that these groups are isomorphic to the complex cobordism. As the reader will
find in Subsection 7.3, there may not in general exist a map from the algebraic
to the complex equivariant cobordism although such a map does exist for a
classifying space BG (cf. Corollary 7.7). Moreover, it is not clear when such a
map is an isomorphism. We refer the reader to [15, Theorem 3.7] for a result
in this direction.

7. Comparison with other equivariant cohomology theories

In this paper, we fix the following notation for the tensor product while deal-
ing with inverse systems of modules over a commutative ring. Let A be a
commutative ring with unit and let {Ln} and {Mn} be two inverse systems
of A-modules with inverse limits L and M respectively. Following [38], one
defines the topological tensor product of L and M by

(7.1) L⊗̂AM := lim
←−
n

(Ln⊗AMn).

In particular, if D is an integral domain with quotient field F and if
{An} is an inverse system of D-modules with inverse limit A, one has

A⊗̂DF = lim←−
n

(An⊗DF ). The examples Ẑ(p) = lim←−
n

Z/pn and Z[[x]] ⊗Z Q →

lim
←−
n

Z[x]
(xn)⊗ZQ = Q[[x]] show that the map A ⊗D F → A⊗̂DF is in general nei-

ther injective nor surjective. We shall denote A⊗̂DF in the sequel by AF to
simplify the notations.
If R is a Z-graded ring and if M and N are two R-graded modules, then recall
that M ⊗R N is also a graded R-module given by the quotient of M ⊗R0 N
by the graded submodule generated by the homogeneous elements of the type
ax ⊗ y − x⊗ ay where a, x and y are the homogeneous elements of R, M and
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N respectively. If all the graded pieces Mi and Ni are the limits of inverse sys-
tems {Mλ

i } and {N
λ
i } of R0-modules, we define the graded topological tensor

product as M⊗̂RN =
⊕
i∈Z

(
M⊗̂RN

)
i
, where

(7.2)
(
M⊗̂RN

)
i
= lim
←−
λ


 ⊕

j+j′=i

Mλ
j ⊗R0 N

λ
j′

(ax⊗ y − x⊗ ay)


 .

Notice that this reduces to the ordinary tensor product of graded R-modules
if the underlying inverse systems are trivial.

7.1. Comparison with equivariant Chow groups. Let X be a k-scheme
of dimension d with a G-action. It was shown by Levine and Morel [31] that
there is a natural map Ω∗(X) → CH∗(X) of graded abelian groups which is
a ring homomorphism if X is smooth. Moreover, this map induces a graded
isomorphism

(7.3) Ω∗(X)⊗L Z
∼=
−→ CH∗(X).

Recall from [39] and [10] that the equivariant Chow groups of X are defined

as CHGi (X) = CHi+l−g

(
X

G
× U

)
, where (V, U) is an l-dimensional good pair

corresponding to d− i+1. It is known that CHGi (X) is well-defined and can be

non-zero for any −∞ < i ≤ d. We set CHG∗ (X) =
⊕
i

CHGi (X). If X is equi-

dimensional, we let CHiG(X) = CHGd−i(X) and set CH∗
G(X) =

⊕
i≥0

CHiG(X).

Notice that in this case, CHiG(X) is same as CHi
(
X

G
× U

)
, where (V, U) is

an l-dimensional good pair corresponding to i+ 1.
If we fix i ∈ Z and choose an l-dimensional good pair (Vj , Uj) corresponding
to j ≥ max(0, d − i + 1), the universality of the algebraic cobordism gives a

unique map Ωi+l−g

(
X

G
× Uj

)
→ CHi+l−g

(
X

G
× Uj

)
. By Lemma 3.7, this

map factors through

(7.4)

Ωi+l−g

(
X

G
× Uj

)

Fi+l−g−1Ωi+l−g

(
X

G
× Uj

) → CHi+l−g

(
X

G
× Uj

)
.

Since j ≥ d− i+1 by the choice, we have d+ l− g− j ≤ i+ l− g− 1 and hence
we get the map
(7.5)

ΩGi (X)j =

Ωi+l−g

(
X

G
× Uj

)

Fd+l−g−jΩi+l−g

(
X

G
× Uj

) → CHi+l−g

(
X

G
× Uj

)
= CHGi (X).
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It is easily shown using the proof of Lemma 4.2 that this map is independent
of the choice of the good pair (Vj , Uj). Taking the inverse limit over j ≥ 0,

we get a natural map ΩGi (X)→ CHGi (X) and hence a map of graded abelian
groups

(7.6) ΦX : ΩG∗ (X)→ CHG∗ (X)

which is in fact a map of graded L-modules. Notice that the right side of (7.5)
does not depend on j as long as j ≫ 0. If X is equi-dimensional, we write the
above map cohomologically as Ω∗

G(X)→ CH∗
G(X).

Example 7.1. Let T be a split torus of rank n over k. It follows from
Proposition 6.7 that Ω∗(BT ) is isomorphic to the graded power series ring
L[[t1, · · · , tn]]gr. One knows that CH∗(BT ) is isomorphic to the polynomial
ring Z[t1, · · · , tn] (cf. [10, 3.2]). And the map Φk : Ω∗(BT ) → CH∗(BT ) in
this case is the obvious map L[[t1, · · · , tn]]gr → Z[t1, · · · , tn] obtained by killing
the ideal L<0.

Proposition 7.2. The map ΦX induces an isomorphism of graded L-modules

ΦX : ΩG∗ (X)⊗̂LZ
∼=
−→ CHG∗ (X).

Proof. Let {(Vj , Uj)}j≥0 be a sequence of lj-dimensional good pairs as in The-

orem 6.1. It follows from (7.3) that for any i ∈ Z, there is a short exact
sequence
(7.7)

0→
(
L<0Ω∗(Xj) ∩Ωi+lj−g(Xj)

)
→ Ωi+lj−g(Xj)→ CHi+lj−g(Xj)→ 0.

By comparing this exact sequence for j′ ≥ j ≥ 0, using the surjection
Ωi+lj+1−g(Xj+1) → Ωi+lj−g(Xj) as in (6.1) and using the localization se-
quences for the cobordism and Chow groups, we find that the map

(
L<0Ω∗(Xj+1) ∩ Ωi+lj+1−g(Xj+1)

)
→
(
L<0Ω∗(Xj) ∩ Ωi+lj−g(Xj)

)

is surjective for each j ≥ 0. Taking the limit in (7.7) and using Theorem 6.1,
we get a short exact sequence

0→ lim
←−
j≥0

(
L<0Ω∗(Xj) ∩ Ωi+lj−g(Xj)

)
→ ΩGi (X)→ CHGi (X)→ 0.

Observe here that the inverse system {CHi+l−g(Xj)}j≥0 is eventually constant

with CHGi (X) as its limit. We now take the direct sum over i ∈ Z to get the

desired isomorphism ΩG∗ (X)⊗̂LZ
∼=
−→ CHG∗ (X). �

Let C(G) = CH∗
G(k) denote the equivariant Chow ring of the field k. The

following is the equivariant analogue of (7.3).

Corollary 7.3. For a k-scheme X with a G-action, the natural map

ΩG∗ (X)⊗S(G)C(G)→ CHG∗ (X)

is an isomorphism of C(G)-modules. This is a ring isomorphism if X is smooth.

Documenta Mathematica 17 (2012) 95–134



124 Amalendu Krishna

Proof. It is clear that the above map is a ring homomorphism if X is smooth.
So we only need to prove the first assertion. But this follows directly from the
isomorphisms ΩG∗ (X)⊗S(G)C(G) ∼= ΩG∗ (X)⊗S(G)

(
S(G)⊗̂LZ

)
∼= ΩG∗ (X)⊗̂LZ

using Proposition 7.2. �

7.2. Comparison with equivariant K-theory. It was shown by Levine
and Morel in [30, Corollary 11.11] that the universal property of the algebraic
cobordism implies that there is a canonical isomorphism of oriented cohomology
theories

(7.8) Ω∗(X)⊗L Z[β, β−1]
∼=
−→ K0(X)[β, β−1]

in the category of smooth k-schemes. This was later generalized to a complete
algebraic analogue of the Conner-Floyd isomorphism

MGL∗ ⊗L Z[β, β−1]
∼=
−→ K∗(X)[β, β−1]

between the motivic cobordism and algebraic K-theory by Panin, Pimenov
and Röndigs [33]. Since the equivariant cobordism is a Borel style cohomol-
ogy theory, one can not expect an equivariant version of the isomorphism (7.8)
even with the rational coefficients. However, we show here that the equivari-
ant Conner-Floyd isomorphism holds after we base change the above by the
completion of the representation ring of G with respect to the ideal of virtual
representations of rank zero. In fact, it can be shown easily that such a base
change is the minimal requirement. In Theorem 7.4, all cohomology groups are
considered with rational coefficients (cf. Section 8).
For a linear algebraic group G, let R(G) denote the representation ring of
G. Let I denote the ideal of of virtual representations of rank zero in R(G)

and let R̂(G) denote the associated completion of R(G). Let Ĉ(G) denote
the completion of C(G) with respect to the augmentation ideal of algebraic
cycles of positive codimensions. For a scheme X with G-action, let KG

0 (X)
denote the Grothendieck group of G-equivariant vector bundles on X . By [11,

Theorem 4.1], there is a natural ring isomorphism R̂(G)
∼=
−→ Ĉ(G) given by the

equivariant Chern character. We identify these two rings via this isomorphism.

In particular, the maps S(G) ։ C(G) → Ĉ(G) yield a ring homomorphism

S(G)→ R̂(G).

Theorem 7.4. Let X be a smooth scheme with a G-action. Then, with rational
coefficients, there is a natural isomorphism of rings

ΨX : Ω∗
G(X)⊗S(G)R̂(G)

∼=
−→ KG

0 (X)⊗R(G) R̂(G).

Proof. By [17, Theorem 1.2], there is a Chern character isomorphism

KG
0 (X) ⊗R(G) R̂(G)

∼=
−→ CH∗(X) ⊗C(G) Ĉ(G) of cohomology rings. Thus, we

only need to show that the map Ω∗
G(X)⊗S(G)Ĉ(G)→ CH∗(X)⊗C(G) Ĉ(G) is
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an isomorphism. However, we have

Ω∗
G(X)⊗S(G)Ĉ(G) ∼=

(
Ω∗
G(X)⊗S(G)C(G)

)
⊗C(G) Ĉ(G)

∼= CH∗
G(X)⊗C(G) Ĉ(G),

where the last isomorphism follows from Corollary 7.3. This finishes the proof.
�

7.3. Comparison with complex cobordism. Let G be a complex Lie group
acting on a finite CW -complex X . We define the equivariant complex cobor-
dism ring of X as

(7.9) MU∗
G(X) :=MU∗

(
X

G
× EG

)

where EG → BG is universal principal G-bundle over the classifying space
BG of G. If E′G → B′G is another such bundle, then the projection (X ×

EG×E′G)/G→ X
G
× EG is a fibration with contractible fiber. In particular,

MU∗
G(X) is well-defined. Moreover, if G acts freely on X with quotient X/G,

then the map X
G
× EG → X/G is a fibration with contractible fiber EG and

hence we get MU∗
G(X) ∼=MU∗(X/G).

For a linear algebraic group G over C acting on a C-scheme X , let H∗
G(X,A)

denote the (equivariant) cohomology of the complex analytic space X(C) with
coefficients in the ring A.

Proposition 7.5. Assume that X ∈ VSG is such that H∗
G(X,Z) is torsion-free.

Then there is a natural homomorphism of graded rings

ρGX : Ω∗
G(X)→MU2∗

G (X).

Proof. If {(Vj , Uj)} is a sequence of good pairs as in Theorem 6.1, then the
universality of the Levine-Morel cobordism gives a natural L-algebra map of
inverse systems

Ωi
(
X

G
× Uj

)
→MU2i

(
X

G
× Uj

)

which after taking limits yields the map

(7.10) ΩiG(X) = lim
←−
j≥0

Ωi
(
X

G
× Uj

)
→ lim
←−
j≥0

MU2i

(
X

G
× Uj

)
.

On the other hand, it follows from [15, Lemma 3.2] (see also [39, Theorem 2.1])
that there is a Milnor exact sequence
(7.11)

0 // lim
←−
j≥0

1 MU2i−1

(
X

G
× Uj

)
// MU2i

(
X

G
× EG

)
// lim
←−
j≥0

MU2i

(
X

G
× Uj

)
// 0.

Moreover, it follows from our assumption and [26, Corollary 1] that the
first term of this exact sequence vanishes. This yields the natural map
ρGX : ΩiG(X)→MU2i

G (X). �
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It follows from the proof of [26, Corollary 1] that the first term in (7.11) al-
ways vanishes if we work over the rationals. We can thus imitate the proof
of Proposition 7.5 to see that there is a natural map Ω∗

G(X)Q → MU2∗
G (X)Q.

Combining this with Proposition 7.2 (with rational coefficients), one concludes
the following.

Corollary 7.6. For any X ∈ VSG, there is a natural map of graded LQ-algebras

ρGX : Ω∗
G(X)Q →MU2∗

G (X)Q.

In particular, there is a natural ring homomorphism

ρGX : CH∗
G(X)Q →MU2∗

G (X)Q⊗̂LQ
Q

which factors the cycle class map CH∗
G(X)→ H2∗

G (X,Q).

Corollary 7.7. There is a natural morphism Ω∗(BG) → MU2∗(BG) of
graded L-algebras. In particular, there is a natural ring homomorphism
CH∗(BG) → MU2∗(BG)⊗̂LZ which factors the cycle class map CH∗(BG) →
H2∗(BG,Z).

Proof. The first assertion follows immediately from (7.10), (7.11) and [26, The-
orem 1] using the fact that BG is homotopy equivalent to the classifying space
of its maximal compact subgroup. The second assertion follows from the first

and Proposition 7.2 using the identification L
∼=
−→MU∗. �

Remark 7.8. The map CH∗(BG) → MU2∗(BG)⊗̂LZ has also been con-
structed by Totaro [39] by a different method.

We shall study the above realization maps in more detail in the next section.

8. Reduction of arbitrary groups to tori

The main result of this section is to show that with the rational coefficients, the
equivariant cobordism of schemes with an action of a connected linear algebraic
group can be written in terms of the Weyl group invariants of the equivariant
cobordism for the action of the maximal torus. This reduces the problems
about the equivariant cobordism to the case where the underlying group is a
torus. We draw some consequences of this for the cycle class map from the
rational Chow groups to the complex cobordism groups of classifying spaces.
We first prove some reduction results about the equivariant cobordism which
reflect the relations between the G-equivariant cobordism and the equivariant
cobordism for actions of subgroups of G. The results of this section are used
in [19] and [21] to compute the non-equivariant cobordism ring of flag varieties
and flag bundles.

Proposition 8.1. Let G be a connected reductive group over k. Let B be
a Borel subgroup of G containing a maximal torus T over k. Then for any
X ∈ VG, the restriction map

(8.1) ΩB∗ (X)
rBT,X

−−−→ ΩT∗ (X)
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is an isomorphism.

Proof. By Proposition 5.4, we only need to show that

(8.2) ΩB∗

(
B

T
× X

)
∼= ΩB∗ (X) .

By [8, XXII, 5.9.5], there exists a characteristic filtration Bu = U0 ⊇ U1 ⊇
· · · ⊇ Un = {1} of the unipotent radical Bu of B such that Ui−1/Ui is a vector
group, each Ui is normal in B and TUi = T ⋉Ui. Moreover, this filtration also
implies that for each i, the natural map B/TUi → B/TUi−1 is a torsor under
the vector bundle Ui−1/Ui × B/TUi−1 on B/TUi−1. Hence, the homotopy
invariance (cf. Theorem 5.2) gives an isomorphism

ΩB∗ (B/TUi−1 ×X)
∼=
−→ ΩB∗ (B/TUi ×X) .

Composing these isomorphisms successively for i = 1, · · · , n, we get

ΩB∗ (X)
∼=−→ ΩB∗ (B/T ×X) .

The canonical isomorphism of B-varieties B
T
× X ∼= B/T × X and Proposi-

tion 5.4 together now prove (8.2) and hence (8.1). �

Proposition 8.2. Let H be a possibly non-reductive group over k. Let H =
L⋉Hu be the Levi decomposition of H (which exists since k is of characteristic
zero). Then the restriction map

(8.3) ΩH∗ (X)
rHL,X

−−−→ ΩL∗ (X)

is an isomorphism.

Proof. Since the ground field is of characteristic zero, the unipotent radical Hu

of H is split over k. Now the proof is exactly same as the proof of Proposi-
tion 8.1, where we just have to replace B and T by H and L respectively. �

Notation: All results in the rest of this section will be proven with the rational
coefficients. In order to simplify our notations, an abelian group A from now on
will actually mean the Q-vector space A⊗Z Q, and an inverse limit of abelian
groups will mean the limit of the associated Q-vector spaces. In particular, all
cohomology groups will be considered with the rational coefficients and ΩGi (X)
will mean

ΩGi (X) := lim←−
j

(
ΩGi (X)j ⊗Z Q

)
.

Notice that this is same as ΩGi (X)⊗̂ZQ in our earlier notation.
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8.1. The motivic cobordism theory. Before we prove our main results
of this section, we recall the theory of motivic algebraic cobordism MGL∗,∗

introduced by Voevodsky in [41]. This is a bi-graded ring cohomology theory
in the category of smooth schemes over k. Levine has recently shown in [28]
that MGL∗,∗ extends uniquely to a bi-graded oriented Borel-Moore homology
theory MGL′

∗,∗ on the category of all schemes over k. This homology theory
has exterior products, homotopy invariance, localization exact sequence and
Mayer-Vietoris among other properties (cf. [loc. cit., Section 3]). Moreover,
the universality of Levine-Morel cobordism theory implies that there is a unique
map

ϑ : Ω∗ →MGL′
2∗,∗

of oriented Borel-Moore homology theories. Our motivation for studying the
motivic cobordism theory in this text comes from the following result of Levine.

Theorem 8.3 ([29]). For any X ∈ Vk, the map ϑX is an isomorphism.

We recall from [28] that for a smooth k-scheme X , there is a Hopkins-Morel
spectral sequence

(8.4) Ep,q2 (n) = CHn−q(X, 2n− p− q)⊗ Lq ⇒MGLp+q,n(X)

which is an algebraic analogue of the Atiyah-Hirzebruch spectral sequence in
complex cobordism.
If X is possibly singular, we embed it as a closed subscheme of a smooth scheme
M . Then, the functoriality of the above spectral sequence with respect to an
open immersion yields a spectral sequence

Ep,q2 (n) = CHn−qX (M, 2n− p− q)⊗ Lq ⇒MGLp+q,nX (M)

of cohomology with support. Since the higher Chow groups and the motivic
cobordism groups of M with support in X are canonically isomorphic to the
higher Chow groups and the Borel-Moore motivic cobordism groups of X (cf.
[1], [29, Section 3]), the above spectral sequence is identified with

(8.5) E2
p,q(n) = CHn(X, p)⊗ Lq ⇒MGL′

2n+2q−p,n+q(X).

Now, suppose that a finite group G acts on X . By embedding X equivariantly
in a smooth G-scheme M , the formula

MGL′
p,q(X) := HomSH(k)

(
Σ∞
T M/(M −X),Σp

′,q′MGL
)

(where p′ = 2dim(M) − p, q′ = dim(M) − q) shows that G acts naturally on
MGL′

p,q(X). It also acts on the higher Chow groups CHp(X, q) likewise, where
we just have to replaceMGL in (8.5) by the Eilenberg-MacLane spectrum HZ.
Recall furthermore that MGL and HZ are ring spectra and the spectral se-
quence (8.4) (and hence (8.5)) is obtained by first showing that there is a
natural quotient morphism of ring spectra MGL → HZ. In particular, for
any G-scheme X , (8.5) is a spectral sequence of Z[G]-modules. The reader will
notice that the rational coefficients have not been used so far and Theorem 8.3
as well as the spectral sequence (8.5) hold integrally.
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We shall now use rational coefficients everywhere and draw some consequences
of Theorem 8.3 and (8.5). Since the functor of taking “G-invariants” is exact
on the category of Q[G]-modules, the spectral sequence (8.5) over the rationals,
yields the spectral sequence of G-invariants

(8.6) E′2
p,q(n) = (CHn(X, p))

G ⊗ Lq ⇒
(
MGL′

2n+2q−p,n+q(X)
)G
.

Recall that a connected and reductive group G over k is said to be split, if it
contains a split maximal torus T over k such that G is given by a root datum
relative to T . One knows that every connected and reductive group containing
a split maximal torus is split (cf. [8, Chapter XXII, Proposition 2.1]). In such a
case, the normalizer N of T in G and all its connected components are defined
over k and the quotient N/T is the Weyl group W of the corresponding root
datum. As an application of the spectral sequences (8.5) and (8.6), we get the
following.

Lemma 8.4. Let G be a connected reductive group with split maximal torus T
and the associated Weyl group W . Let G act freely on a scheme X. Then,

with rational coefficients, the pull-back map Ω∗(X/G) → (Ω∗(X/T ))
W (up to

a shift) is an isomorphism.

Proof. It follows from [17, Corollary 3.9] (see also [22, Corollary 8.9]) that in the

case under consideration, the natural map CH∗(X/G, p)→ (CH∗(X/T, p))
W

is
an isomorphism for all p ≥ 0. We can thus apply the spectral sequences (8.5)

and (8.6) to conclude that the mapMGL′
∗,∗(X/G)→

(
MGL′

∗,∗(X/T )
)W

is an
isomorphism. The lemma now follows from this isomorphism and Theorem 8.3.

�

Remark 8.5. The proof of Lemma 8.4 is based on the existence of the Atiyah-
Hirzebruch spectral sequence in the motivic cobordism. There is no published
proof of the existence of this spectral sequence, though it has been presented by
the authors during various seminars. We can give another proof of the above
lemma without using the spectral sequence as follows.
It was proven by Levine and Morel in [31, Theorems 4.1.28, 4.5.1] that there is
a morphism of oriented Borel-Moore homology theories Ω∗ → CH∗[t]

(t) which
is an isomorphism with rational coefficients. Here, CH∗[t] is the polynomial
module CH∗[t1, t2, · · · ] in infinitely many variables with deg(ti) = i. Recall
also that CH∗[t]

(t) is same as CH∗[t] as CH∗(k)-module.
Applying the above isomorphism to X/T and X/G and using the isomorphism

CH∗(X/G)
∼=
−→ (CH∗(X/T ))

W
(cf. [10, Proposition 9]), we immediately get

that the map Ω∗(X/G)→ (Ω∗(X/T ))
W

is an isomorphism.

Recall from Remark 4.6 that if a connected reductive group G acts on a scheme
X , then the Weyl group W acts on ΩT∗ (X) where T is a maximal torus of G.
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Theorem 8.6. 1 Let G be a connected linear algebraic group and let L be a
Levi subgroup of G with a split maximal torus T . Let W denote the Weyl group
of L with respect to T . Then for any X ∈ VG, the natural map

(8.7) ΩG∗ (X)→
(
ΩT∗ (X)

)W

is an isomorphism with rational coefficients.

Proof. By Proposition 8.2, we can assume that G = L and hence G is a con-
nected reductive group with split maximal torus T .
We choose a sequence of lj-dimensional good pairs {(Vj , Uj)} as in Theorem 6.1
for the G-action. Then, this is also a sequence of good pairs for the action of

T . Setting Xj
H = {X

H
× Uj} for any closed subgroup H ⊆ G, we see that {Xj

T}
is a sequence of W -schemes, each term of which has a free W -action. It follows
from Lemma 8.4 (or Remark 8.5) that the smooth pull-back map

(8.8) Ωi+lj−g

(
Xj
G

)
→
(
Ωi+lj−n

(
Xj
T

))W

is an isomorphism, where dim(G) = g and dim(T ) = n.

Since the action of W on the inverse system
{
Ωi+lj−n

(
Xj
T

)}
j
induces the

similar action on the inverse limit and since the inverse limit commutes with
taking the W -invariants, we get

(8.9) lim
←−
j

Ωi+lj−g

(
Xj
G

)
∼=
−→

(
lim
←−
j

Ωi+lj−n

(
Xj
T

))W
.

Since the left and the right terms are same as ΩGi (X) and
(
ΩTi (X)

)W
re-

spectively by choice of our good pairs and Theorem 6.1, we conclude that

ΩGi (X)
∼=
−→
(
ΩTi (X)

)W
. This completes the proof of the theorem. �

Corollary 8.7. Let X ∈ VG be as in Theorem 8.6. Then the restriction map

(8.10) ΩG∗ (X)Q
rGT,X

−−−→ ΩT∗ (X)Q

is a split monomorphism which is natural for the morphisms in VG. In partic-
ular, if H is any closed subgroup of G, then there is a split injective map

(8.11) ΩH∗ (X)Q
rGT,X

−−−→ ΩT∗

(
G

H
× X

)

Q

.

Proof. The first statement follows directly from Theorem 8.6, where the split-
ting is given by the trace map. The second statement follows from the first
and Proposition 5.4. �

1It has been shown recently in [15, Proposition 4.8] that the map S(G) → S(T )W is an

isomorphism over Z[t−1
G

], where tG is the torsion index of G.
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Before we apply Theorem 8.6 to study the rational cobordism rings of classifying
spaces, we need the following topological analogue, which is much simpler to
prove. Recall from (7.9) that if G is a complex Lie group and X is a finite CW -
complex with a G-action, then its equivariant complex cobordism is defined as

(8.12) MU∗
G(X) :=MU∗

(
X

G
× EG

)
.

Theorem 8.8. Let G be a complex Lie group with a maximal torus T and Weyl
group W . Then for any X as above, the natural map

(8.13) MU∗
G(X)→ (MU∗

T (X))
W

is an isomorphism with rational coefficients.

Proof. As in the proof of Theorem 8.6, we can reduce to the case when G
is reductive. It follows from the above definition of the equivariant complex
cobordism and the similar definition of the equivariant singular cohomology of
X , plus the Atiyah-Hirzebruch spectral sequence in topology that there is a
spectral sequence

(8.14) Ep,q2 = Hp
G(X,Q)⊗Q MU q ⇒MUp+qG (X).

Since the Atiyah-Hirzebruch spectral sequence degenerates rationally, we see
that the above spectral sequence degenerates too. Since one knows that

H∗
G(X) ∼= (H∗

T (X))
W

(cf. [4, Proposition 1]), the corresponding result for
the cobordism follows. �

Theorem 8.9. For a connected linear algebraic group G over C, the degree
doubling map ρG : Ω∗(BG) → MU∗(BG) (cf. Corollary 7.7) of L-algebras,
is an isomorphism with rational coefficients. In particular, the natural map of
Q-algebras

CH∗(BG)Q
ρG

−−→MU∗(BG)⊗̂LQ

is an isomorphism.

Proof. To prove the first isomorphism, we can use Theorems 8.6 and 8.8 to
reduce to the case of a torus. But this case is already known even with the
integer coefficients (cf. (6.14) and [39]). The second isomorphism follows from
the first and Proposition 7.2. �

Remark 8.10. The map ρG : CH∗(BG) → MU∗(BG)⊗̂LZ was found by To-
taro in [39] even before Levine and Morel discovered their algebraic cobordism.
It was conjectured that the map ρG should be an isomorphism with the integer
coefficients for a connected complex algebraic group G. Totaro modified this
conjecture to an expectation that ρG should be an isomorphism after localiza-
tion at a prime p such that MU∗(BG)(p) is concentrated in even degree. The
above theorem proves the isomorphism in general with the rational coefficients.
We also remark that the mapMU∗(BG)⊗̂LQ→ H∗(BG,Q) is an isomorphism
(cf. [38]). The above result then shows that the cycle class map for the clas-
sifying space is an isomorphism with the rational coefficients. One wonders if
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the techniques of this paper could be applied to the algebraic version of the
Brown-Peterson cobordism theory to prove the Totaro’s modified conjecture.
We do not know the answer yet.

Acknowledgments. The author would like to thank the referee for his/her com-
ments and suggestions, which were immensely helpful in improving the contents
and the presentation of this paper.
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Abstract. Consider a crystallographic root system together with
its Weyl group W acting on the weight lattice Λ. Let Z[Λ]W and
S(Λ)W be the W -invariant subrings of the integral group ring Z[Λ]
and the symmetric algebra S(Λ) respectively. A celebrated result by
Chevalley says that Z[Λ]W is a polynomial ring in classes of funda-
mental representations ρ1, ..., ρn and S(Λ)W ⊗Q is a polynomial ring
in basic polynomial invariants q1, ..., qn. In the present paper we es-
tablish and investigate the relationship between ρi’s and qi’s over the
integers. As an application we provide estimates for the torsion of the
Grothendieck γ-filtration and the Chow groups of some twisted flag
varieties up to codimension 4.
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Introduction

Consider a crystallographic root system Φ together with its Weyl groupW act-
ing on the weight lattice Λ of Φ. Let Z[Λ]W and S∗(Λ)W be the W -invariant
subrings of the integral group ring Z[Λ] and the symmetric algebra S∗(Λ). A
celebrated theorem of Chevalley says that Z[Λ]W is a polynomial ring over Z in
classes of fundamental representations ρ1, . . . , ρn and S∗(Λ)W ⊗Q is a polyno-
mial ring over Q in basic polynomial invariants q1, . . . , qn, where n = rank(Φ).
Another classical result due to Demazure says that the kernels of character-
istic maps Z[Λ] → K0(X) and S∗(Λ) → CH∗(X), where X is the variety of
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Borel subgroups of the associated linear algebraic group, are generated by non-
constant W -invariants. This fact provides a link between combinatorics of the
W -action on Z[Λ] and S∗(Λ) and the respective cohomology rings.

In the present paper we establish and investigate the relationship between ρi’s
and qi’s. To do this we introduce an equivariant analogue of the Chern class
map φi that provides an isomorphism between the truncated rings Z[Λ]/Ijm and
S∗(Λ)/Ija modulo powers of the respective augmentation ideals. This allows us
to express basic polynomial invariants in terms of fundamental representations
and vice versa, hence, relating the representation theory of the respective Lie
algebra g with the geometry of the variety of Borel subgroups X .

A multiple of φi restricted to the respective cohomology (K0 and CH∗) of X
gives the classical Chern class map ci : K0(X)→ CHi(X). This geomeric inter-
pretation provides a powerful tool to compute the annihilators of the torsion
of the Grothendieck γ-filtration on K0 of twisted forms of X as well as a tool
to estimate the torsion part of its Chow groups in small codimensions.

The paper is organized as follows. In the first section we introduce the I-
adic filtrations on Z[Λ] and S∗(Λ) together with an isomorphism φi on their
truncations. Then we study the subrings of invariants and introduce the key
notion of an exponent τi of a W -action on a free abelian group Λ. Roughly
speaking, the integers τi measure how far is the ring S∗(Λ)W from being a
polynomial ring in qi’s. In section 5 we estimate all the exponents up to degree 4
and show that they all divide the Dynkin index of the Lie algebra g. We would
like to stress that the procedure of estimating τi-s has an algorithmic nature,
i.e. given a group and an integer i one can estimate τi for this group just
using the explicit formulas for W -invariant polynomials. Finally, we apply the
obtained results to estimate the torsion in Grothendieck γ-filtration of some
twisted flag varieties.

Acknowledgments. The first author has been partially supported from the
NSERC grants of the other two authors and from the Fields Institute. The sec-
ond author gratefully acknowledges support through NSERC Discovery grant
8836-20121. The last author has been supported by the NSERC Discovery
grant 385795-2010, Accelerator Supplement 396100-2010 and an Early Re-
searcher Award (Ontario).

1. Two filtrations

Consider the two covariant functors S∗(−) and Z[−] from the category of
abelian groups to the category of commutative rings

S∗(−) : Λ 7→ S∗(Λ) and Z[−] : Λ 7→ Z[Λ]

given by taking the symmetric algebra of an abelian group Λ and the integral
group ring of Λ respectively. The ith graded component Si(Λ) is additively
generated by monomials λ1λ2 . . . λi with λj ∈ Λ and the ring Z[Λ] is additively
generated by exponents eλ, λ ∈ Λ.
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The trivial group homomorphism induces the ring homomorphisms

ǫa : S
∗(Λ)→ Z and ǫm : Z[Λ]→ Z

called the augmentation maps. By definition ǫa sends every element of positive
degree to 0 and ǫm sends every eλ to 1. Let Ia and Im denote the kernels
of ǫa and ǫm respectively. Observe that Ia = S>0(Λ) consists of elements of
positive degree and Im is generated by differences (1 − e−λ), λ ∈ Λ. Consider
the respective I-adic filtrations:

S∗(Λ) = I0a ⊇ Ia ⊇ I
2
a ⊇ . . . and Z[Λ] = I0m ⊇ Im ⊇ I

2
m ⊇ . . .

and let
gr∗a(Λ) =

⊕

i≥0

Iia/I
i+1
a and gr∗m(Λ) =

⊕

i≥0

Iim/I
i+1
m

denote the associated graded rings. Observe that gr∗a(Λ) = S∗(Λ).

1.1. Example. If Λ ≃ Z, then the ring S∗(Λ) can be identified with the poly-
nomial ring in one variable Z[ω], where ω is a generator of Λ and the ring Z[Λ]
can be identified with the Laurent polynomial ring Z[x, x−1] where x = eω.
The augmentations ǫa and ǫm are given by

ǫa : ω 7→ 0 and ǫm : x 7→ 1.

We have Ia = (ω) and Im is additively generated by differences (1−xn), n ∈ Z.
Note that the rings Z[ω] and Z[x, x−1] are not isomorphic, however they be-
come isomorphic after the truncation. Namely for every i ≥ 0 there is ring
isomorphism

φi : Z[x, x−1]/Ii+1
m

≃
→ Z[ω]/Ii+1

a

defined by φi : x 7→ (1 − ω)−1 = 1 + ω + . . . + ωi with the inverse defined by
φ−1
i : ω 7→ 1− x−1. It is useful to keep the following picture in mind

Z[x, x−1]

���� ''O

O

O

O

O

O

O

O

O

O

O

Z[ω]

����

oo

Z[x, x−1]/Ii+1
m

φi

≃
// Z[ω]/Ii+1

a

observing that the inverse φ−1
i can be lifted to the map Z[ω] → Z[x, x−1] but

φi can’t.

The example can be generalized as follows:

1.2. Lemma. [GZ10, 2.1] Assume that Λ is a free abelian group of finite rank
n. The rings Z[Λ] and S∗(Λ) become isomorphic after truncation. Namely, if
{ω1, . . . , ωn} is a Z-basis of Λ, then for every i ≥ 0 there is a ring isomorphism

φi : Z[Λ]/Ii+1
m

≃
→ S∗(Λ)/Ii+1

a

defined by φi(1) = 1 and

φi(e
∑n

j=1 ajωj ) =

n∏

j=1

(1 − ωj)
−aj
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with the inverse defined by φ−1
i (ωj) = 1− e−ωj .

Note that the map φi preserves the I-adic filtrations. Indeed, by definition
φi(I

j
m) ⊆ Ija for every 0 ≤ j ≤ i. Moreover, we have the following

1.3. Lemma. (cf. [CPZ, 4.2]) The isomorphism φi restricted to the subsequent
quotients Iim/I

i+1
m doesn’t depend on the choice of a basis of Λ. Hence, there is

an induced canonical isomorphism of graded rings

φ∗ = ⊕i≥0φi : gr
∗
m(Λ)

≃
−→ gr∗a(Λ) = S∗(Λ).

Proof. Indeed, in this case we can define the inverse φ−1
i : Iia/I

i+1
a → Iim/I

i+1
m

by

φ−1
i (λ1λ2 . . . λi) = (1− e−λ1)(1 − e−λ2) . . . (1− e−λi).

It is well-defined since (1 − e−λ−λ
′

) = (1 − e−λ) + (1 − e−λ
′

) modulo I2m. �

Consider the composite of the map φi with the projections

φ(i) : Z[Λ]→ Z[Λ]/Ii+1
m

φi
−→ S∗(Λ)/Ii+1

a → Si(Λ).

The map φ(i), and therefore φi, can be computed on generators eλ, λ ∈ Λ as
follows:

Let f(z) =
∏
j(1 − ωjz)

−aj , where λ =
∑

j ajωj . Then

φ(i)(e
∑

j ajωj ) =
1

i!

dif(z)

dzi

∣∣∣
z=0

To compute the derivatives of f(z) we observe that f ′(z) = f(z)g(z), where

g(z) =
∑
j ajωj(1 − ωjz)

−1 and di g(z)
d zi =

∑
j

i! ajω
i+1
j

(1−ωjz)i+1 . Hence, starting with

g0 = 1 we obtain the following recursive formulas

di f(z)

d zi
= f(z) · gi(z), where gi(z) = g(z)gi−1(z) + g′i−1(z).

1.4. Example. For small values of i we obtain

i i! · φ(i)(eλ) =
1 λ
2 λ2 + λ(2)
3 λ3 + 3λ(2)λ+ 2λ(3)
4 λ4 + 6λ(4) + 6λ(2)λ2 + 8λ(3)λ+ 3λ(2)2

where given a presentation λ =
∑n

j=1 aj,λωj , aj,λ ∈ Z in terms of the basis

{ω1, ω2, . . . .ωn} we set λ(m) =
∑n
j=1 aj,λω

m
j for m ≥ 1.

2. Invariants and exponents

Let W be a finite group which acts on a free abelian group Λ of finite rank by
Z-linear automorphisms. Consider the induced action ofW on Z[Λ] and S∗(Λ).
Observe that it is compatible with the I-adic filtrations, i.e. W (Iim) ⊆ Iim and
W (Iia) ⊆ I

i
a for every i ≥ 0.
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Note that the isomorphisms φi and φ−1
i are not necessarily W -equivariant.

However, by Lemma 1.3 their restrictions to the subsequent quotients Iim/I
i+1
m

and Iia/I
i+1
a = Si(Λ) are W -equivariant and we have

(Iim/I
i+1
m )W ≃ (Iia/I

i+1
a )W .

Let IWm denote the ideal of Z[Λ] generated by W -invariant elements from the
augmentation ideal Im, i.e., by elements from Z[Λ]W ∩ Im. Similarly, let IWa
denote the ideal of S∗(Λ) generated by W -invariant elements from Ia, i.e., by
elements from S∗(Λ)W ∩ Ia.

For each χ ∈ Λ let ρ(χ) =
∑

λ∈W (χ) e
λ denote the sum over all elements

of the W -orbit of χ. Every element in IWm can be written as a finite linear
combination with integer coefficients of the elements ρ̂(χ) = ρ(χ) − ǫm(ρ(χ)),
χ ∈ Λ. Therefore, the ideal IWm is generated by the elements ρ̂(χ), i.e.,

IWm = 〈ρ̂(χ) | χ ∈ Λ〉.

The image of IWm by means of the composite

Z[Λ]→ Z[Λ]/Ii+1
m

φi
−→ S∗(Λ)/Ii+1

a .

is an ideal in S∗(Λ)/Ii+1
a generated by the elements φi(ρ̂(χ)), χ ∈ Λ. Therefore,

the image of IWm in Si(Λ) is the ith homogeneous component of the ideal
generated by φ(j)(ρ̂(χ)), where 1 ≤ j ≤ i, χ ∈ Λ, i.e.

φ(i)(IWm ) = 〈f · φ(j)(ρ̂(χ)) | 1 ≤ j ≤ i, f ∈ Si−j(Λ), χ ∈ Λ〉Z .

We are ready now to introduce the central notion of the present paper:

2.1.Definition. We say that an action ofW on Λ has finite exponent in degree
i if there exists a non-zero integer Ni such that

Ni · (I
W
a )(i) ⊆ φ(i)(IWm ),

where (IWa )(i) = IWa ∩ S
i(Λ). In this case the g.c.d. of all such Nis will be

called the i-th exponent of the W -action and will be denoted by τi.

Observe that if φ(i)(IWm ) is a subgroup of finite index in (IWa )(i), then τi is simply
the exponent of φ(i)(IWm ) in (IWa )(i). Note also that by the very definition
τ0 = 1.

2.2.Example. Consider Λ = Z·ω with the action ω 7→ −ω ofW = Z/2Z. Then
(IWa ) is generated by ω2, ω4, · · · , hence (IWa )(i) = Z ·ωi if i is even, 0 otherwise.
On the other hand, φ(i)(IWm ) is generated by φ(i)(ρ̂(ω)) = φ(i)(eω+e−ω−2) = ωi

if i ≥ 2, 0 otherwise. Therefore, we have τi = 1 for every i ≥ 0.

3. Essential actions

In the present section we study W -actions that have no W -invariant linear
forms, i.e. we assume that ΛW = 0. In the theory of reflection groups such
actions are called essential (see [B4-6, V, §3.7] or [Hu]). Note that this imme-
diately implies that τ1 = 1.
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3.1. Lemma. For every χ ∈ Λ and m ∈ N+ we have
∑
λ∈W (χ) λ(m) = 0.

Proof. Let ω1, ω2, . . . .ωn be a Z-basis of Λ. For m ∈ N+ we have

∑

λ∈W (χ)

λ(m) =
∑

λ∈W (χ)

( n∑

j=1

aj,λω
m
j

)
=

n∑

j=1

( ∑

λ∈W (χ)

aj,λ
)
ωmj .

In particular, for m = 1 we obtain

∑

λ∈W (χ)

λ =

n∑

j=1

( ∑

λ∈W (χ)

aj,λ
)
ωi.

Since ΛW = 0, we have
∑

λ∈W (χ) λ = 0. Since ωj, 1 ≤ j ≤ n are Z-free, we
have

∑
λ∈W (χ) aj,λ = 0 for all 1 ≤ j ≤ n. �

3.2. Corollary. For every χ ∈ Λ we have

φ(2)(ρ(χ)) = 1
2

∑

λ∈W (χ)

λ2.

In particular, the quadratic form φ(2)(ρ(χ)) is W -invariant, i.e.

φ(2)(ρ(χ)) ∈ S2(Λ)W .

Proof. By the formula for φ(2) in Example 1.4 and by Lemma 3.1 we obtain
that

φ(2)
( ∑

λ∈W (χ)

eλ
)
= 1

2

∑

λ∈W (χ)

(λ2 + λ(2)) = 1
2

∑

λ∈W (χ)

λ2. �

3.3. Corollary. If S2(Λ)W = 〈q〉 for some q, then φ(2)(IWm ) is a subgroup of
finite index in (IWa )(2).

Proof. The image of the ideal IWm is generated by φ(1)(ρ(χ)) and φ(2)(ρ(χ)).
Since ΛW = 0, φ(1)(ρ(χ)) =

∑
λ∈W (χ) λ = 0 and by Corollary 3.2, φ(2)(IWm ) is

generated only by theW -invariant quadratic forms φ(2)(ρ(χ)). For every χ ∈ Λ
let

(1) φ(2)(ρ(χ)) = Nχ · q, Nχ ∈ N.

Then the subgroup φ(2)(IWm ) is a subgroup of (IWa )(2) of exponent

τ2 = gcd
χ∈Λ

Nχ. �

We now investigate the invariants of degree 3 and 4.

3.4. Lemma. For every χ ∈ Λ we have

φ(3)(ρ(χ)) = 1
6

∑

λ∈W (χ)

(λ3 + 3λ(2)λ).
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Proof. By the formula for φ(3) in Example 1.4 and by Lemma 3.1 we obtain
that

φ(3)(ρ(χ)) = 1
6

∑

λ∈W (χ)

(λ3 + 3λ(2)λ+ 2λ(3)) = 1
6

∑

λ∈W (χ)

(λ3 + 3λ(2)λ). �

3.5. Lemma. For every χ ∈ Λ we have

φ(4)(ρ(χ)) = 1
24

∑

λ∈W (χ)

[λ4 + 6λ(2)λ2 + 8λ(3)λ+ 3λ(2)2].

Proof. It follows from Example 1.4 and Lemma 3.1. �

4. The Dynkin index

In the present section we show that the action of the Weyl group W of a
crystallographic root system Φ on the weight lattice Λ has finite exponent in
degree 2 which coincides with the Dynkin index of the respective Lie algebra.

Let W be the Weyl group of a crystallographic root system Φ and let Λ be
its weight lattice as defined in [Hu, §2.9]. Let {ω1, . . . , ωn} be a basis of Λ
consisting of fundamental weights (here n is the rank of Φ).

The Weyl group W acts on λ ∈ Λ by means of simple reflections

sj(λ) = λ− 〈α∨
j , λ〉 · αj , j = 1 . . . n

where α∨
j is the j-th simple coroot and 〈−,−〉 is the usual pairing. Note that

〈α∨
j , ωi〉 = δij , where δij is the Kronecker symbol.

The subring of invariants Z[Λ]W is the representation ring of the respective Lie
algebra g. By a theorem of Chevalley it is the polynomial ring in classes of
fundamental representations ch(Vj) ∈ Z[Λ]W , i.e.

Z[Λ]W ≃ Z[ch(V1), . . . , ch(Vn)].

Note that every ch(Vl) is a sum of W -orbits ρ(χ) with some multiplicities.

Therefore, the image φ(i)(IWm ) is the i-th homogeneous component of the ideal
generated by φ(j)(ch(Vl)), 1 ≤ j ≤ i, l = 1 . . . n.

4.1. Lemma. We have ΛW = 0 and hence also

φ(1)(Z[Λ]W ) = φ(1)(IWm ) = 0.

Proof. Let η ∈ ΛW . Since η = sαj
(η) = η − 〈η, α∨

j 〉αj we have 〈η, α∨

j 〉 =
2(αj ,η)
(αj ,αj)

= 0 for all simple roots αj which implies that η = 0. �

4.2. Lemma. We have S2(Λ)W = 〈q〉.

Proof. By [GN04, Prop. 4] there exists an integer valuedW -invariant quadratic
form on Λ which has value 1 on short coroots. As the group S2(Λ)W is identical
to the group of all integral W -invariant quadratic forms on T∗ ⊗ R, the result
follows. �

4.3. Corollary. The image φ(2)(IWm ) is a subgroup of (IWa )(2) of finite index.
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Proof. This follows from Corollary 3.3 and Lemma 4.1. �

We recall briefly the notion of indices of representations introduced by Dynkin
[Dy57, §2] (See also [Br91]).

Let f : g → g′ be a morphism between simple Lie algebras. Then there exists
a unique number jf ∈ C, called the Dynkin index of f , satisfying

(f(x), f(y)) = jf (x, y),

for all x, y ∈ g, where (–,–) is the Killing form on g and g′ normalized such
that (α, α) = 2 for any long root α. In particular, if f : g → sl(V ) is a linear
representation, jf is a positive integer, called the Dynkin index of the linear
representation f , defined by

tr(f(x), f(y)) = jf (x, y).

The Dynkin index of g is defined to be the greatest common divisor of all the
Dynkin indices of all linear representations of g. By [Dy57, (2.24) and (2.25)],
the Dynkin index of g is the greatest common divisor of the Dynkin indexes jl
of its fundamental representations Vl, l = 1 . . .m. All the Dynkin indexes jl
were calculated in [Dy57, Table 5]. We provide below the list of Dynkin indexes
taken from [LS97, Prop. 2.6]:

type of g A or C Bn (n ≥ 3), Dn (n ≥ 4), G2 F4 or E6 E7 E8

Dynkin index 1 2 6 12 60

Using the sl2-representation theory, the Dynkin index of a linear representation
f : g→ sl(V ) can be described as follows. Let α be a long root. For the formal
character ch(V ) =

∑
λ nλe

λ, one has (see [LS97, Lemma 2.4] or [KNR, 5.1 and
Lemma 5.2])

jf =
1

2

∑

λ

nλ〈λ, α
∨〉2.

4.4. Theorem. The second exponent equals the Dynkin index of g.

Proof. As explained at the beginning of this section, the image φ(2)(IWm ) is
spanned by φ(2)(ch(Vl)), where Vl is the l-th fundamental representation. It
follows that τ2 is the greatest common divisor of the integers Nl defined by
φ(2)(ch(Vl)) = Nl · q as in Corollary 3.3.
To find the precise value of τ2 we use the explicit formula for φ(2)(ρ(χ)) given
in Corollary 3.2, that is

φ(2)(ρ(χ)) = 1
2

∑

λ∈W (χ)

λ2.

Recall that ch(Vl) is a sum ofW -orbits ρ(χ) of some χ ∈ Λ with some multiplic-
ities. Evaluating φ(2)(ch(Vl)) (considered as a linear combination of φ(2)(ρ(χ)))
at α∨, where α is long, we obtain that jl = Nlq(α

∨) = Nl. Therefore,
gcd(j1, . . . , jn) = gcd(N1, . . . , Nn) = τ2. �

We note that Theorem 4.4 was shown in [GZ10, §2] with a different proof.
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5. Exponents of degrees 3 and 4

In the present section we show that τ2 = N3 = N4 for all crystallographic root
systems, i.e. that the exponents τ3 and τ4 divide the Dynkin index of G.

Let S = {λ1, . . . , λr} be a finite set of weights. We denote by −S the set of
opposite weights {−λ1, . . . ,−λr}, by S+ the set of sums {λi + λj}i<j , by S−

the set of differences {λi − λj}i<j and by S± the disjoint union S+ ∐ S−. By
definition we have |S+| = |S−| =

(
r
2

)
.

Using the fact that (λ+λ′)(m) = λ(m)+λ′(m) for every λ, λ′ ∈ Λ andm ≥ 0 we
obtain the following lemma which will be extensively used in the computations

5.1. Lemma. (i) For every integer m1,m2, x, y ≥ 0 and a finite subset S ⊂ Λ
we have

∑

λ∈S∐−S

λ(m1)
xλ(m2)

y = (1 + (−1)x+y)
∑

λ∈S

λ(m1)
xλ(m2)

y.

In particular,
∑
λ∈S∐−S λ(2)λ

2 = 0.

(ii) For every subset S ⊂ Λ with |S| = r and for every m1,m2 ≥ 0 we have
∑

λ∈S+

λ(m1)λ(m2) = (r − 1)
∑

λ∈S

λ(m1)λ(m2) +
∑

i6=j

λi(m1)λj(m2) and

∑

λ∈S−

λ(m1)λ(m2) = (r − 1)
∑

λ∈S

λ(m1)λ(m2)−
∑

i6=j

λi(m1)λj(m2).

In particular, this implies that
∑

λ∈S±

λ(m1)λ(m2) = 2(r − 1)
∑

λ∈S

λ(m1)λ(m2).

An-case. Let Φ be of type An for n ≥ 3. We denote the canonical basis
of Rn+1 by ei with 1 ≤ i ≤ n + 1. According to [Hu, §3.5 and §3.12] the
basic polynomial invariants of the W -action on Λ (algebraically independent
homogeneous generators of S∗(Λ)W as a Q-algebra) are given by the symmetric
power sums

qi := ei1 + · · ·+ ein+1, 2 ≤ i ≤ n+ 1.

Let si denote the ith elementary symmetric function in e1, . . . , en+1. Using the
classical identities

q1 = s1, qi = s1qi−1−s2qi−2+ . . .+(−1)isi−1q1+(−1)i+1i ·si, 1 < i < n+1

and the fact that s1 = 0, we obtain that

q2/2 = −s2, q3/3 = s3, and q4/2 = s22 − 2s4.

generate (with integral coefficients) the ideal IWa up to degree 4.

The fundamental weights of Φ can be expressed as follows

ω1 = e1, ω2 = e1 + e2, . . . , ωn−1 = e1 + . . .+ en−1, ωn = −en+1,
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where e1 + e2 + . . . + en+1 = 0. The orbits of ω1, ω1 + ωn, ωn and ω2, ωn−1

under the action of the Weyl group W = Sn+1 are given by

W (ω1) = {e1, . . . , en+1} = −W (ωn), W (ω1 + ωn) = {ei − ej}i6=j and

W (ω2) = {ei + ej}i<j = −W (ωn−1).

Therefore, W (ω1 + ωn) = S− ∐−S− and W (ω2) = S+, where S =W (ω1).

Applying Lemma 3.5 and Lemma 5.1 we obtain that

φ(4)(ρ(ω1) + ρ(ωn)) =
1
12

∑

λ∈S

(λ4 + 8λ(3)λ+ 3λ(2)2) and

φ(4)(ρ(ω1 + ωn) + ρ(ω2) + ρ(ωn−1)) =
1
24

∑

λ∈S±∐−S±

(λ4 + 8λ(3)λ+ 3λ(2)2) =

= 1
24

∑

λ∈S±∐−S±

λ4 + n
6

∑

λ∈S

(8λ(3)λ+ 3λ(2)2).

Then the difference

φ(4)(ρ(ω1 + ωn) + ρ(ω2) + ρ(ωn−1))− 2n · φ(4)(ρ(ω1) + ρ(ωn)) =

(2) = 1
24

∑

λ∈S±∐−S±

λ4 − n
6

∑

λ∈S

λ4 =

is a symmetric function in e1, . . . , en+1 and, therefore, it can be always written
as a polynomial in qis. Indeed, since

∑

λ∈S±∐−S±

λ4 = 2
∑

i<j

((ei + ej)
4 + (ei − ej)

4) = 4n
∑

λ∈S

λ4 + 24
∑

i<j

e2i e
2
j ,

the difference (2) equals

=
∑

i<j

e2i e
2
j = (q22 − q4)/2.

5.2. Lemma. For a root system of type An, n ≥ 2, we have τ2 = τ3 = τ4 = 1.

Proof. It is enough to show that the generators q2/2, q3/3 and q4/2 are in the
ideal generated by the image of φ(i), i ≤ 4.

By Corollary 3.2 we have φ(2)(ρ(ω1)) =
1
2

∑
λ∈S λ

2 = q2/2. By Lemma 3.4 we

have q3/3 = φ(3)(ρ(ω1)) − φ(3)(ρ(ωn)) (see also [GZ10, §1C]). If Φ is of type
A2, then s4 = 0 and, hence, q4 = q22/2. If Φ is of type An, n ≥ 3, then by
(2) the generator q4/2 belongs to the ideal generated by the images of φ(2) and
φ(4). �
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Bn, Cn and Dn cases. Let Φ be of type Bn or Cn for n ≥ 2 or of type Dn

for n ≥ 4. We denote the canonical basis of Rn by ei with 1 ≤ i ≤ n. By [Hu,
§3.5 and §3.12] the basic polynomial invariants of the W -action on Λ are given
by even power sums

q2i := e2i1 + · · ·+ e2in , 1 ≤ i ≤ n,

together with pn := e1 · · · en if Φ is of type Dn.

The first two fundamental weights of Φ are given by ω1 = e1, ω2 = e1 + e2 and
their W -orbits are

W (ω1) = {±e1, . . . ,±en} and W (ω2) = {±ei ± ej}i<j .

Hence W (ω1) = S ∐−S and W (ω2) = S± ∐−S±, where S = {e1, . . . , en}.

Applying Lemma 3.5 and Lemma 5.1 we obtain that

φ(4)(ρ(ω1)) =
1
12

∑

λ∈S

λ4 + 1
12

∑

λ∈S

(8λ(3)λ+ 3λ(2)2) and

φ(4)(ρ(ω2)) =
1
24

∑

λ∈S±∐−S±

λ4 + n−1
6

∑

λ∈S

(8λ(3)λ + 3λ(2)2).

Then similar to the An-case we obtain

(3) φ(4)(ρ(ω2))− 2(n− 1)φ(4)(ρ(ω1)) = (q22 − q4)/2,

where qi = ei1 + . . .+ ein and

(4) −φ(4)(ρ(ω3)) + φ(4)(ρ(ω4)) = p4,

if Φ is of type D4.

5.3. Lemma. For a root system of type Bn or Cn, n ≥ 2 or Dn, n ≥ 4 the
exponents τ3 and τ4 divide the Dynkin index τ2.

Proof. Since there are no basic polynomial invariants in degree 3 [Hu, §3.7
Table 1] we have τ3 | τ2 = 2. For D4, by (4) the invariant p4 is in the ideal
generated by the image of φ(4). Hence, to show that τ4 | τ2 it is enough to
show that q4/2 is in the ideal generated by the image of φ(2) and φ(4). Indeed,
by Corollary 3.2 we have φ(2)(ρ(ω1)) =

∑
λ∈S λ

2 = q2. Therefore, by (3)

q4/2 = (q2/2) · φ
(2)(ρ(ω1))− φ

(4)(ρ(ω2)) + 2(n− 1)φ(4)(ρ(ω1)). �

5.4. Theorem. For every crystallographic root system Φ the exponents τ3 and
τ4 divide the Dynkin index τ2.

Proof. If Φ is of type An, this follows from Lemma 5.2. If Φ is of type Bn, Cn
or Dn this follows from Lemma 5.3; for all other types τ3 and τ4 divide τ2 since
there are no basic polynomial invariants of degree 3 and 4 (see [Hu, §3.7 Table
1]). �
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6. Torsion in the Grothendieck γ-filtration

The goal of the present section is to provide geometric interpretation (see (6))
of the map φi and the exponents τi.

Let G be a split simple simply-connected group over a field k. We fix a maximal
split torus T ofG and a Borel subgroupB ⊃ T . Let Λ be the group of characters
of T . Since G is simply-connected, Λ coincides with the weight lattice of G.

Let X denote the variety of Borel subgroups of G (conjugate to B). Consider
the Chow ring CH∗(X) of algebraic cycles modulo rational equivalence and the
Grothendieck ring K0(X). Following [De74, §1] to every character λ ∈ Λ we
may associate the line bundle L(λ) overX . It induces the ring homomorphisms
(called the characteristic maps)

ca : S
∗(Λ)→ CH∗(X) and cm : Z[Λ] ։ K0(X)

by sending λ 7→ c1(L(λ)) and eλ 7→ [L(λ)] respectively. Note that the map ca
is an isomorphism in codimension one, hence, giving

ca : S
1(Λ) = Λ

≃
→ Pic(X) = CH1(X)

and the map cm is surjective. Let W be the Weyl group and let IWa and IWm
denote the respectiveW -invariant ideals. Then according to [De73, §4 Cor.2,§9]
and [CPZ, §6]

(5) ker cm = IWm

and ker ca is generated by elements of S∗(Λ) such that their multiples are in
IWa .

Consider the Grothendieck γ-filtration on K0(X) (see [GZ10, §1]). Its ith term
is an ideal generated by products

γi(X) := 〈(1 − [L∨1 ])(1− [L∨2 ]) · . . . · (1− [L∨i ])〉,

where L1,L2, . . . ,Li are line bundles over X . Consider the ith subsequent quo-
tient γi(X)/γi+1(X). The usual Chern class ci induces a group homomorphism

ci : γ
i(X)/γi+1(X)→ CHi(X).

6.1. Proposition. For every i ≥ 0 there is a commutative diagram of group
homomorphisms

(6) Iim/I
i+1
m

(−1)i−1(i−1)!·φi //

cm
����

Si(Λ)

ca

��
γi(X)/γi+1(X)

ci // CHi(X)

Proof. Indeed, the γ-filtration on K0(X) is the image of the Im-adic filtration
on Z[Λ], i.e. γi(X) = cm(Iim) for every i ≥ 0. The Proposition then follows
from the identity

ci

(
(1− [L∨1 ])(1− [L∨2 ]) . . . (1− [L∨i ])

)
= (−1)i−1(i−1)! ·c1(L1)c1(L2) . . . c1(Li),
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where L1,L2, . . . ,Li are line bundles overX and L∨i denotes the dual of Li. �

6.2. Remark. Note that Z[Λ] can be identitfied with the T -equivariantK0 of a
point pt = Spec k and S∗(Λ) with the T -equivariant CH of a point (see [GZ11]).
The maps ca and cm then can be identified with the pull-backs KT

0 (pt) →
KT

0 (G) and CHT (pt)→ CHT (G) induced by the structure map G→ pt.
In view of these identifications the map φi can be viewed as an equivariant
analogue of the Chern class map ci.

Consider the diagram (6) with Q-coefficients. In this case the Chern class map
ci will become an isomorphism (by the Riemann-Roch theorem), the charac-
teristic map ca will turn into a surjection and the map (−1)i−1(i− 1)! · φi will
be an isomorphism as well. In view of (5) we obtain an isomorphism

φ(i) ⊗Q : IWm ∩ I
i
m/I

W
m ∩ I

i+1
m ⊗Q −→ (IWa )(i) ⊗Q

on the kernels of cm and ca. By the very definition of the exponents τi this
implies that

6.3. Corollary. The action of the Weyl group of a crystallograhic root system
has finite exponent τi for every i.

6.4. Lemma. We have (ker ca)
(i) = (IWa )(i) for each i ≤ 4 except the case i = 4

and G is of type Bn (n ≥ 3) or Dn (n ≥ 5) where we have 2(ker ca)
(4) ⊆

(IWa )(4).

Proof. The statement follows by the same analysis as in [GZ10, §1B]. For the
exception it is enough to show that the polynomial P = q · f2 + d · (q4/2) in
ωi-s is not divisible by 4, where d ∈ Z, f2 is a polynomial of degree 2, q4/2 is
the basic polynomial invariant of degree 4 and g.c.d.(f2, d) = 1.
Assume that 4 | P , we claim that in this case g.c.d.(f2, d) = 2. Indeed, let
f2 =

∑n
i=1 aiω

2
i +

∑
i<j aijωiωj , ai, aij ∈ Z. Take ωi and ωj corresponding

to adjacent long roots. Set ωk = 0 for k 6= i, j. Then the congruence P ≡
0 (mod 4) turns into

(ω2
i −ωiωj+ω

2
j )(aiω

2
i +aijωiωj+ajω

2
j )+d(ω

4
i −2ω

3
i ωj+3ω2

i ω
2
j−2ωiω

3
j+ω

4
j ) ≡ 0

which gives ai ≡ aj ≡ −d, aij − ai ≡ aij − aj ≡ −2d and ai − aij + aj ≡ 3d.
This implies that 2d ≡ 0, therefore, 2 | d. Finally, since q is indivisible, 2 | f2.
In the D4-case let Q = q ·f2+d · (q4/2)+e ·p4 with g.c.d.(f2, d, e) = 1. If 4 | Q,
then we have d ≡ ai ≡ 0 (mod 2) by the same argument. Hence, 2 | q ·f2+e ·p4.
Set ω2 = 0. Then we have

(ω2
1 + ω2

3 + ω2
4)f2 |ω2=0 +e(ω2

1ω
2
3 − ω

2
1ω

2
4) ≡ 0 (mod 2).

In particular, 2 | a1 + a3 + e. As 2 | ai, we have 2 | e, which implies that
2 | f2. �

We are now ready to prove the main result of this section

Documenta Mathematica 17 (2012) 135–150



148 S. Baek, E. Neher, K. Zainoulline

6.5. Theorem. The integer τi · (i − 1)! annihilates the torsion of the ith sub-
sequent quotient γi(X)/γi+1(X) of the γ-filtration on K0(X) for i = 2, 3, 4
except the case i = 4 and G is of type Bn (n ≥ 3) or Dn (n ≥ 5) where the
torsion of γ4(X)/γ5(X) is annihilated by 24.

6.6. Remark. Note that by [SGA6, Exposé XIV, 4.5] for groups of types An
and Cn the quotients γi(X)/γi+1(X) have no torsion.

Proof. Assume that α is a torsion element in γi(X)/γi+1(X). Then ci(α) = 0

since CHi(G/B) has no torsion. Let α̃ be a preimage of α via cm in Iim/I
i+1
m ⊆

Z[Λ]/Ii+1
m . By (6) we obtain that

(i− 1)!φi(α̃) ∈ (ker ca)
(i)

where (ker ca)
(i) coincides with (IWa )(i) up to a multiple (see Lemma 6.4). By

definition of the index τi we have

τi · (i − 1)!φi(α̃) = φi(β), where β ∈ IWm /Ii+1
m ∩ IWm .

Applying φ−1
i to the both sides we obtain

τi · (i− 1)! · α̃ = β ∈ IWm /Ii+1
m ∩ IWm

Applying cm to the both sides and observing that IWm = ker cm we obtain that
τi · (i− 1)! · α = 0. �

Let ξX be a twisted form of the variety X by means of a cocycle ξ ∈ Z1(k,G).
By [Pa94, Thm. 2.2.(2)] the restriction map K0(ξX)→ K0(X) (here we iden-
tify K0(X) with theK0(X×k k̄) over the algebraic closure k̄) is an isomorphism.
Since the characteristic classes commute with restrictions, this induces an iso-
morphism between the γ-filtrations, i.e. γi(ξX) ≃ γi(X) for every i ≥ 0, and
between the respective quotients

γi(ξX)/γi+1(ξX) ≃ γi(X)/γi+1(X) for every i ≥ 0.

In view of this fact Theorem 6.5 implies that

6.7. Corollary. Let G be a split simple simply connected group of type
Bn (n ≥ 3) or Dn (n ≥ 4). Then for every ξ ∈ Z1(k,G) the torsion in
γ4(ξX)/γ5(ξX) is annihilated by 24.

Consider the topological filtration on K0(Y ), where Y is a smooth projective
variety, given by the ideals

τ i(Y ) := 〈[OV ] | V →֒ Y, codimV Y ≥ i〉.

It is known (see [FuLa, Ch.V, Thm. 3.9]) that γi(Y ) ⊆ τ i(Y ) for every i ≥ 0.

Given an Abelian group M let e(M) denote the exponent of its torsion sub-
group. The following exact sequences of Abelian groups

(7) (i) γi/γi+1 →֒ τ i/γi+1
։ τ i/γi and (ii) τ i+1/γi+1 →֒ τ i/γi+1

։ τ i/τ i+1,

where τ i = τ i(Y ), γi = γi(Y ), lead to the recursive divisibility for each i ≥ 1

e(τ i/γi+1) | e(γi/γi+1) · e(τ i/γi) | e(γi/γi+1) · e(τ i−1/γi)
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which gives

(8) e(τ i/γi+1) | e(γi/γi+1) · e(γi−1/γi) · . . . · e(γ1/γ2).

By the Riemann-Roch theorem [Fu, Ex.15.3.6], the composition

CHi(Y )→ τ i/τ i+1 ci→ CHi(Y )

is the multiplication by (−1)i−1(i − 1)!, therefore, by (7).(ii) the torsion sub-
group of CHi(Y ) is annihilated by (i − 1)! · e(τ i/τ i+1) | (i − 1)! · e(τ i/γi+1).
Combining this with the formula (8) and Theorem 6.5 we obtain

6.8. Corollary. Let G be a split simple simply connected group. Then for
every ξ ∈ Z1(k,G) the torsion in CHi(ξX) for i = 2, 3, 4 is annihilated by the
integer

(i− 1)! ·
i∏

j=2

τj(j − 1)!

except for i = 4 and G is of type Bn (n ≥ 3) or Dn (n ≥ 5) where it is
annihilated by 27.

References

[B4-6] Bourbaki, N. Lie groups and Lie algebras: Chapters 4-6, Springer-
Verlag, Berlin, (2002).

[B7-9] , Lie groups and Lie algebras: Chapters 7-9, Spinger-Verlag,
Berlin 2005.

[Br91] Braden, H. W. Integral pairings and Dynkin indices, J. London Math.
Soc. (2) 43 (1991), 313–323.

[CPZ] Calmès, B., Petrov, V., Zainoulline, K. Invariants, torsion indices and
oriented cohomology of complete flags, Preprint arXiv:0905.1341 (2010),
36pp.
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