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1. Introduction

The projective linear algebraic group PGLn admits two types of conjugacy
classes of outer automorphisms of order two. For one type the fixed subgroups
are symplectic groups; for the other type the fixed groups are orthogonal groups,
which are not smooth when the base field has characteristic 2.
The picture is similar for trialitarian automorphisms (i.e., outer automorphisms
of order three) of the algebraic groups G = PGO+

8
or G = Spin8. There are

two types of conjugacy classes. For one type the fixed groups are simple of
type G2; for the other type they are simple of type A2 when the characteristic
is different from 3, and not smooth when the characteristic is 3. The first case
is well known: there is a split exact sequence

(1.1) 1 → Int(G) → Aut(G) → S3 → 1

where the permutation group of three elements S3 is viewed as the group of
automorphisms of the Dynkin diagram of type D4

❞

α1

❞

α2

❞α3

❞α4

✔✔

❚❚

(the simple roots αi are numbered after [Bou81]). Viewing G as a Chevalley
group, there is a canonical section of the exact sequence (1.1) which leads to a
distinguished trialitarian automorphism of G, known as a graph automorphism.
The permutation ρ : α1 7→ α3 7→ α4 7→ α1, α2 7→ α2 of the Dynkin diagram
above induces a permutation of all simple roots α of G, also denoted by ρ.
The graph automorphism is such that ρ

(
xα(u)

)
= xαρ(u) for each simple root

group xα(u) of G (see [Ste68b] or Section 2). The subgroup of G fixed by the
graph automorphism is of type G2.

The aim of this paper is to describe all conjugacy classes of trialitarian auto-
morphisms of simple algebraic groups of classical inner type D4 over arbitrary
fields, from the (functorial) point of view of algebraic groups1. In particular
the case of characteristic 3 has not been considered before in this setting, and
a large part of this paper is dedicated to it. In a previous paper [CKT12],
three of the authors gave a description based on the (known) classification of
symmetric composition algebras of dimension 8 and a correspondence between
symmetric compositions and trialitarian automorphisms. Here we take a dif-
ferent approach: we classify trialitarian automorphisms directly, and then use
the correspondence to derive a new proof of the classification of symmetric
composition algebras of dimension 8.

In the first part of the paper, consisting of §§2–7, we consider algebraic groups
over algebraically closed fields. The first step, achieved in §§2–3, is to prove

1Trialitarian automorphisms (or more generally automorphisms of finite order) of simple
Lie algebras have been extensively studied, see i.a., [Hel78], [Kač69], [Knu09], [Ree10] and
[WG68].
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that every trialitarian automorphism admits an invariant maximal torus. This
is clear in characteristic different from 3 since trialitarian automorphisms are
semisimple and semisimple automorphisms admit invariant tori (see [BM55],
[Ste68a] or [Pia85]). However we did not find references for the result over fields
of characteristic 3. In §§4–5, we recall the correspondence between symmetric
compositions and trialitarian automorphisms set up in [CKT12], and use it
to define two standard trialitarian automorphisms ρ⋄ and ρ△ corresponding
respectively to the para-Zorn composition ⋄ and the split Okubo composition △

on the 8-dimensional quadratic space (C, n) of Zorn matrices. We then define
in §6 a split maximal torus T of PGO+(n) invariant under ρ⋄ and ρ△, and
use it in §7 to show that over an algebraically closed field, every trialitarian
automorphism of PGO+(n) is conjugate to ρ⋄ or to ρ△. In view of the results of
§3, and since over a separably closed field all the maximal tori are conjugate, it
suffices to consider trialitarian automorphisms that preserve the given torus T .
In the second part of the paper, we describe the subgroups of PGO+

8 fixed
under trialitarian automorphisms, over an arbitrary field F . These fixed sub-
groups are the automorphism groups of the corresponding symmetric composi-
tion algebras. They are divided into two classes according to their isomorphism
class over an algebraic closure. In §8 we show that for one of the classes the
symmetric composition algebras are para-octonion algebras and the automor-
phism groups are of type G2; for the other the symmetric composition algebras
are Okubo algebras and the automorphism groups are of type A2 when the
characteristic is different from 3. The following §§9–11 deal with the case of
Okubo algebras in characteristic 3. A particular type of idempotents, which
we call quaternionic idempotents, is singled out in §9, where we show that
the existence of a quaternionic idempotent characterizes split Okubo algebras,
and that split Okubo algebras over a field of characteristic 3 contain a unique
quaternionic idempotent. This idempotent is used to describe in §§10–11 the
group scheme Aut(△) of automorphisms of the split Okubo algebra in char-
acteristic 3. (The corresponding groups of rational points already occur in
various settings, see [Tit59], [GL83] and [Eld99].) Using the description of
Aut(△), we recover in §12 the classification of Okubo algebras over arbitrary
fields of characteristic 3 by a cohomological approach. Finally, in §13 we give a
cohomological version of the correspondence between symmetric compositions
and trialitarian automorphisms, and show that the only groups of classical
type 1,2

D4 that admit trialitarian automorphisms are PGO+(n) and Spin(n)
for n a 3-Pfister quadratic form. Note that the cohomology we use is faithfully
flat finitely presented cohomology, or fppf-cohomology, since we need to deal
with inseparable base field extensions. (Galois cohomology would be sufficient
for fields of characteristic different from 3.) We refer to [DG70], [Wat79] and
[KO74] for details on fppf-cohomology and descent theory.

The fact that the composition algebras of octonions could be used to define
trialitarian automorphisms was already known to Élie Cartan (see [Car25]).
We refer to [KMRT98] and [SV00] for historical comments on triality.
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If not explicitly mentioned F denotes throughout the paper an arbitrary field
and the algebras considered are defined over F .

We gratefully thank Philippe Gille for his help during the preparation of this
paper.

2. Generators and relations in Chevalley groups

We recall in this section results about Chevalley groups which will be used
later. Let G be a split simple simply connected group over F . Since G is a
Chevalley group over F , its F -structure is well known. For details and proofs of
all standard facts about G(F ) used in this section we refer to [Ste68b]. Let G
be the Lie algebra of G. Choose a split maximal torus T ⊂ G and a Borel
subgroup T ⊂ B ⊂ G. Let Σ = Σ(G, T ) be the root system of G relative to
T . The Borel subgroup B determines an ordering of Σ, hence the system of
simple roots Π = {α1, . . . , αn}. We pick a Chevalley basis [Ste68b]

{Hα1
, . . . , Hαn

, Xα, α ∈ Σ}

in G corresponding to the pair (T,B). This basis is unique up to signs and
automorphisms of G which preserve B and T (see [Ste68b], §1, Remark 1). The
group G(F ) is generated by the so-called root subgroups Uα = 〈xα(u) | u ∈ F 〉,
where α ∈ Σ and

(2.1) xα(u) =

∞∑

n=0

unXn
α /n!

(we refer to [Ste68b] for the definition of the operators Xn
α /n! in the case

char(F ) = p > 0, see also [SGA3]).

If α ∈ Σ and t ∈ Gm(F ), the following elements are also of great importance:

wα(t) = xα(t)x−α(−t
−1)xα(t) and hα(t) = wα(t)wα(1)

−1.

To ease notation we set wα = wα(1). The elements hα(t) give rise to a cochar-
acter hα : Gm → T whose image is Tα = T ∩ Gα where Gα is the subgroup
generated by U±α.

Example 2.2. The group Gα is isomorphic in a natural way to SL2. This
isomorphism is given by

xα(u) −→

(
1 u
0 1

)
, x−α(u) −→

(
1 0
u 1

)
,

hα(t) −→

(
t 0
0 t−1

)
, wα −→

(
0 1
−1 0

)
.

The following relations hold in G (cf. [Ste68b], Lemma 19 a), Lemma 28 b),
Lemma 20 a) ):

(2.3) T = Tα1
× · · · × Tαn

;

for any two roots α, β ∈ Σ we have

(2.4) wαhβ(t)w
−1
α = hwα(β)(t);
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(2.5) wαXβw
−1
α = εXwα(β)

where ε = ±1.
We finally recall a commutator formula due to Chevalley, see [Ste68b, Lemma
32’]. For arbitrary roots α, β, one has

(2.6)
(
xα(u), xβ(v)

)
=
∏

xiα+jβ(ciju
ivj)

where the product is taken over all integers i, j > 0 such that iα + jβ is a
root and the cij are integers depending on α, β and a chosen ordering of roots
iα+ jβ, but not on u, v.

3. Invariant tori

The main result in this section is the existence of invariant tori under trialitarian
automorphisms. As already mentioned in the introduction the claim is known
over fields of characteristic different from 3. We give here a proof for any
field F .

We first reduce to the case of simply connected groups. Let G be a split simple
simply connected group of type D4 over F , and let Gad be the isogenous adjoint
group. We have a canonical exact sequence

(3.1) 1 → µ2 × µ2 → G→ Gad → 1,

where µ2 is the group scheme of square roots of unity. Every automorphism
of G induces an automorphism of Gad.

Lemma 3.2. Every trialitarian automorphism φ of Gad lifts to a trialitarian

automorphism φ̃ of G. If T is a torus in G invariant under φ̃, the image of T
in Gad is invariant under φ.

Proof. Viewing G as a Chevalley group, we have a group of graph automor-
phisms of G isomorphic to S3 defined over F , and we may consider the semidi-
rect products G⋊S3 and Gad

⋊S3. Note that

Aut(Gad) = Int(Gad)⋊S3 = Gad
⋊S3,

and the exact sequence (3.1) yields an exact sequence

1 → µ2 × µ2 → G⋊S3 → Gad
⋊S3 → 1.

Consider the associated exact sequence in faithfully flat finitely presented co-
homology (see [DG70, p. 272–273]):

(µ2 × µ2)(F ) → (G⋊S3)(F ) → (Gad
⋊S3)(F ) → H1

fppf(F,µ2 × µ2).

Viewing φ as an element in (Gad
⋊ S3)(F ), we may consider its image φ′ in

H1
fppf(F,µ2 ×µ2). We have φ′

2
= 1 because H1

fppf(F,µ2×µ2) has exponent 2,

and φ′
3
= 1 because φ3 = 1, hence φ′ = 1. It follows that φ has a preimage φ′′

in (G⋊S3)(F ). We have φ′′
3
∈ (µ2 ×µ2)(F ) since φ

3 = 1, hence conjugation

by φ′′ in G⋊S3 restricts to an automorphism φ̃ of order 3 of G. The induced

automorphism on Gad is φ, so φ̃ is a lift of φ and is an outer automorphism.

Documenta Mathematica 18 (2013) 413–468



418 Chernousov, Elduque, Knus, Tignol

A torus T in G is invariant under φ̃ if and only if it centralizes φ′′. It is then
clear that the image of T in Gad is invariant under φ. �

The crucial tool to prove the existence of invariant tori is the following result
of G. Harder2:

Proposition 3.3 ([Har75, Lemma 3.2.4]). Let F be an infinite field and let G
be a split simple simply connected algebraic group or a split simple adjoint alge-
braic group of type D4 over F . Let φ ∈ Aut(G)(F ) be an outer automorphism
of order 3 of G over F . There exists a parabolic subgroup P ⊂ G such that

H = P ∩Pφ∩Pφ
2

is a reductive subgroup of G of dimension 10 defined over F
whose semi-simple part H ′ = [H,H ] is a simple group of type A2.

We first make some comments about properties of H . Assume that F is sep-
arably closed. Being a reductive group, H is an almost direct product of its
central 2-dimensional torus S and its derived subgroup H ′. Let T be an arbi-
trary maximal torus in H . Since dimT = 4, T is also maximal in G. It then
follows that H ′ is generated by some root subgroups U±γ and U±δ where γ, δ
are roots in G with respect to T . Note that every such subgroup in G is simply
connected, hence H ′ ≃ SL3. Let α1, . . . , α4 be the basis of the root system Σ
of type D4 as defined in [Bou81], see also (1), and let β = α1+α2+α3+α4 ∈ Σ.
For an arbitrary pair of roots γ, δ with (γ, δ) = −1 in Σ there exists an element
w in the corresponding Weyl group such that w(γ) = α2, w(δ) = β. In view of
(2.5) we may then assume without loss of generality that H ′ is the subgroup
G{α2,β} generated by the root subgroups U±α2

and U±β .

Another ingredient in the proof of existence of invariant tori is the following
lemma. Let G be a split simple simply connected algebraic group of type D4

over a field F . Let T ⊂ B be a maximal split torus and a Borel subgroup
in G. As usual, the subgroup B determines the ordering in the root system
Σ = Σ(G, T ) of G with respect to T and hence a basis of Σ. As above we set
β = α1 + α2 + α3 + α4.

Lemma 3.4. Assume that F is a field of characteristic 3. Let ρ be the graph
automorphism of G. If x = xα2

(u), where u ∈ F×, there exists g ∈ B(F )⋊ 〈 ρ 〉
such that g(ρx)g−1 = ρxα2

(u1)xβ(u2)xα2+β(u3) ∈ B(F )⋊ 〈 ρ 〉, where u1, u2 ∈
F× and u3 ∈ F .

Proof. The proof is based on the commutator formula (2.6). Note that for
a group of type G2 in the commutator formula applied to two simple roots
γ1, γ2 of G2 (numbered as in [Bou81]), all integers cij are non-zero modulo 3.

Consider the subgroupG ofG of elements invariant under ρ, which is of type G2.
It contains the subgroup of G generated by Gα2

, Gβ of type A2. Also, the root

subgroups in G corresponding to its two simple roots γ1 and γ2 are generated by
elements xα2

(u) and xα1
(v)xα3

(v)xα4
(v). Taking into consideration (2.6) and

the fact that ρ commutes with xα1
(v)xα3

(v)xα4
(v) we can write the element

X =
(
xα1

(1)xα3
(1)xα4

(1)
)(
ρxα2

(u)
)(
xα1

(1)xα3
(1)xα4

(1)
)−1

2We are indebted to Philippe Gille for pointing out this result to us.
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in the form

(3.5) X = ρ
(
xα2

(v1)xβ(v2)xα2+β(v3)
)
Y Z

where v1, v2 6= 0 (see the above remark about the integers cij) and

Y = xα1+α2
(v4)xα3+α2

(v5)xα4+α2
(v6)

Z = xα1+α3+α2
(v7)xα1+α4+α2

(v8)xα3+α4+α2
(v9)

where vi ∈ F . We now note that in the expression (3.5) for X the root elements
xα1

(·), xα3
(·) and xα4

(·) are missing and the commutator of the other root
subgroups which appear in (3.5) is either 1 or of the form xα2+β(·) which is in
the center of B(F )⋊ 〈 ρ 〉. So there is no harm if we ignore factors xα2+β(·) in
the computations below and thus we shall assume that all root subgroups xγ
which appear commute with each other. Since ρx has order 3 (because ρ and x
commute and x3 = xα2

(3u) = 1) it follows almost immediately that Z satisfies
the “cocycle condition” Zρ(Z)ρ2(Z) = 1. Since ρ acts freely on the subgroup

A = 〈xα1+α2+α3
(·) 〉 × 〈xα1+α2+α4

(·) 〉 × 〈xα3+α2+α4
(·) 〉

one can see that Z can be written in the form Z = ρ−1Z1ρZ
−1
1 where Z1 ∈ A.

We then have

Z−1
1 XZ1 = Z−1

1 ρ xα2
(v1)xβ(v2)Y (ρ−1Z1ρ)

= ρ(ρ−1 Z−1
1 ρ)xα2

(v1)xβ(v2)Y (ρ−1 Z1 ρ)
= ρxα2

(v1)xβ(v2)Y.

Arguing similarly we can now up to conjugacy eliminate Y and this completes
the proof. We emphasize once more that all the above equalities are considered
modulo the central subgroup xα2+β(·) of B(F )⋊ 〈 ρ 〉. �

Theorem 3.6. Let F be a separably closed field and let G be a simple simply
connected algebraic group or a simple adjoint algebraic group of type D4. Let
φ ∈ Aut(G)(F ) be an outer automorphism of order 3 of G. There exists a
maximal F -torus T which is invariant under φ. Moreover, if τ is another
outer automorphism of order 3, there exists a conjugate of τ in Aut(G)(F )
which leaves the F -torus T invariant.

Proof. The last claim follows from the fact that over a separably closed field
two maximal tori in G are always conjugate ([Bor56]). To show the existence
of an invariant torus we treat the cases charF 6= 3 and charF = 3 separately.
We may assume that G is simply connected by Lemma 3.2. We keep the
above notation. Let H be the subgroup in G provided by Proposition 3.3. By
construction it is φ-stable. Since H ′ has no outer automorphisms of order 3
the restriction of φ to H ′ is an inner automorphism of H ′ given by an element
x ∈ H ′.

A) Characteristic F 6= 3.
Note that φ is a semi-simple automorphism of G in characteristic different
from 3, hence x is also semi-simple and therefore x is contained in a maximal
torus, say S′, in H ′. By our construction we have dimS′ = 2 and dimS = 2
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and this implies that the torus T = S · S′ is maximal in G and stable with
respect to φ (because so are S and S′).

B) Characteristic F = 3.
We keep the notation used above. Since x has order 3 it is unipotent. Therefore
there are two possibilities for its Jordan normal form.
We first assume that

(3.7) x =




1 1 0
0 1 1
0 0 1


 .

Let {e1, e2, e3} be the basis of the vector space over F in which x has form
(3.7). Let S′ ⊂ H ′ be a maximal torus in H ′ whose three weight subspaces
are spanned by e1 + e2, 2e1 + e2, 2e1 + 2e2 + e3. One easily checks that S′ is
stable with respect to conjugation given by x. As above we then get that the
maximal torus T = S · S′ in G is invariant with respect to φ.

We next assume that x is of the form

x = xα2
(1) =




1 1 0
0 1 0
0 0 1


 .

Let S′ be the corresponding diagonal torus in H ′ = SL3 and let T = S · S′.
Choose a graph automorphism σ ofG such that it acts trivially onH ′ = G{α2,β}

and the images of φ and σ with respect to G ⋊ S3 → S3 are equal. Let
ψ = φ ◦ (σx)−1. It is an inner automorphism of G acting trivially on H ′

and hence on S′. It follows that ψ stabilizes CG(S
′) = T . Note that the

last equality follows from the fact that in general case CG(S
′) is a reductive

group generated by T and root subgroups Uγ such that γ is orthogonal to
α2 and β and in case D4 there are no roots orthogonal to α2, β. Thus we
showed that ψ is an inner conjugation in G given by an element say y which
belongs to NG(T )(F ). By our construction y commutes with S′ and hence
with its generators hα2

(u) and hβ(u). In view of (2.4) we conclude that the
image ẏ of y in the Weyl group W = NG(T )/T acts trivially on the roots
α2, β. One checks that in the Weyl group of type D4 none of the elements acts
trivially on two roots whose scalar product is −1. It follows ẏ = 1 implying
y ∈ T . Thus we showed that φ = yσx where y ∈ T (F ). By (2.3) we can
write y in the form y = hα2

(u2)hα1
(u1)hα3

(u3)hα4
(u4) where ui ∈ F×. Since

x commutes with σ it is easy to see that the condition that φ has order 3
implies hα1

(u1)hα3
(u3)hα4

(u4)σ also has order 3 and hα2
(u2)

3 = 1. The latter
of course implies that u2 = 1. Then arguing as in Lemma 3.4 we may write
hα1

(u1)hα3
(u3)hα4

(u4)σ in the form tσt−1 for some element t ∈ T (F ). It
follows φ = tσt−1x or t−1φt = σ(t−1xt). Note that x̃ = t−1xt ∈ Uα2

. Let
B ⊂ G be the corresponding Borel subgroup in G. By Lemma 3.4 the element
σx̃ is conjugate in B(F ) ⋊ Z/3Z to an element of the form σx′ where x′ =
xα2

(u1)xβ(u2)xα2+β(u3) and u1, u2 are non-zero elements in F . The Jordan
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normal form of such unipotent element is of the shape (3.7) and this reduces
the proof to the previous case. �

Corollary 3.8. Let G be a simple simply connected algebraic group or a
simple adjoint algebraic group of type D4 over an arbitrary field F and let φ be
a trialitarian automorphism of G over F . There exists a finite separable field

extension F̃ of F such that over F̃ there is a split maximal torus T which is
invariant under φ. Moreover, if τ is another trialitarian automorphism of G
over F , there exists a conjugate of τ in the automorphism group of G over a

finite separable field extension of F̃ which leaves the torus T invariant.

Let G be split over F and T ⊂ G be a split maximal torus over F . We
denote the group of automorphisms of G which leave the torus T invariant
by Aut(G⊃T ). Let ρ ∈ Aut(G⊃T )(F ) be a fixed trialitarian automorphism
of G, for example the graph automorphism of G described in the introduction.
The normalizer N of T in G is also invariant under ρ and ρ induces a well
defined action ρ on N/T , which is the Weyl group W of G. This action is not
inner. The group W also admits a group of outer automorphisms isomorphic
to S3 and we still call trialitarian the outer automorphisms of W of order 3
(see [Ban69], [Fra01] or [FH03] for automorphism groups of Weyl groups).

Proposition 3.9. (i) Any trialitarian automorphism α ∈ Aut(G)(F )
leaving T invariant induces a trialitarian automorphism α of W .

(ii) If two trialitarian automorphisms α and β of G over F leaving the
same torus T invariant satisfy α = β in Aut(W ), then α = Int(t) ◦ β
for some element t ∈ T (F ).

Proof. We may assume that G is adjoint and we may view trialitarian auto-
morphisms as elements of G⋊S3. In particular trialitarian automorphisms of
G which leave T invariant are represented by elements of N ⋊S3. Let now α
be represented by an element α0 ∈ (N ⋊S3)(F ). Let α′

0 be the class of α0 in
(W ⋊S3)(F ) =W ⋊S3 according to the last map in the exact sequence

(3.10) 1 → T → N ⋊S3 →W ⋊S3 → 1.

Let Z(W ) = Z/2Z be the center of W . The class of the automorphism α

of W induced by α is the class α = α′
0 of α′

0 in Aut(W ) ⊂ W/Z(W ) ⋊ S3,
hence Claim (i). For Claim (ii), the image of an element α ◦ β−1 in W induces
the trivial automorphism of W . Since the center of W has order 2 and α, β
have order 3 this image is trivial and this implies α = Int(t) ◦ β for some
t ∈ T (F ). �

4. Trialitarian automorphisms and symmetric compositions

In the following sections, we recall a construction of trialitarian automorphisms
given in [KMRT98, §35.B], [CKT12, Th. 4.6], and we construct explicitly in-
variant tori for some of these automorphisms.
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Let (V, q) be a quadratic space over F , i.e., V is a finite-dimensional vector
space over F and q : V → F is a quadratic form. We always assume that q is
nonsingular, in the sense that the polar bilinear form bq defined by

bq(x, y) = q(x+ y)− q(x) − q(y) for x, y ∈ V

has radical {0}. We also assume throughout that dimV is even.
Let GO(q) be the F -algebraic group of similarities of (V, q), whose group of
rational points GO(q)(F ) consists of linear maps f : V → V for which there
exists a scalar µ(f) ∈ F×, called the multiplier of f , such that

q
(
f(x)

)
= µ(f)q(x) for all x ∈ V .

Let also O(q) be the F -algebraic group of isometries of (V, q), i.e., the kernel
of the multiplier map µ : GO(q) → Gm. The center of GO(q) is the multi-
plicative group Gm, whose rational points are viewed as homotheties. For f ∈
GO(q)(F ), we let [f ] be the image of f in PGO(q)(F ) = GO(q)(F )/Gm(F ).
For simplicity, we write

GO(q) = GO(q)(F ) and PGO(q) = PGO(q)(F ) = GO(q)/F×.

Let C(V, q) be the Clifford algebra of the quadratic space (V, q) and let C0(V, q)
be the even Clifford algebra. We let σ be the canonical involution of C(V, q),
such that σ(x) = x for x ∈ V , and use the same notation for its restriction
to C0(V, q). Every similarity f ∈ GO(q) induces an automorphism C0(f) of
(C0(V, q), σ) such that

(4.1) C0(f)(xy) = µ(f)−1f(x)f(y) for x, y ∈ V ,

see [KMRT98, (13.1)]. This automorphism depends only on the image [f ] =
fF× of f in PGO(q), and we shall use the notation C0[f ] for C0(f). The simi-
larity f is proper if C0[f ] fixes the center of C0(V, q) and improper if it induces
a nontrivial automorphism of the center of C0(V, q) (see [KMRT98, (13.2)]).
Proper similarities define an algebraic subgroup GO+(q) in GO(q), and we
let PGO+(q) = GO+(q)/Gm, a subgroup of PGO(q). The groups GO+(q)
and PGO+(q) are the connected components of the identity in GO(q) and
PGO(q) respectively, see [KMRT98, §23.B]. We write O+(q) for the algebraic
group of proper isometries of (V, q).

The F -rational points of the F -algebraic group Spin(q) are given by

Spin(q)(F ) = Spin(q) = {c ∈ C0(V, q)
× | cV c−1 ⊂ V and cσ(c) = 1},

see for example [KMRT98, §35.C]. For any element c ∈ Spin(q) the linear map
x 7→ cxc−1, x ∈ V, is a proper similitude of (V, q). Thus there exists a morphism
of algebraic groups π : Spin(q) → PGO+(q). In the next proposition we
collect known results about the algebraic groups Spin(q) and PGO+(q), see
for example [KMRT98, 26.A].

Proposition 4.2. Let (V, q) be a quadratic space and let dim V = 2n with
n ≡ 0 (mod 2).
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(i) The algebraic group Spin(q) is simple, simply connected of type Dn and
its center is isomorphic to µ

2
2 = µ2 × µ2, with µ2(F ) = {±1}.

(ii) The algebraic group PGO+(q) is simple, adjoint of type Dn.

(iii) The sequence of algebraic groups

1 → µ
2
2 → Spin(q)

π
→ PGO+(q) → 1

is exact.

Following [KMRT98, §35.B] or [CKT12, §4] we next recall how trialitarian
automorphisms can be generated with the help of symmetric compositions,
which we define next, following [KMRT98, §34] or3 [CKT12, §3].

Definition 4.3. A symmetric composition on a nonsingular quadratic space
(S, n) is a bilinear map ⋆ : S × S → S such that for all x, y, z ∈ S

(i) n(x ⋆ y) = n(x)n(y),

(ii) bn(x ⋆ y, z) = bn(x, y ⋆ z),

(iii) x ⋆ (y ⋆ x) = n(x)y = (x ⋆ y) ⋆ x.

If ⋆ is a symmetric composition on (S, n), the triple (S, ⋆, n) is called a sym-
metric composition algebra. The composition ⋆ is its multiplication.

Symmetric composition algebras exist in dimension 2, 4, and 8. Their norms
are Pfister forms. From now on, we restrict to dimension 8.

Theorem 4.4. Let (S, ⋆, n) be an 8-dimensional symmetric composition alge-
bra. Let f be a similitude of n with multiplier µ(f).

(i) If f is proper there exist proper similitudes f1, f2 of n such that for all
x, y ∈ S

µ(f)−1f(x ⋆ y) = f2(x) ⋆ f1(y)
µ(f1)

−1f1(x ⋆ y) = f(x) ⋆ f2(y)
µ(f2)

−1f2(x ⋆ y) = f1(x) ⋆ f(y).

(ii) If f is improper there exist improper similitudes f1, f2 of n such that
for all x, y ∈ S

µ(f)−1f(x ⋆ y) = f2(y) ⋆ f1(x)
µ(f1)

−1f1(x ⋆ y) = f(y) ⋆ f2(x)
µ(f2)

−1f2(x ⋆ y) = f1(y) ⋆ f(x).

The pair (f1, f2) is determined by f up to a factor (µ, µ−1), µ ∈ F×, and we
have µ(f)µ(f1)µ(f2) = 1. Furthermore any of the three formulas in (i) (resp.
(ii)) implies the two others.

For a proof, see [KMRT98, (35.4)] or [CKT12, Th. 4.5].

3The symmetric compositions considered in [CKT12] are slightly more general; the ones
we use here are referred to as normalized in [CKT12].
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In view of Theorem 4.4, the elements [f1], [f2] in PGO+(n)(F ) are uniquely
determined by [f ]. Thus they give rise to well-defined maps

ρ⋆ : PGO+(n)(F ) → PGO+(n)(F ), [f ] 7→ [f2],
ρ̂⋆ : PGO+(n)(F ) → PGO+(n)(F ), [f ] 7→ [f1]

Theorem 4.5. The mappings ρ⋆ and ρ̂⋆ are outer automorphisms over F of
order 3 of PGO+(n), and ρ̂⋆ = ρ2⋆.

Proof. See [KMRT98, (35.6)]. �

The algebraic group Spin(n) can be described with the help of a symmetric
composition ⋆ on (S, n):

Proposition 4.6. Let (S, ⋆, n) be a symmetric composition algebra with
norm n. Then

Spin(n)(F ) = {(f, f1, f2) | fi ∈ O+(n)(F ), f(x ⋆ y) = f2(x) ⋆ f1(y), x, y ∈ S}.

Moreover any of the three relations

f(x ⋆ y) = f2(x) ⋆ f1(y)
f1(x ⋆ y) = f(x) ⋆ f2(y)
f2(x ⋆ y) = f1(x) ⋆ f(y)

implies the two others.

Proof. See [KMRT98, (35.2)] for a proof in characteristic different from 2 and
[KT13] for a proof in any characteristic. �

We have an obvious trialitarian automorphism ρ⋆ of Spin(n):

ρ⋆ : (f, f1, f2) 7→ (f2, f, f1)

and properties similar to those for PGO+(n) hold.

Viewing µ
2
2 as kernel of the multiplication map

p : µ3
2 → µ2, p(ε1, ε2, ε3) = ε1ε2ε3,

we get a natural A3-action on the center µ
2
2 of Spin(n), compatible with the

trialitarian action on Spin(n) and the sequence

1 → µ
2
2 → Spin(n) → PGO+(n) → 1

is A3-equivariant (see [KMRT98, (35.13)]). Here A3 ⊂ S3 is the subgroup of
even permutations. In particular the trialitarian action on Spin(n) is a lift of
the trialitarian action on PGO+(n).

Isomorphisms of symmetric compositions are defined in the obvious way. The
trialitarian automorphisms associated to isomorphic symmetric compositions
are conjugate; more precisely, we have:

Lemma 4.7. Let φ : (S, ⋄, n) ∼−→ (S, ⋆, n) be an isomorphism of symmetric com-
position algebras. Then

ρ⋆ = Int(φ) ◦ ρ⋄ ◦ Int(φ)
−1.
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Proof. See [CKT12, Proposition 6.1]. �

The main result of [CKT12] is the following:

Theorem 4.8. Let (S, n) be a 3-Pfister quadratic space over a field F . The
assignment ⋆ 7→ ρ⋆ defines a one-to-one correspondence between isomorphism
classes of symmetric compositions on (S, n) and conjugacy classes over F of
trialitarian automorphisms of PGO+(n) defined over F .

Proof. This follows from Theorems 5.8 and 6.4 of [CKT12]. �

Automorphisms of order 3 of a given symmetric composition lead to new sym-
metric compositions by “twisting”:

Proposition 4.9. Let (S, ⋆, n) be a symmetric composition algebra and let φ
be an automorphism of order 3 of (S, ⋆, n).

(i) The multiplication

(ξ, η) 7→ ξ ⋆φ η = φ(ξ) ⋆ φ2(η), for ξ, η ∈ S

defines a symmetric composition on the quadratic space (S, n).

(ii) ρ⋆φ = Int(φ−1) ◦ ρ⋆.

Proof. See [Pet69] for the first claim and [CKT12, Lemma 5.2] for the second.
�

The symmetric composition ⋆φ is called the (Petersson) twist of ⋆.

5. Zorn matrices

In this section we use Zorn’s nice description of the split octonion algebra in
[Zor30] to give two examples of 8-dimensional symmetric compositions. The
associated trialitarian automorphisms play a fundamental rôle in this work.
The Zorn matrix algebra is defined as follows. Let • be the usual scalar product
on the 3-dimensional space F 3 and let × the vector product: for vectors ~a =

(a1, a2, a3) and ~b = (b1, b2, b3) ∈ F 3, we have ~a •~b = a1b1 + a2b2 + a3b3 and

~a ×~b = (a2b3 − a3b2, a3b1 − a1b3, a1b2 − a2b1). The Zorn algebra is the set of
matrices

C =

{(
α ~a
~b β

)∣∣∣∣α, β ∈ F, ~a,~b ∈ F 3

}

with the product

(5.1)

(
α ~a
~b β

)
·

(
γ ~c
~d δ

)
=

(
αγ + ~a • ~d α~c+ δ~a−~b× ~d

γ~b+ β~d+ ~a× ~c βδ +~b • ~c

)
,

the norm

n

(
α ~a
~b β

)
= αβ − ~a •~b,

and the conjugation (
α ~a
~b β

)
=

(
β −~a

−~b α

)
,
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which is such that ξ · ξ = ξ · ξ = n(ξ) for all ξ ∈ C (see4 [Zor30, p. 144]). The

element 1 =

(
1 ~0
~0 1

)
is an identity element for the product. One checks that

the norm is multiplicative:

(5.2) n(ξ · η) = n(ξ)n(η) for all ξ, η in C.

Thus (C, ·, n) is an 8-dimensional composition algebra with identity. Since the
norm n is obviously a hyperbolic form, (C, ·, n) is a split octonion algebra.

Let {~a1,~a2,~a3} be the standard basis of F 3. The elements
(5.3)

e1 =

(
1 ~0
~0 0

)
, f1 =

(
0 ~0
~0 1

)
, ui =

(
0 −~ai
~0 0

)
, vi =

(
0 ~0
~ai 0

)
, i = 1, 2, 3,

form a hyperbolic basis, called the canonical basis of the Zorn algebra (C, ·, n).
We have

e1 = f1, and ui = −ui, vi = −vi for i = 1, 2, 3.

Next we associate to (C, ·, n) a symmetric composition. More generally, let
(H, ·, n) be a Hurwitz algebra (i.e., a quadratic algebra, a quaternion algebra
or an octonion algebra) with conjugation x 7→ x, x ∈ H .

Lemma 5.4. Setting x ⋄ y = x · y we get a symmetric composition (H, ⋄, n).

Proof. See for example [KMRT98, §34A]. �

We call (H, ⋄, n) the para-Hurwitz algebra (resp. para-quadratic, para-
quaternion or para-octonion algebra) associated with H . Applying the same
construction to the Zorn algebra, we obtain the para-Zorn algebra with multi-
plication

(5.5)

(
α ~a
~b β

)
⋄

(
γ ~c
~d δ

)
=

(
βδ + ~a • ~d −β~c− γ~a−~b× ~d

−δ~b− α~d+ ~a× ~c αγ +~b • ~c

)
.

As we shall see in Remark 8.11 the trialitarian automorphism associated to the
para-Zorn algebra is conjugate to the graph automorphism described in the
introduction.

The group GL3 acts on the vector space C of Zorn matrices by

(5.6) sg

(
α ~a
~b β

)
=

(
α g(~a)

g♯(~b) β

)
,

where g ∈ GL3(F ) and g
♯ = (g−1)t.

Proposition 5.7. (i) The mappings sg for g ∈ SL3(F ) are automor-
phisms of the para-Zorn algebra (C, ⋄, n).

(ii) The mappings sg for g ∈ GL3(F ) are isometries of (C, n).

4Zorn’s definition is different, but isomorphic under the map
(α ~a
~b β

)

7→

(α −~a
~b β

)

.
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Proof. Let g ∈ GL3(F ). For ~x, ~y ∈ F 3 we have g(~x) • ~y = ~x • gt(~y), hence

(5.8) g(~x) • g♯(~y) = ~x • ~y.

This readily implies (ii). To prove (i), observe that ~x × ~y is characterized by
the condition that for all ~z ∈ F 3

[(~x× ~y) • ~z]~a1 ∧ ~a2 ∧ ~a3 = ~x ∧ ~y ∧ ~z in
∧3

F 3.

For all ~x, ~y, ~z ∈ F 3 we have

(det g) ~x ∧ ~y ∧ ~z = g(~x) ∧ g(~y) ∧ g(~z),

hence

(det g) (~x× ~y) • ~z =
(
g(~x)× g(~y)

)
• g(~z) = gt

(
g(~x)× g(~y)

)
• ~z.

Since these equations hold for all ~z ∈ F 3 it follows that

(det g) ~x× ~y = gt
(
g(~x)× g(~y)

)
for all ~x, ~y ∈ F 3,

hence

(5.9) (det g) g♯(~x× ~y) = g(~x)× g(~y) for all ~x, ~y ∈ F 3.

A straightforward computation then yields (i). �

Let π be the cyclic permutation of the standard basis vectors π : ~a1 7→ ~a2 7→
~a3 7→ ~a1, extended by linearity to F 3, i.e.,

(5.10) π =



0 0 1
1 0 0
0 1 0


 ∈ SL3(F ).

The symmetric composition algebra (C, ⋄sπ , n) obtained by twisting the para-
Zorn algebra (C, ⋄, n) with the automorphism sπ is called the split Okubo alge-
bra5. We let △ denote its multiplication. Thus

(
α ~a
~b β

)
△

(
γ ~c
~d δ

)
=

(
βδ + π(~a) • π2(~d) −βπ2(~c)− γπ(~a)− π(~b)× π2(~d)

−δπ(~b)− απ2(~d) + π(~a)× π2(~c) αγ + π(~b) • π2(~c)

)
.

The multiplication table of △ with respect to the canonical basis (5.3) is

5Okubo ([Oku78]) gave a different description of this algebra, valid over fields of charac-
teristic not 3, see also Proposition 8.5 in this paper.
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(5.11)

△ e1 f1 u1 v1 u2 v2 u3 v3
e1 f1 0 0 −v3 0 −v1 0 −v2
f1 0 e1 −u3 0 −u1 0 −u2 0
u1 −u2 0 v1 0 −v3 0 0 −e1
v1 0 −v2 0 u1 0 −u3 −f1 0
u2 −u3 0 0 −e1 v2 0 −v1 0
v2 0 −v3 −f1 0 0 u2 0 −u1
u3 −u1 0 −v2 0 0 −e1 v3 0
v3 0 −v1 0 −u2 −f1 0 0 u3

If the field F contains a primitive cube root ω of 1 (so that in particu-
lar F has characteristic different from 3), there is another way to twist the
multiplication of the para-Zorn algebra to get the split Okubo algebra: let
ω = Diag(1, ω, ω2) ∈ SL3(F ) and let sω be the corresponding automorphism
of (C, ⋄, n), see Proposition 5.7. We may then consider the Petersson twist
H = ⋄sω . The next lemma shows that the symmetric composition H is isomor-
phic to △.

Lemma 5.12. Let

g =
ω − ω2

3




1 1 1
−1 −ω −ω2

1 ω2 ω


 ∈ SL3(F ).

The isometry sg of (C, n) is an isomorphism of symmetric compositions △
∼
→ H.

Proof. The matrix g satisfies ωg = gπ, hence also ω♯g♯ = g♯π♯ = g♯π. The
lemma is then verified by straightforward computations, using the identities
(5.8), (5.9). �

By contrast, the para-Zorn multiplication ⋄ and the split Okubo multiplica-
tion △ are not isomorphic, even if the base field F is algebraically closed. This
can be seen directly because the para-Zorn algebra contains a para-unit (see
Definition 9.1 below), whereas the split Okubo algebra does not.

6. A maximal torus for PGO+
8 and Spin8

Let G denote one of the algebraic groups PGO+
8 or Spin8. In view of Theo-

rem 3.6, to classify trialitarian automorphisms over a separably closed field, we
may fix a maximal torus T and consider only trialitarian automorphisms of G
which leave T invariant. We now describe a special maximal split torus which
is invariant under the trialitarian automorphisms associated to the para-Zorn
algebra (C, ⋄, n) and the split Okubo algebra (C,△, n).
Consider the following torus

(6.1) T0 = G5
m = G2

m×Diag3
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where Diag3 is the torus of diagonal matrices in GL3. The torus T0 acts by
similitudes on the quadratic space (C, n) of Zorn matrices as follows:

(6.2) (λ, µ, t) ⊛

(
α ~a
~b β

)
=

(
λα λµt−1~a

t~b µβ

)
.

The group T0 is a maximal torus of GO+
8 (= GO+(n)), and Gm diagonally

embedded into T0 is the center of GO+
8 . Thus T0/Gm is a maximal torus of

PGO+
8 , which we denote by T . For (λ, µ, t) ∈ T0(F ), we write [λ, µ, t] for

[(λ, µ, t)] ∈ T (F ). We compute the action on T of the trialitarian automor-
phism ρ⋄ associated to the para-Zorn algebra (C, ⋄, n):

Lemma 6.3. Let (λ, µ, t) ∈ T0(F ). If λ′, µ′, λ′′, µ′′ ∈ F× are such that

(6.4) µ′µ′′ = λ, λ′λ′′ = µ, and λ′µ′′ = (det t)(λµ)−1,

then for ξ, η ∈ C, we have

(λ, µ, t) ⊛ (ξ ⋄ η) =
(
(λ′, µ′, µ′′−1

t)⊛ ξ
)
⋄
(
(λ′′, µ′′, λ′

−1
t)⊛ η

)
;

hence

ρ⋄[λ, µ, t] = [λ′, µ′, µ′′−1
t] and ρ2⋄[λ, µ, t] = [λ′′, µ′′, λ′

−1
t].

The lemma is verified by a straightforward computation. It shows that the
torus T is invariant under ρ⋄, provided a solution to (6.4) exists for all (λ, µ, t) ∈
T0(F ). This is indeed the case:

Proposition 6.5. For (λ, µ, t) ∈ T0(F ),

ρ⋄[λ, µ, t] = [det t, λ2µ, λµt] = [(λµ)−1 det t, λ, t]

and

ρ2⋄[λ, µ, t] = [µ(det t)−1, (λµ)−1, (det t)−1t] = [µ, (λµ)−1 det t, t].

Proof. Check that the equations (6.4) have the following solution:

λ′ = det t, µ′ = λ2µ, λ′′ = µ(det t)−1, µ′′ = (λµ)−1.

�

We next show that the torus T is also stable under the trialitarian automor-
phism ρ△ associated to the split Okubo algebra (C,△). We recall that the
multiplication △ is the Petersson twist ⋄sπ of the multiplication ⋄ by the auto-
morphism sπ of the para-Zorn algebra.

Proposition 6.6. For (λ, µ, t) ∈ T0(F ) we have

s−1
π ◦ (λ, µ, t) ◦ sπ = (λ, µ, π−1tπ),

and

ρ△[λ, µ, t] = [(λµ)−1 det t, λ, π−1tπ], ρ2
△
[λ, µ, t] = [µ, (λµ)−1 det t, π−2tπ2].

Proof. The first equation is easily checked by direct computation. The others
follow from Proposition 4.9 and Proposition 6.5. �
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For the algebraic group Spin8 we consider the torus

T ′
0 = G4

m = Gm×Diag3

as a subtorus of the torus T0 defined in (6.1) through the embedding (λ, t) 7→
(λ, λ−1, t). The torus T ′

0 is a maximal torus ofO+
8 through the action ⊛ defined

in (6.2). The spinor norm of the element (λ, t) is the class of λdet t in F×/F×2
.

Thus (λ, t) lifts to an element in Spin8(F ) if and only if the product λdet t is
a square in F . By Lemma 6.3, the equation

(λ, t)⊛ (ξ ⋄ η) =
(
(λ′, t′)⊛ ξ

)
⋄
(
(λ′′, t′′)⊛ η

)

holds for all ξ, η ∈ C if

(6.7) λλ′λ′′ = 1, t′ = λ′′t, t′′ = λ′−1t, and λ′λ′′
−1

= det t.

These equations imply

(6.8) λ′2 = λ−1 det t and λ′′2 = (λdet t)−1.

Thus the set of triples
(
(λ, t), (λ′, t′), (λ′′, t′′)

)
satisfying the above conditions

is a maximal torus T̃ in Spin8.

For the twisted composition △ we have

(6.9) λλ′λ′′ = 1, t′ = λ′′π−1tπ, t′′ = λ′−1π−2tπ2, and λ′λ′′
−1

= det t

instead of (6.7).

The natural coverings T̃ → T ′
0 and T ′

0 → T give natural embeddings of the

character groups X(T ) →֒ X(T ′
0) →֒ X(T̃ ). Letting t = Diag(t1, t2, t3), we

define characters ε1, . . . , ε4 of T ′
0 generating X(T ′

0) by

ε1 : (λ, t) 7→ t1, ε2 : (λ, t) 7→ t−1
2 , ε3 : (λ, t) 7→ t−1

3 , and ε4 : (λ, t) 7→ λ.

View each εi as a character of T̃ through the embedding X(T ′
0) →֒ X(T̃ ). Using

additive notation, it follows from (6.8) that

(6.10)

ρ⋄(ε1) = 1
2 (ε1 + ε2 + ε3 − ε4)

ρ⋄(ε2) = 1
2 (ε1 + ε2 − ε3 + ε4)

ρ⋄(ε3) = 1
2 (ε1 − ε2 + ε3 + ε4)

ρ⋄(ε4) = 1
2 (ε1 − ε2 − ε3 − ε4).

Formulas (6.10) imply that the action of ρ⋄ on the vector space R4 = X(T̃ )⊗Z

R = X(T ′
0)⊗Z R = X(T )⊗Z R is given by the matrix

R⋄ =
1

2




1 1 1 1
1 1 −1 −1
1 −1 1 −1
−1 1 1 −1


 .
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In view of (6.9) the action of ρ△ is given by

R△ =
1

2




−1 −1 1 1
1 −1 1 −1
−1 −1 −1 −1
−1 1 1 −1


 .

Recall from [Bou81] that the simple roots of Spin8 are

α1 = ε1 − ε2, α2 = ε2 − ε3, α3 = ε3 − ε4, and α4 = ε3 + ε4.

Let also α̃ = α1 + 2α2 + α3 + α4 be the highest root.

Corollary 6.11. The action of ρ⋄ on X(T̃ ) permutes the simple roots as
follows:

ρ⋄ : α1 7→ α3, α3 7→ α4, α4 7→ α1, α2 7→ α2.

The action of ρ△ is given by

α1 7→ α3 + α2, α3 7→ α4 + α2, α4 7→ α1 + α2, α2 7→ −α̃.

Proof. This is readily verified by computation using the matrices R⋄ and R△.
�

Remark 6.12. Viewing the Weyl group W of Spin8 as the subgroup of the
real orthogonal group O4(R) generated by the reflections with respect to the
roots α1, α2, α3, α4, we conclude from the above discussion that the triali-
tarian automorphism ρ⋄ (resp. ρ△) of W induced by ρ⋄ (resp. ρ△) is given by
conjugation in O4(R) by the matrix R⋄ (resp. R△). In particular the action ρ
induced by the graph automorphism ρ (see the introduction) is the same as ρ⋄.

7. Trialitarian automorphisms of PGO+
8

In this section we show that every trialitarian automorphism of6 PGO+
8 over

an algebraically closed field is conjugate to either ρ⋄ or ρ△, which we call the
standard trialitarian automorphisms.
We denote by Aut(PGO+

8 ⊃T ) the subgroup of Aut(PGO+
8 ) consisting of

automorphisms which map the maximal split torus T introduced in Section 6
to itself. It follows from Theorem 3.6 that every trialitarian automorphism
of PGO+

8 is conjugate over a separable closure to an automorphism which
belongs to Aut(PGO+

8 ⊃T ). Let N0 ⊂ GO+
8 be the normalizer of the torus T0

(see (6.1)) and let N = N0/Gm ⊂ PGO+
8 . Let further

W = N0/T0 = N/T

be the Weyl group of PGO+
8 . For α ∈ Aut(PGO+

8 ⊃T )(F ), we have obviously
α(N) = N , hence α induces an automorphism α ∈ Aut(W ) defined by

α
(
[g] · T

)
= α

(
[g]
)
· T for g ∈ N0.

In particular, for g ∈ N0(F ), we have Int
(
[g]
)
∈ Aut(PGO+

8 ⊃T )(F ), and

Int
(
[g]
)
= Int(gT0).

6We could as well have discussed the case of Spin
8
.
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By Proposition 3.9, ρ⋄ and ρ△ are outer automorphisms of order 3 of W .

Proposition 7.1. Every outer automorphism of order 3 of W is conjugate in
Aut(W ) to exactly one of ρ⋄ or ρ△ ∈ Aut(W ).

Proof. This is well-known; see for instance [KT10, Proposition 5.8] or [KT12,
Theorem 5.11]. �

Proposition 7.2. Let F be an arbitrary field and φ ∈ Aut(PGO+
8 )(F ) be

a trialitarian automorphism which admits an invariant maximal split torus
over F . Then φ is conjugate in Aut(PGO+

8 )(F ) to an automorphism β ∈

Aut(PGO+
8 ⊃T )(F ) such that β = ρ⋄ or ρ△.

Proof. Two maximal split tori in PGO+
8 are conjugate over F . Thus φ is

conjugate to a trialitarian automorphism β ∈ Aut(PGO+
8 ⊃T )(F ). Its image

β ∈ Aut(W ) is well defined and is also trialitarian. Note that N(F ) → W is
surjective (because T is split) and therefore so is N(F ) ⋊S3 → Aut(W ). By
Proposition 7.1, one can find g ∈ N(F )⋊S3 ⊂ Aut(PGO+

8 )(F ) such that

β = Int(gT ) ◦ ρ⋄ ◦ Int(gT )
−1 or β = Int(gT ) ◦ ρ△ ◦ Int(gT )−1.

Let β0 = Int
(
[g]
)−1

◦ β ◦ Int
(
[g]
)
. Then β0 is conjugate to β, and β0 = ρ⋄

or ρ△. �

From now on we only consider automorphisms β ∈ Aut(PGO+
8 ⊃T )(F ) such

that β = ρ⋄ or ρ△.

Proposition 7.3. Let β ∈ Aut(PGO+
8 ⊃T )(F ) be a trialitarian automor-

phism such that β = ρ△. There exists an extension F̃ = F (ξ, η) of F , with

ξ3 ∈ F× and η3 ∈ F×, such that β and ρ△ are conjugate in Aut(PGO+
8 )(F̃ ).

Proof. Since β = ρ△, we have βρ−1
△

= 1W , thus by Proposition 3.9 we have
β = Int

(
[λ, µ, t]

)
◦ ρ△ for some (λ, µ, t) ∈ T0(F ). Let t = Diag(t1, t2, t3).

In an algebraic closure of F , choose ξ such that ξ3 = det t and η such that

η3 = λ−1µt1t
2
3, and let F̃ = F (ξ, η). Let also

u = Diag(t3, ξ
2t−1

2 , ξ) ∈ Diag3(F̃ ).

Consider [η, µ−1ξη,u] ∈ T (F̃ ). By Proposition 6.6 we have

ρ△[η, µ
−1ξη,u] = [(µ−1ξη2)−1 detu, η, π−1uπ].

On the other hand,

[η, µ−1ξη,u] · [λ, µ, t] = [λη, ξη,ut],

and computation shows that

ξ(µ−1ξη2)−1 detu = λη and ξ(π−1uπ) = ut.

Therefore, we have

[η, µ−1ξη,u] · [λ, µ, t] · ρ△[η, µ
−1ξη,u]−1 = 1 in PGO+

8 (F̃ ),
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hence, letting τ = Int
(
[η, µ−1ξη,u]

)
,

τ ◦
(
Int
(
[λ, µ, t]

)
◦ ρ△

)
◦ τ−1 = ρ△.

Since β = Int
(
[λ, µ, t]

)
◦ ρ△, this shows that β and ρ△ are conjugate. �

We next consider the case where β = ρ⋄.

Proposition 7.4. Let β ∈ Aut(PGO+
8 ⊃T )(F ) be such that β = ρ⋄ and

β3 = 1. If F does not contain any ω 6= 1 such that ω3 = 1 (in particular if
F has characteristic 3), then β is conjugate in Aut(PGO+

8 )(F ) to ρ⋄. If F
contains an element ω 6= 1 such that ω3 = 1, then β is conjugate to ρ⋄ or to ρ△.

Proof. As in Proposition 7.3, we may assume that β = Int
(
[λ, µ, t]

)
◦ ρ⋄ for

some (λ, µ, t) ∈ T (F ). Since β3 = 1, we must have

Int
(
[λ, µ, t] · ρ⋄[λ, µ, t] · ρ

2
⋄[λ, µ, t]

)
= 1,

hence
[λ, µ, t] · ρ⋄[λ, µ, t] · ρ

2
⋄[λ, µ, t] = 1 in PGO+

8 (F ).

By Proposition 6.5, we have

[λ, µ, t] · ρ⋄[λ, µ, t] · ρ
2
⋄[λ, µ, t] = [det t, det t, t3].

Therefore, letting t = Diag(t1, t2, t3), we see that the condition β3 = 1 implies

t31 = t32 = t33 = t1t2t3.

Let ω = t2t
−1
1 . We then have ω3 = 1 and t3 = ω2t1, hence t = t1w where

w = Diag(1, ω, ω2). For u = Diag(λ, µ, µ), computations using Proposition 6.5
show that

[µ, t1,u] · [λ, µ, t1w] · ρ⋄[µ, t1,u]
−1 = [t1, t1, t1w] = [1, 1,w].

Therefore, letting σ = Int
(
[µ, t1,u]

)
we have

(7.5) σ ◦
(
Int
(
[λ, µ, t1w]

)
◦ ρ⋄

)
◦ σ−1 = Int

(
[1, 1,w]

)
◦ ρ⋄.

If ω = 1, then w = 1, and (7.5) shows that β is conjugate to ρ⋄. If ω 6= 1,
observe that (1, 1,w) ∈ T0(F ) acts on the quadratic space of Zorn matrices as
the automorphism s−1

w
of (5.6): we have

[1, 1,w]⊛ ξ = s−1
w

(ξ) for all ξ ∈ C.

Therefore, for the Petersson twist H = ⋄sw we have Int
(
[1, 1,w]

)
◦ ρ⋄ = ρH by

Proposition 4.9(ii), and (7.5) shows that β is conjugate to ρH. But we saw in
Lemma 5.12 that H is isomorphic to △, hence by Lemma 4.7 the trialitarian
automorphisms ρH and ρ△ are conjugate. Therefore, β is conjugate to ρ△. �

We get to the main result:

Theorem 7.6. Let n be a 3-Pfister form over a field F , let G be either
PGO+(n) or Spin(n) and let φ ∈ Aut(G)(F ) be any trialitarian automor-

phism. There is a finite field extension F̃ of F splitting G and such that φ

is conjugate over F̃ to one of the two standard trialitarian automorphisms of
PGO+

8 or Spin8.
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Proof. After enlarging F to split G, the claim follows from Proposi-
tions 7.2, 7.3, 7.4 and Theorem 3.6. �

Thus there are two types of trialitarian automorphisms of PGO+(n) or
Spin(n). We call those conjugate over a field extension of F to ρ⋄ of octo-
nion type and the others of Okubo type. Using the correspondence between
trialitarian automorphisms and symmetric compositions in Theorem 4.8, we
readily derive the classification of 8-dimensional symmetric composition alge-
bras, first established by Petersson [Pet69, Satz 2.7] over fields of characteristic
different from 2 and 3, and by Elduque-Pérez [EP96] over arbitrary fields:

Theorem 7.7. (i) Let F be an algebraically closed field. The para-Zorn al-
gebra (C, ⋄, n) and the split Okubo algebra (C,△, n) are non-isomorphic
symmetric composition algebras.

(ii) For every 8-dimensional symmetric composition algebra (S, ⋆, n) over

an arbitrary field F there is a finite field extension F̃ of F such that

(S, ⋆, n)⊗F F̃ is either isomorphic to the para-Zorn algebra or to the

split Okubo algebra over F̃ .

It follows from Theorem 7.7 that symmetric composition algebras of dimen-
sion 8 over an arbitrary base field can be divided into two types, according to
their isomorphism class over an algebraic closure. Those that after scalar ex-
tension are isomorphic to the split Okubo algebra are called Okubo algebras. As
we shall see in Theorem 8.2, those that after scalar extension are isomorphic to
the para-Zorn algebra are the para-octonion algebras defined after Lemma 5.4.
Thus:

Corollary 7.8. Symmetric composition algebras of dimension 8 are either
para-octonion algebras or Okubo algebras.

8. Automorphisms of symmetric compositions

Let (S, ⋆, n) be a symmetric composition algebra of dimension 8 with associated
trialitarian automorphism ρ⋆. We let Aut(⋆) or Aut(S, ⋆, n) denote the F -
algebraic group of automorphisms of ⋆, whose group of F -rational points Aut(⋆)
consists of the automorphisms f : ⋆→ ⋆. This group is related to ρ⋆ as follows:

Proposition 8.1. The canonical map GO+(n) → PGO+(n) induces an iso-
morphism from Aut(⋆) to the subgroup PGO+(n)ρ⋆ of PGO+(n) fixed under
the trialitarian automorphism ρ⋆.

Proof. See [CKT12, Theorem 6.6]. �

In view of Theorem 7.6 we have two types of subgroups fixed under trialitar-
ian automorphisms, those which are automorphism groups of para-octonions
algebras and those which are automorphism groups of Okubo algebras.

We next determine the type of the algebraic group Aut(⋆), and show that this
group determines the composition ⋆ up to isomorphism or anti-isomorphism.

Documenta Mathematica 18 (2013) 413–468



Algebraic Groups of Type D4 and Triality 435

Type I: Para-octonion algebras. Let (C, ·, n) be an octonion algebra over
an arbitrary field F , and let ⋄ be the corresponding para-octonion multiplica-
tion on (C, n) (see Lemma 5.4).

Theorem 8.2. (i) The octonion algebra (C, ·, n) and the para-octonion al-
gebra (C, ⋄, n) have the same groups of automorphisms.

(ii) Forms of para-octonion algebras are para-octonion algebras.

(iii) The group of automorphisms of any para-octonion algebra is an alge-
braic group of type G2.

Proof. The equality Aut(⋄) = Aut(·) is proved in [KMRT98, (34.4)]. Claim
(i) and (ii) now follow from the fact that algebraic groups of type G2 are the
automorphism groups of octonion algebras (see i.a. [SV00, §2.3]). �

We collect more related known results in the next proposition. Sketches of
proofs are given for completeness.

Proposition 8.3. Let (C, ·, n) and (C′, ·′, n′) be octonion algebras, and let ⋄
resp. ⋄′ be the corresponding para-octonion multiplications. The following prop-
erties are equivalent:

(i) (C, ·, n) and (C′, ·′, n′) are isomorphic.

(ii) (C, ⋄, n) and (C′, ⋄′, n′) are isomorphic.

(iii) The norms n and n′ are isometric.

(iv) The algebraic groups Aut(·) and Aut(·′) are isomorphic.

(v) The algebraic groups Aut(⋄) and Aut(⋄′) are isomorphic.

(vi) The algebraic groups PGO+(n) and PGO+(n′) are isomorphic.

Proof. The equivalence of (i) and (ii) is proved in [KMRT98, (34.4)] and the
equivalence of (i) and (iii) is for example in [KMRT98, (33.19)] or [SV00, §1.7].
Claims (i) =⇒ (iv), (ii) =⇒ (v), and (iii) =⇒ (vi) are clear, and the equivalence

of (iv) and (v) is Theorem 8.2. If Aut(·)
∼
−→ Aut(·′), then Aut(·)(F )

∼
−→

Aut(·′)(F ) and (i) follows by [vdBS59, (2.3)]. The implication (iv) =⇒ (i)
can also be obtained by a cohomological argument. Let G = Aut(·) and let
G′ = Aut(·′). Forms of (C, ·, n) are classified by H1(F,G) and forms of G by
H1
(
F,Aut(G)

)
, for étale or fppf-cohomology. The algebra (C′, ·′, n′), being a

form of (C, ·, n), gives a cohomology class [ξ] ∈ H1(F,G) and G′ is the twisted

group ξG. If G′ ∼
−→ G, then the image of ξ in H1

(
F,Aut(G)

)
under the map

H1(F,G) → H1
(
F,Aut(G)

)
induced by inner conjugation ι : G → Aut(G) is

trivial. However the map ι is an isomorphism for groups of type G2. Thus [ξ]

is trivial and (C, ·, n)
∼
−→ (C′, ·′, n′). The implication (vi) =⇒ (iii) can also be

obtained by a similar cohomological argument. Namely, let [ξ] ∈ H1
(
F,Aut(·)

)

correspond to (C′, ·′, n′) and assume that its image in H1(F,Aut
(
PGO+(n))

)

is trivial. First we recall that Aut(·) is a subgroup of GO+(n) and that similar
Pfister forms are isomorphic. Thus it suffices to consider the norm forms n
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and n′ up to similarity and we are reduced to show that the image of [ξ] in
H1
(
F,GO+(n)

)
is trivial. We next remark that the map H1

(
F,GO+(n)

)
→

H1
(
F,PGO+(n)

)
induced by the projection has trivial kernel. This follows

from the fact that in the exact sequence

H1(F,Gm) → H1
(
F,GO+(n)

)
→ H1

(
F,PGO+(n)

)

induced by

1 → Gm → GO+(n) → PGO+(n) → 1,

the set H1(F,Gm) is trivial by Hilbert 90. Let H = PGO+(n). It re-
mains to verify that H1(F,H) → H1

(
F,Aut(H)

)
has trivial kernel. Since

Aut(H)(F ) = (H ⋊S3)(F ) → S3(F ) = S3 is surjective this follows from the
cohomology sequence

(
H ⋊S3

)
(F ) → S3(F ) → H1(F,H) → H1

(
F,Aut(H)

)

induced by the exact sequence

1 → H → H ⋊S3 → S3 → 1.

Thus, the composition

H1
(
F,Aut(·)

)
→ H1

(
F,GO+(n)

)
→ H1(F,H) → H1

(
F,Aut(H)

)

has trivial kernel and we are done. �

Corollary 8.4. Forms of para-Zorn algebras are para-octonion algebras. In
particular there is up to isomorphism a unique para-octonion algebra with given
3-Pfister form n.

Proof. In view of Proposition 8.3 the classification of para-octonion algebras
is equivalent to the classification of octonion algebras. Thus the claim follows
from the known fact that forms of octonion algebras are octonion algebras. �

For Okubo algebras we treat separately fields of characteristic not 3 and fields
of characteristic 3.

Type II: Okubo algebras in characteristic different from 3. We
distinguish two subtypes IIa and IIb, depending on whether the base field
contains a primitive cube root of unity or not. Suppose first F contains a
primitive cube root of unity ω. Let A be a central simple F -algebra of degree 3.
For the reduced characteristic polynomial of a ∈ A, we use the notation

X3 − Trd(a)X2 + Srd(a)X −Nrd(a) 1,

so Trd is the reduced trace map on A, Srd is the reduced quadratic trace map,
and Nrd is the reduced norm. Let A0 ⊂ A be the kernel of Trd.

Proposition 8.5. Assume that F contains a primitive cube root of unity.
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(i) The multiplication ⋆ on A0 given by

(8.6) x ⋆ y =
yx− ωxy

1− ω
− 1

3 Trd(xy) 1

together with the quadratic form

(8.7) n(x) = − 1
3 Srd(x).

define an Okubo algebra on the quadratic space (A0, n), which is hyper-
bolic.

(ii) The symmetric composition (A0, ⋆, n) and the algebra A have the same
groups of automorphisms.

Proof. See for instance [KMRT98, (34.19), (34.25)] and [KMRT98, (34.35)]. �

If F does not contain a primitive cube root of unity ω, we denote K = F (ω)
the separable quadratic extension generated by ω. Let B be a central simple
K-algebra of degree 3 with a unitary involution τ leaving F fixed and let
Sym(B, τ)0 be the F -vector space of τ -symmetric elements of reduced trace
zero.

Proposition 8.8. Assume that F does not contain a primitive cube root of
unity ω.

(i) The quadratic space (Sym(B, τ)0, n) is a 3-fold Pfister quadratic space
that becomes hyperbolic over K, and the restriction of the product ⋆
and of the norm n of B to Sym(B, τ)0 define a symmetric composition
on this space.

(ii) The symmetric composition
(
(Sym(B, τ)0, ⋆, n

)
and the algebra with

involution (B, τ) have the same groups of automorphisms.

Proof. See [KMRT98, (34.35)]. �

Corollary 8.9. (i) If F contains a primitive cube root of unity ω, Okubo
algebras over F are in functorial bijective correspondence with central
simple algebras over F of degree 3.

(ii) Let K = F (ω) if F does not contain ω. Okubo algebras over F are
in functorial bijective correspondence with central simple algebras of
degree 3 over K, with unitary K/F -involution.

(iii) The group of automorphisms of an Okubo algebra over a field F of
characteristic not 3 is an algebraic group of inner type 1

A2 if F contains
a primitive cube root of unity ω and of outer type 2

A2 if F does not
contain ω. In the latter case it becomes a group of inner type over
F (ω).

Proof. It follows from Proposition 8.5 and Proposition 8.8 that the classification
of Okubo algebras over F is equivalent to the classification of central simple
algebras of degree 3 over F , resp. of central simple algebras of degree 3 over
F (ω). In particular they have isomorphic groups of automorphisms. �
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Proposition 8.10. Two Okubo algebras (S, ⋆, n) and (S′, ⋆′, n′) over a field F
of characteristic not 3 are isomorphic or anti-isomorphic if and only if their
groups of automorphisms Aut(⋆) and Aut(⋆′) are isomorphic.

Proof. In view of Corollary 8.9, the claim follows from the corresponding fact
for central simple algebras, which is certainly known. However, since the only
reference we could find was at the level of Lie algebras ([Jac79, Chap. X, §4]),
we give here a cohomological proof in the spirit of the proof of Proposition 8.3.
Assume that F contains a cube root of unity. Let A and A′ be central simple
F -algebras of degree 3 and let G = Aut(A), G′ = Aut(A′). First assume that
A is split, so that G = PGL3 and Aut(G) = G⋊S2. Let [ξ] ∈ H1(F,G) be a

cocycle defining (S′, ⋆′, n′) or equivalently A′. If G′ ∼
−→ G, the image of [ξ] in

H1
(
F,Aut(G)

)
is trivial. From the exact sequence

G(F ) → Aut(G)(F )
λ
→ S2

ν
→ H1(F,G) → H1

(
F,Aut(G)

)

we conclude that [ξ] lies in the image of ν. But λ is surjective because we are

in the split case, hence [ξ] = 1 and A′ ∼
−→ A. If A is not split, λ is not surjective

and the kernel of H1(F,G) → H1
(
F,Aut(G)

)
consists of two elements. Thus

we have exactly two choices for [ξ], resp. for the algebra A′. On the other
hand we have two candidates, the algebra A and the opposite algebra Aop.
Obviously A and Aop have the same group of automorphisms and they are not
isomorphic: if A

∼
−→ Aop, the class of A in the Brauer group of F would have

order smaller than or equal to 2. But since A is of degree 3 and is not split,
its Brauer class has order 3. A similar argument can be given if F does not
contain a cube root of unity. �

Type III: Okubo algebras in characteristic 3. The algebraic group of
automorphisms of the split Okubo algebra in characteristic 3 is more intricate
than in characteristic different from 3. In particular the group is not smooth.
Its set of F -points was computed in [Eld99, Theorem 7], see also [Tit59, §10]
and [GL83, (9.1)] for the computation of fixed F -points under triality. The
next sections are devoted to the computation of this algebraic group of auto-
morphisms.

Remark 8.11. We conclude this section by verifying that the graph automor-
phism ρ and the trialitarian automorphism ρ⋄ defined through the para-Zorn
algebra (C, ⋄, n) are conjugate in Aut(PGO+

8 )(F ). We know already that the
induced actions on the Weyl group are conjugate (see Remark 6.12). Thus,
by Proposition 7.4 ρ is conjugate to ρ⋄ or to ρ△, the automorphism associated
to the split Okubo algebra. Since the subgroup fixed by ρ is of type G2, while
the fixed subgroup of ρ△ is a simple group of type A2 if the characteristic is
different from 3 (Proposition 8.10), or not smooth if the characteristic is 3
(Section 10), we obtain that ρ is conjugate to ρ⋄.
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9. Idempotents of composition algebras in characteristic 3

For simplicity we assume throughout this section that the base field F has char-
acteristic 3, even if some of the results hold for arbitrary fields. Let (H, ·, n)
be a Hurwitz algebra and let (H, ⋄, n) be the associated para-Hurwitz symmet-
ric composition (see Lemma 5.4). The identity element of (H, ·) also plays a
special role for the associated para-Hurwitz algebra. It is an idempotent (i.e.,
1 ⋄ 1 = 1) and satisfies 1 ⋄ x = x ⋄ 1 = −x for x ∈ H such that bn(1, x) = 0.

Definition 9.1. An idempotent e of a symmetric composition (S, ⋆, n) is called
a para-unit if e ⋆ x = x ⋆ e = −x for x ∈ S such that bn(e, x) = 0.

We recall that a symmetric composition is para-Hurwitz if and only if it admits
a para-unit (see [KMRT98, (34.8)]).

Let now (S, ⋆, n) be an Okubo algebra.

Definition 9.2. We say that an idempotent e of (S, ⋆, n) is quaternionic if e
is the para-unit of a para-quaternion subalgebra of (S, ⋆, n). We say that an
idempotent e of (S, ⋆, n) is quadratic if e is not quaternionic, and e is the
para-unit of a para-quadratic subalgebra of (S, ⋆, n).

We give examples of such elements in the split Okubo algebra (C,△, n), as
described in (5.5) using Zorn matrices:

Lemma 9.3. (i) The Zorn matrix e =

(
1 ~0
~0 1

)
is a quadratic idempotent.

(ii) The Zorn matrix ê =

(
1 −(1, 1, 1)

(1, 1, 1) 1

)
is a quaternionic idempo-

tent.

Proof. (i) The element e is the para-unit of the para-quadratic subalgebra

Q =

{(
α ~0
~0 β

)
| α, β ∈ F

}
.

Moreover e cannot be the para-unit of any para-quaternion subalgebra, as
this would imply that this subalgebra (with nondegenerate norm!) would be
contained in the centralizer of e. But the centralizer Cent(C,△,n)(e) = {x ∈ C |
x △ e = e △ x} of e is the set of Zorn matrices

Z =

{(
α (x, x, x)

(y, y, y) β

)
| α, β, x, y ∈ F

}

and the restriction of the norm to this centralizer is degenerate.
(ii) In the same vein, ê is an idempotent and the set of Zorn matrices

H =

{(
α −(x, y, z)

(x, y, z) α

)
| α, x, y, z ∈ F

}

is a para-quaternion subalgebra with para-unit ê. �
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We next give another construction of an Okubo algebra with a quaternionic
idempotent:

Example 9.4. Let Q = Mat2(F ) be the split quaternion algebra (multiplica-
tion denoted by juxtaposition) with conjugation:

(
a b
c d

)
=

(
d −b
−c a

)
.

The split octonion algebra can be constructed through the Cayley-Dickson
doubling process as C = Q ⊕ Qv, with multiplication, conjugation and norm
given by

(a+ bv) · (c+ dv) = (ac+ db) + (da+ bc)v,

a+ bv = a− bv,

n(a+ bv) = det(a)− det(b).

(9.5)

The element w = ( 1 1
0 1 ) satisfies (w − 1)2 = 0, ww = 1, w = w2 = −1− w, and

the map

(9.6) ϑ : a+ bv 7→ a+ (wb)v, a, b ∈ Q

is an order 3 automorphism of (C, ·). Let ⋆ = ·ϑ be the associated Petersson
twist, i.e.,

(9.7) x ⋆ y = ϑ(x) · ϑ2(y) for x, y ∈ C.

Obviously, e = 1 is an idempotent of the symmetric composition (C, ⋆, n), and
(Q, ⋆, n) is a para-quaternion subalgebra, since the restriction of ϑ to Q is the
identity, with para-unit e. Thus e is also quaternionic.

Lemma 9.8. The symmetric composition algebra (C, ⋆, n) is an Okubo algebra.

Proof. In view of Corollary 7.8 it suffices to show that (C, ⋆, n) is not a para-
octonion algebra. The decomposition C = Q⊕Qv is a Z2-grading of both (C, ·)
and (C, ⋆). Hence the commutative center

K(C, ⋆) = {x ∈ C | x ⋆ y = y ⋆ x, ∀y ∈ C}

is graded: K(C, ⋆) = (K(C, ⋆) ∩ Q) ⊕ (K(C, ⋆) ∩ Qv). If (C, ⋆, n) were a
para-octonion algebra, its commutative center would be one-dimensional and
spanned by a nonzero idempotent. Hence we would haveK(C, ⋆) = K(C, ⋆)∩Q,
and this is contained in the commutative center of the para-quaternion algebra
(Q, ⋆), which is Fe. But e ⋆ v = −w2v while v ⋆ e = −wv. �

Proposition 9.9. If an Okubo algebra (S, ∗, nS) admits a quaternionic idem-
potent f , there is an isomorphism ϕ : (S, ∗, nS) → (C, ⋆, n) such that ϕ(f) = e.
In particular (C, ⋆, n) is isomorphic to the split Okubo algebra, and the unique
Okubo algebra that contains a quaternionic idempotent is, up to isomorphism,
the split Okubo algebra.
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Proof. For the new multiplication

x · y = (f ∗ x) ∗ (y ∗ f),

(S, ·, nS) is a Cayley algebra with unity f , the map

ϑS(x) =
(
f ∗ (f ∗ x)

)
= nS(f, x)f − x ∗ f

is an automorphism of (S, ·) and of (S, ∗), of order 3, such that ∗ = ·ϑS
is the

twist with respect to ϑS (see [KMRT98, (34.9)]). Let P be a para-quaternion
subalgebra of (S, ∗) with para-unit f . Then the restriction of ϑS to P is the
identity. Let z ∈ P⊥ with nS(z) 6= 0, so P⊥ = P · z. Then S = P ⊕ P · z and
ϑS(z) = u · z for some u ∈ P . But then u·3 = 1, so (u − 1)·3 = 0 6= u − 1.
We conclude that (P, ·) is the split quaternion algebra. Then z can be taken
with nS(z) = −1. Moreover, there is an isomorphism (P, ·) → Mat2(F ) that
takes u to the element w in Example 9.4, and this isomorphism extends to a
unique isomorphism ϕ : (S, ·) → (C, ·) such that ϕ(z) = v. Obviously ϕ(f) = e
and ϕϑS = ϑϕ. This last condition implies that ϕ is also an isomorphism
(S, ∗, nS) → (C, ⋆, n). Moreover, since the split Okubo algebra contains a
quaternionic idempotent (see Lemma 9.3), there is a unique Okubo algebra up
to isomorphism containing quaternionic idempotents. �

Our aim now is to prove that the quaternionic idempotent in the split Okubo
algebra is unique. The Okubo algebra (C, ⋆, n) in Example 9.4 is isomorphic to
the split Okubo algebra, since it contains a quaternionic idempotent. Thus we
may use it as a model of the split Okubo algebra. We keep the notation used
in Example 9.4. The subalgebra of (C, ⋆) of elements fixed under the order 3
automorphism ϑ is Q⊕ Iv, where I = {a ∈ Q | wa = a} = {a ∈ Q | (w− 1)a =
0} = (w − 1)Q, because (w − 1)2 = 0. (Note that it is clear that (w − 1)Q is
contained in the subspace of elements of Q annihilated by (w− 1), the equality
holds since both subspaces are proper right ideals of Q, and hence both of them
have dimension 2.) Therefore, the centralizer of e in (C, ⋆, n) is

Cent(C,⋆,n)(e) = {x ∈ C | e ⋆ x = x ⋆ e}

= {x ∈ C | ϑ2(x) = ϑ(x)}

= {x ∈ C | ϑ(x) = x}

= Q⊕ Iv,

(9.10)

and it is a six-dimensional subalgebra of both (C, ·) and (C, ⋆). Note also that
Iv = {x ∈ Cent(C,⋆,n)(e) | bn

(
x,Cent(C,⋆,n)(e)

)
= 0} is precisely the radical of

Cent(C,⋆,n)(e) relative to the polar form of the norm, and (Iv) ⋆ (Iv) = II =

Q(w − 1)2Q = 0, so Iv is a nilpotent ideal of
(
Cent(C,⋆,n)(e), ⋆

)
. Since (Q, ⋆)

is simple, Iv is the largest nilpotent ideal of (Cent(C,⋆,n)(e), ⋆).

Let Z = Cent(C,⋆,n)(e) and let K(Z, ⋆) = {x ∈ Z | x ⋆ y = y ⋆ x, ∀y ∈ Z}.

Lemma 9.11. (i) K(Z, ⋆) = Fe.

(ii) Any subalgebra of (Z, ⋆) of dimension ≥ 4 contains e.
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Proof. Clearly e belongs to K(Z, ⋆). Also (Z, ⋆) is Z2-graded, so

K(Z, ⋆) =
(
K(Z, ⋆) ∩Q

)
⊕
(
K(Z, ⋆) ∩ Iv

)
.

Since (Q, ⋆) is a para-quaternion algebra, its commutative center is spanned
by e, which is its para-unit. On the other hand, for any a ∈ Q and b ∈ I,
a ⋆ (bv) = −a · (bv) = −(ba)v, while (bv) ⋆ a = −(bv) · a = −(ba)v. Hence, if bv
is in K(Z, ⋆), then ba = ba for any a ∈ Q, so b(a − a) = 0 for any a ∈ Q, and
b = 0 since we may find elements a ∈ Q with n(a− a) 6= 0.
For the second part, let Z0 = {x ∈ Z | bn(e, x) = 0}, so Z = Fe⊕Z0. If T is a
subalgebra of (Z, ⋆) and e 6∈ T , then the projection π : T → Z0 is one-to-one,
and hence for any x ∈ π(T ) there is a unique α ∈ F such that αe+x ∈ T . But
(αe + x)⋆2 = (αe − x)·2 = α2e− 2αx+ x·2 = α(αe + x)− n(x)e, so n(x)e ∈ T
for any x ∈ π(T ). Since we are assuming e 6∈ T , π(T ) consists of isotropic
vectors and hence dimT = dimπ(T ) ≤ 3, because dimZ0 = 5 and the rank of
the restriction of n to Z0 is 3. �

Corollary 9.12. If f is a quaternionic idempotent of the split Okubo algebra
(C, ⋆, n), then f ∈ Z.

Proof. We know by Proposition 9.9 and by formulas (9.10) that Z =
Cent(C,⋆,n)(e) and Cent(C,⋆,n)(f) are six-dimensional subalgebras. Hence
Cent(C,⋆,n)(f) ∩ Z has dimension at least 4, so it contains e by Lemma 9.11.
Hence e lies in Cent(C,⋆,n)(f), e ⋆ f = f ⋆ e, and this is equivalent to f ∈ Z. �

Theorem 9.13. The split Okubo algebra contains a unique quaternionic idem-
potent.

Proof. By Corollary 9.12 it suffices to study the nonzero idempotents in the
subalgebra Z of the split Okubo algebra (C, ⋆, n). For a ∈ Q and b ∈ I =
(w − 1)Q, we have

(a+bv)⋆2 = (a−bv)·2 = bn(a, 1)(a−bv)−n(a−bv)1 = bn(a, 1)(a−bv)−n(a)1,

and this is an idempotent if and only if

(9.14) a = bn(a, 1)a− n(a)1, b = −bn(a, 1)b.

Hence a = bn(a, 1)
(
bn(a, 1)1− a

)
− n(a)1, or

(9.15)
(
1 + bn(a, 1)

)
a =

(
bn(a, 1)

2 − n(a)
)
1.

Now, if bn(a, 1) 6= −1 we conclude from (9.14) that a ∈ F1 and b = 0, so
a = 1 = e.
On the other hand, if bn(a, 1) = −1, then we conclude from (9.15) that n(a) = 1
and hence (a− 1)2 = 0. Then we assume from now on that (a− 1)2 = 0.
If b = 0, then either a = 1 = e, or a is conjugate in Q to w = ( 1 1

0 1 ). In this last
case, for x, y ∈ Q, x + yv is in the centralizer of a if and only if so are x and
yv, but x ⋆ a = a ⋆ x if and only if xa = a x, if and only if ax = xa, if and only
if x ∈ F1+Fa. And (yv) · a = a · (yv) if and only if −((wy)v)a = −a((w2y)v),
if and only if wya = w2ya. Since a = a2 = a−1, this is equivalent to ya2 = wy.
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But this equation does not hold for all y ∈ Q, and hence the dimension of
Cent(C,⋆,n)(a) is not 6, and a is not a quaternionic idempotent.
If b 6= 0, we compute again Cent(C,⋆,n)(a+ bv). For x, y ∈ Q,

(x+ yv) ⋆ (a+ bv) = (x− (wy)v) · (a− bv)

= ((x a+ bwy)− (bx+ wya)v,

(a+ bv) ⋆ (x+ yv) = (a− bv) · (x− (w2y)v)

= (a x+ w2yb)− (bx+ w2ya)v.

Hence, x+ yv is in Cent(C,⋆,n)(a+ bv) if and only if

x a+ bwy = ax+ ywb and bx+ wya = bx+ w2ya.

But wb = b, because a+ bv ∈ Z, so bw = w2b = b. Thus, this is equivalent to

(9.16) xa+ by = ax+ yb and bx+ wya = bx+ w2ya.

If a = 1, this gives by = yb, so by ∈ F1. But n(b) = 0, so by = 0, or y ∈ bQ.
Note that I is a minimal right ideal of Q, so bQ = I and y ∈ I. Hence the
centralizer of a + bv is contained in Q + Iv. But then wy = y and we obtain
bx = bx, or b(x−x) = 0. We conclude that Q is not contained in the centralizer
of a + bv, so dimCent(C,⋆,n)(a + bv) is not 6 and a + bv is not a quaternionic
idempotent.
Finally, if a 6= 1 and we take y ∈ bQ = I, we have as before by = 0 = yb, so xa =
a x, and hence x ∈ F1+Fa. If a+bv were a quaternionic element, the dimension
of Cent(C,⋆,n)(a+ bv) would be 6, and hence the dimension of Cent(Z,⋆)(a+ bv)
would be at least 4. Therefore we would have Cent(Z,⋆)(a+bv) = (F1+Fa)+Iv.
But for y ∈ I, yv ∈ Cent(Z,⋆)(a+ bv) if and only if ya = ya because of (9.16), if
and only if y(a−1) = 0. We conclude that I(a−1) = 0, or (w−1)Q(a−1) = 0,
and this is impossible since Q is simple (and hence prime). �

For any Okubo algebra (S, ⋆, n), the cube form g(x) = bn(x, x ⋆ x) plays a key
role (see [EP96, §5], [KMRT98, (36.11)]).

Lemma 9.17 (see [Eld97]). Let (S, ⋆, n) be an Okubo algebra. Then:

(i) The cubic form g is semilinear, i.e. g(αx+ y) = α3g(x) + g(y) for any
α ∈ F and x, y ∈ S.

(ii) For any x ∈ S, we have g(x⋆2) = g(x)2 + n(x)3.

(iii) The set F 3+g(S) is a subfield of F (a purely inseparable field extension
of F 3 of exponent 1).

(iv) The quadratic form n is isotropic (and hence its Witt index is 4).

Theorem 9.18. Let (C,△, n) be the split Okubo algebra represented by Zorn
matrices (see §5), over an algebraically closed field F . Consider the subset

O = {x ∈ C | n(x) = 0, g(x) = 1}.

Then:
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(i) The set O is an irreducible closed subset of C in the Zariski topology.

(ii) For any x ∈ O, e = x + x △ x is an idempotent of (C,△, n) which is
either quadratic or quaternionic.

(iii) The subset O0 = {x ∈ O | x+ x △ x is a quadratic idempotent} coin-
cides with the orbit of e1 under the automorphism group of (C,△, n).

(iv) For any x ∈ O0 and any y ∈ C such that x △ y = 0, bn(x, y) = 0 and
g(y) = 1, there is an automorphism ϕ of (C,△, n) such that ϕ(e1) = x
and ϕ(u1) = y.

(v) The subset O0 is a nonempty open subset of O, and the subset O1 =
{x ∈ O | x+ x △ x is a quaternionic idempotent} is a closed subset of
O.

Proof. (i) Let e1 and f1 be as in (5.3). Note first that e1 belongs to O, as
e1 △ e1 = f1 and g(e1) = bn(e1, f1) = 1. Since the cubic form g is semilinear
(Lemma 9.17), the subset {x ∈ C | g(x) = 1} coincides with the set e1 + {x ∈
C | g(x) = 0}, which is isomorphic to an affine space of dimension 7. It follows
that O is a quadric in this affine space, and one easily checks that this quadric
is irreducible.
(ii) For any x ∈ O, x △ (x △ x) = n(x)x = 0, while

(x △ x) △ (x △ x) + ((x △ x) △ x) △ x = bn(x, x △ x)x

(see 4.3), so (x △ x) △ (x △ x) = x. Hence e = x+ x △ x is an idempotent, the
para-unit of the para-quadratic subalgebra spanned by x and x △ x. Thus e is
either quadratic or quaternionic.
(iii) Note that e1 ∈ O0 as e = e1 + e1 △ e1 = e1 + f1 is a quadratic idempotent
(Lemma 9.3). Recall that the Hurwitz product · is recovered as

x · y = (e △ x) △ (y △ e).

For any z ∈ O0, let f = z + z △ z, and consider the new multiplication on C:

x ◦ y = (f △ x) △ (y △ f).

Then (C, ◦, n) is a Cayley algebra with identity element f and the map ϑ(x) =
f △ (f △ x) = bn(f, x)f − x △ f is an automorphism of (C, ◦, n) of order 3.
Besides, x △ y = ϑ(x̂) ◦ ϑ2(ŷ), where x̂ = bn(f, x) − x for any x, so the
Okubo algebra (C,△, n) is the twist (C, ◦, n)ϑ of (C, ◦, n) by ϑ (see [KMRT98,
(34.9)]). The automorphism ϑ fixes the elements z and z △ z of (C, ◦, n), and
hence the subalgebra K = span {z, z △ z} of (C, ◦, n). Moreover, ϑ(x) = x if
and only if bn(f, x)f − x △ f = x, and this implies f △ x = bn(f, x) − f △

(x △ f) = bn(f, x)f − x = x △ f . Conversely, if f △ x = x △ f , then
ϑ(x) = f △ (f △ x) = f △ (x △ f) = n(f)x = x, so the subalgebra of (C, ◦, n)
of the elements fixed by ϑ coincides with the centralizer of f in (C,△, n).
Besides, ϑ3 = Id, so (ϑ − Id)3 = 0. If (ϑ− Id)2 were 0, then there would exist
an element x orthogonal to K such that ϑ(x) = x and n(x) 6= 0, but then the
subalgebra K⊕K ◦x would be a para-quaternion subalgebra with para-unit f ,
a contradiction with f being quadratic. Hence the restriction of ϑ to K⊥ has
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minimal polynomial (X−1)3 and the arguments in [EP96, proof of Proposition
1.1] show that there exists an isomorphism ϕ : (C, ·, n) → (C, ◦, n) such that
ϕ(e1) = z, ϕ(f1) = z △ z and such that ϕsπ = ϑϕ (recall that (C,△, n) is the
twist (C, ⋄, n)sπ ). Therefore ϕ is an automorphism of (C,△, n) and ϕ(e1) = z.
(iv) Note that 0 = y △ (x △ y) = n(y)x, so n(y) = 0. Also,

bn(x △ x, y) = −bn(x, x △ y) = 0, bn(x, y △ y) = bn(x △ y, y) = 0

and

bn(x △ x, y △ y) = bn
(
y, y △ (x △ x)

)
= bn

(
y,−bn(x, y)x + x △ (x △ y)

)
= 0.

Therefore the subalgebras span {x, x △ x} and span {y, y △ y} are orthogonal
and the result follows now from [Eld09, Theorem 3.12].
(v) As Cent(C,△,n)(e1 + e1 △ e1) = span {e1, f1, u1 + u2 + u3, v1 + v2 + v3}, we
have that Cent(C,△,n)(x+x △ x) has dimension 4 for any x ∈ O0. On the other
hand, for any x ∈ O1, x+ x △ x is the unique quaternionic idempotent, whose
centralizer has dimension 6. Since for any x, Cent(C,△,n)(x) = ker(lx − rx),
where lx and rx denote the left and right multiplication by x in (C,△, n), we
obtain:

O0 = {x ∈ O | rank(lx+x△x − rx+x△x) = 4}

= {x ∈ O | rank(lx+x△x − rx+x△x) > 2},

and this is open in O. �

Corollary 9.19. Let (C,△, n) be the Okubo algebra with the multiplication
table (5.11) over an algebraically closed field F , and let λ ∈ F be nonzero. The
subset

Oλ = {x ∈ C | n(x) = 0, g(x) = λ}

is an irreducible closed subset of C, and its subset Oλ0 = {x ∈ Oλ | λ1/3x ∈ O0}
is a nonempty open subset of Oλ.

Given an Okubo algebra (S, ⋆, n) over a field F and a field extension K/F ,
denote by O(K) the subset {x ∈ S ⊗F K | n(x) = 0, g(x) = 1} (the extensions
of n and g to S ⊗F K are denoted by the same letters). The same applies to
Oλ(K). For any field F , let F denote an algebraic closure of F .

Corollary 9.20. Let (S, ⋆, n) be an Okubo algebra over an infinite field F
and let λ ∈ F be nonzero. If the set Oλ(F ) is not empty, then it is a closed
irreducible subset of S and its subset Oλ0 (F ) := Oλ(F ) ∩Oλ0 (F ) is a nonempty
open subset.

10. Automorphisms of the split Okubo algebra

The rational points of the groups of automorphisms of Okubo algebras over
fields of characteristic 3 have been computed in [Eld99], by relating the Okubo
algebras with some noncommutative Jordan algebras. In this section the exis-
tence of a unique quaternionic idempotent in the split Okubo algebra will be
used to compute its group of automorphisms inside the group of automorphisms
of the split Cayley algebra. We systematically assume that the base field F has
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characteristic 3. As in Example 9.4, consider the split Cayley algebra (C, ·, n),
with C = Q ⊕ Qv, and the order 3 automorphism ϑ in (9.6) such that its re-
striction to Q is the identity and ϑ(v) = wv with 1 6= w ∈ Q such that w3 = 1.
The Petersson twist ⋆ = ·ϑ is the split Okubo algebra multiplication.

Proposition 10.1. Aut(C, ⋆, n)(F ) = {ψ ∈ Aut(C, ·, n)(F ) | ψϑ = ϑψ}.

Proof. Obviously, any automorphism of (C, ·, n) commuting with ϑ is an au-
tomorphism of (C, ⋆, n). Conversely, if ψ is an automorphism of (C, ⋆, n),
then ψ(e) = e, because e is the unique quaternionic idempotent, and since
ϑ(x) = e ⋆ (e ⋆ x) for any x ∈ C, we conclude that ψ commutes with ϑ. �

It is no longer true that the quaternionic idempotent e of (C, ⋆, n) is fixed by
all automorphisms of the extension (C ⊗F R, ⋆, n), for any unital commutative
associative algebraR. However, the automorphisms that fix e⊗1R coincide with
the automorphisms of (C⊗F R, ·, n) that commute with ϑ (more precisely with
the automorphism ϑ⊗ Id). Denote by H the centralizer of the automorphism
ϑ in the group scheme of automorphisms Aut(C, ·, n). Alternatively, H is the
stabilizer of e (or of Fe). By (9.10) any ϕ ∈ H(R) leaves Iv ⊗F R invariant,
since Iv is the radical of the restriction of the norm to the subalgebra of fixed
elements by ϑ. Therefore there is a morphism

(10.2) Φ: H → GL(I),

that takes any automorphism ϕ ∈ Aut
(
(C⊗FR, ⋆, n)

)
commuting with ϑ⊗Id to

the linear automorphism Φ(ϕ) = f of I⊗F R defined by ϕ(xv) = f(x)v, for any
x ∈ I ⊗F R. Given any element a ∈ SL2(R) there is a unique automorphism
ψa of (C ⊗F R, ·) such that ψa(x) = axa−1 and ψa(xv) = (xa−1)v for x ∈
Q ⊗F R = Mat2(R). This automorphism commutes with ϑ. Thus we get a
closed embedding of SL2 into H. Denote by S its image. Moreover, GL(I)
will be identified with GL2, with a ∈ GL2(R) = (Q ⊗F R)

× being identified
with the map xv 7→ (xa−1)v. With these identifications we get the following
result:

Theorem 10.3. (i) Φ(H) = SL2,

(ii) H is the semidirect product of kerΦ and S.

Proof. As in the proof of Theorem 9.13, we may assume w = ( 1 1
0 1 ). Hence

I = (w − 1)Q is the right ideal of 2 × 2 matrices with trivial second row. Let
J be the right ideal of 2 × 2 matrices with trivial first row, so Q = I ⊕ J .
For simplicity, given a unital commutative associative algebra R, we write
QR = Q ⊗F R and similarly IR, JR. Take ϕ ∈ H(R) and let a ∈ GL2(R)
be its image under Φ, so ϕ(xv) = (xa−1)v for any x ∈ I. For x ∈ QR,
ϕ(x) = ϕ0(x) + σ(x)v for R-linear maps ϕ0 : QR → QR and σ : QR → IR.
Then, for x ∈ QR and y ∈ IR,

ϕ
(
x · (yv)

)
=

{
ϕ
(
(yx)v

)
= (yxa−1)v,

ϕ(x) · ϕ(yv) =
(
ϕ0(x) + σ(x)v

)
·
(
(ya−1)v

)
=
(
ya−1ϕ0(x)

)
v,
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as (Iv)2 = 0. Thus y
(
xa−1 − a−1ϕ0(x)

)
= 0 for any x ∈ QR, y ∈ IR, so

ϕ0(x) = axa−1. Now, for x ∈ JR, ϕ(xv) = µ(x)v + ν(x) + δ(x)v for some
R-linear maps µ : JR → JR, ν : JR → QR and δ : JR → IR. Hence, with ϑ as
in (9.6), we have

ϕϑ(xv) = ϕ
(
(wx)v

)
= ϕ(xv) + ϕ

(
((w − 1)x)v

)

= µ(x)v + ν(x) +
(
δ(x) + (w − 1)xa−1

)
v,

ϑϕ(xv) = ϑ
(
µ(x)v + ν(x) + δ(x)v

)

= (wµ(x))v + ν(x) + δ(x)v

= µ(x)v + ν(x) +
(
(w − 1)µ(x) + δ(x)

)
v.

We get (w−1)xa−1 = (w−1)µ(x), so µ(x)−xa−1 lies in JR and it is annihilated
by (w − 1), and hence lies in IR. Thus µ(x) = xa−1 for any x ∈ JR.
But ϕ is an isometry of the norm too, so for any x ∈ JR and y ∈ IR,

bn(x, y) = −bn(xv, yv) = −bn
(
ϕ(xv), ϕ(yv)

)

= −bn
(
(xa−1)v, (ya−1)v

)
= bn(xa

−1, ya−1) = n(a−1)bn(x, y),

and we conclude that det(a) = n(a) = 1. This proves (i). Finally, the assign-
ment a 7→ ψa gives a section of the epimorphism Φ: H → SL2. �

We next compute the group kerΦ.

Lemma 10.4. Let (C, ·, n) be the Zorn algebra as in § 5. Let R be a unital com-
mutative associative algebra over F and let W be a free R-submodule of C⊗F R
of rank 3 with n(W ) = 0 = bn(W, 1) and 1 ∈ bn(W,W

·2). Let {w1, w2, w3}
be a basis of W with bn(w1, w2 · w3) = 1. Let {e1, f1, u1, u2, u3, v1, v2, v3}
be the canonical basis of C. Then there is a unique automorphism ϕ ∈
Aut(C ⊗F R, ·, n) such that ϕ(ui) = wi, for i = 1, 2, 3.

Proof. The uniqueness follows from the fact that u1, u2, u3 generate (C, ·). Con-
sider the trilinear form given by Λ(x, y, z) = bn(x, y · z). For any x ∈ W ,
n(x) = 0 = bn(x, 1), so x

·2 = 0, and hence x · y = −y · x for any x, y ∈ W .
Moreover, for all x, y ∈ W ,

Λ(x, x, y) = bn(x, x · y) = n(x)bn(1, y) = 0,

Λ(x, y, y) = bn(x, y
·2) = 0,

so Λ is alternating on W . In particular, we have Λ(x, y, z) = Λ(y, z, x) =
Λ(z, x, y) for any x, y, z ∈ W .

Let Ŵ be the linear span (over R) of w2 ·w3, w3 ·w1 and w1 ·w2. Taking indices
modulo 3 we get n(wi · wi+1) = 0 and

bn(wi · wi+1, wi+1 · wi+2) = −bn(wi+1 · wi, wi+1 · wi+2)

= −n(wi+1)bn(wi, wi+2) = 0,

so Ŵ is isotropic. Also, bn(wi · wi+1, 1) = −bn(wi, wi+1) = 0. Moreover

bn(wi, wi+1 · wi+2) = Λ(wi, wi+1, wi+2) = 1,
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while

bn(wi, wi · wi+1) = n(wi)bn(1, wi+1) = 0 = bn(wi, wi+2 · wi).

Therefore, W and Ŵ are paired by the polar form of the norm.
Now, since we have x · (y · z) + y · (x · z) = (x · y + y · x) · z, we get

w1 · (w2 · w3) = −w2 · (w1 · w3) = w2 · (w3 · w1) = w3 · (w1 · w3),

and also

(w1 · w2) · w3 = (w2 · w3) · w1 = (w3 · w1) · w2.

But

w1 · (w2 · w3) + (w2 · w3) · w1 = −bn(w1, w2 · w3)1 = −1.

As n
(
w1 · (w2 · w3)

)
= 0 and bn

(
w1 · (w2 · w3), 1

)
= −bn(w2 · w3, w1) = −1, it

turns out that ê1 = −w1 · (w2 · w3) is an idempotent, and so is f̂1 = 1 − ê1 =
−(w2 · w3) · w1. Then

wi · ê1 = wi ·
(
wi · (wi+1 · wi+1)

)
= w·2

i · (wi+1 · wi+2) = 0,

and we get f̂1 ·wi = 0 in a similar vein. Also ê1 ·(wi ·wi+1) = 0 = (wi ·wi+1) · f̂1,

and it follows easily that {ê1, f̂1, w1, w2, w3, w2 ·w3, w3 ·w1, w1 ·w2} is a basis of
C⊗FR with the same multiplication table as for the canonical basis over F . �

Consider now an automorphism ϕ ∈ Aut(C ⊗F R, ·, n) that commutes with ϑ
and which belongs to kerΦ, that is, ϕ fixes the elements in IRv. Then for
any x ∈ QR, x is fixed by ϑ, and hence so is ϕ(x). Thus, as in the proof of
Theorem 10.3 (with a = 1), we obtain ϕ(x) = x+ σ(x)v for any x ∈ Q, for an
R-linear map σ : QR → IR.
We may take a canonical basis {e1, f1, u1, u2, u3, v1, v2, v3} of C such that Q =
span {e1, f1, u1, v1}, w = 1 − u1 and v = u3 − v3. Then I = (w − 1)Q =
span {e1, u1}, Iv = span {u3, v2}. Also, ϑ(u2) = ϑ(v1v) = (wv1)v =

(
(1 −

u1)v1
)
v = (v1 − e1) · (u3 − v3) = u2 + u3. In particular, ϕ(u3) = u3, since we

are assuming that ϕ leaves fixed the elements in IRv, and ϕ(u1) = u1 + αu3 +
βv2 for some α, β ∈ R, since ϕ(u1) − u1 ∈ IRv. Besides, for any x ∈ IRv,
bn
(
ϕ(u2), x

)
= bn

(
ϕ(u2), ϕ(x)

)
= bn(u2, x), so ϕ(u2) − u2 ∈ (IRv)

⊥ = QR ⊕

IRv. As bn
(
ϕ(u2), 1

)
= bn(u2, 1) = 0, we conclude that ϕ(u2) = u2 + γ(e1 −

f1) + δu1 + µv1 + νu3 + ρv2 for some γ, δ, µ, ν, ρ ∈ R. Hence

ϕ(u1) = u1 + αu3 + βv2,

ϕ(u2) = u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2,

ϕ(u3) = u3,

(10.5)

and this determines ϕ completely because the elements u1, u2, u3 generate
C. Conversely, Lemma 10.4 shows that for any α, β, γ, δ, µ, ν, ρ ∈ R,
there is a unique automorphism ϕ satisfying (10.5) if and only if the elements
u1+αu3+βv2, u2+γ(e1−f1)+δu1+µv1+νu3+ρv2 and u3 span an isotropic
space and

bn
(
u1 + αu2 + βv2, (u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2) · u3

)
= 1.
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But

n(u1 + αu3 + βv2) = 0 = n(u3),

n(u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2) = −γ2 + ρ+ δµ,

while

bn(u1 + αu3 + βu2, u3) = 0 = bn(u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2, u3)

bn(u1 + αu3 + βv2, u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2) = µ+ β,

and

bn
(
u1 + αu3 + βu2, (u2 + γ(e1 − f1) + δu1 + µv1 + νu3 + ρv2) · u3

)
=

bn(u1 + αu3 + βv2, v1 + γu3 − δv2) = 1.

Hence the only restrictions on the scalars α, . . . , ρ so that equation (10.5) de-
termines an automorphism are

β = −µ, ρ = γ2 − δµ.

If these conditions are satisfied, then ϕϑ(u1) = ϑϕ(u1) and ϕϑ(u3) = ϑϕ(u3)
since u1, u3, ϕ(u1), ϕ(u3) are fixed by ϑ. Also, ϕϑ(u2) = ϕ(u2 + u3) =
ϕ(u2)+ u3, while ϑ

(
ϕ(u2)−u2

)
= ϕ(u2)−u2, so ϑϕ(u2) = ϕ(u2)−u2+ϑ(u2) =

ϕ(u2) + u3 = ϕϑ(u2). Hence ϕϑ = ϑϕ.
Since u1, u2, u3 generate the Cayley algebra (C, ·), we can easily compute the
images of any basic element. It turns out that the coordinate matrix in the
basis {u2, v3, e1, f1, u1, v1, u3, v2} of an arbitrary element in kerΦ(R) is of the
form

(10.6)




1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
γ −µ 1 0 0 0 0 0
−γ µ 0 1 0 0 0 0
δ −γ 0 0 1 0 0 0
µ −α 0 0 0 1 0 0
ν µ2 − αγ −µ µ α γ 1 0

γ2 − δµ αδ − µγ − ν γ −γ −µ −δ 0 1




Proposition 10.7. The algebraic group kerΦ is smooth unipotent of dimen-
sion 5. It is represented by the Hopf algebra which, as an algebra, is the polyno-
mial ring in 5 variables F [α, γ, δ, µ, ν], with comultiplication given by α, γ, δ, µ
being primitive and ∆(ν) = ν ⊗ 1 + 1⊗ ν + µ⊗ γ + γ ⊗ µ+ α⊗ δ.

Proof. Everything follows from the coordinate expression in equation (10.6).
�

Corollary 10.8. H is a smooth group scheme.

Proof. Both kerΦ and SL2 are smooth group schemes, so H is smooth
([KMRT98, (22.12)].) �

Proposition 10.9. The group kerΦ is split unipotent.
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Proof. Consider the ideal in the ring of regular functions F [α, γ, δ, µ, ν] of kerΦ
generated by α, γ, δ, µ. It is a Hopf ideal because α, γ, δ, µ are primitive ele-
ments. Hence it corresponds to a closed group subscheme, say Z, isomorphic
to Ga and consisting of all matrices of the form




1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
ν 0 0 0 0 0 1 0
0 −ν 0 0 0 0 0 1




.

It is straightforward to check that Z is in the center of kerΦ, hence normal. The
quotient map kerΦ → (kerΦ)/Z corresponds to the embedding F [α, γ, δ, µ] →֒
F [α, γ, δ, µ, ν] of Hopf algebras. Since α, γ, δ, µ are primitive elements it follows
that (kerΦ)/Z ≃ Ga ×Ga ×Ga ×Ga and the claim follows. �

Proposition 10.10. The scheme H is a closed subgroup of the group
scheme of automorphisms Aut(C, ⋆, n) of the split Okubo algebra and H =
Aut(C, ⋆, n)red.

Proof. The scheme H is the stabilizer in Aut(C, ⋆, n) of the quaternionic idem-
potent e. Let A be the Hopf algebra representingAut(C, ⋆, n), and let I be the
Hopf ideal such that A/I represent H. Since H is smooth, I is a radical ideal.
But H(F ) = Aut(C ⊗F F , ⋆, n) = Aut(C, ⋆, n)(F ) by Proposition 10.1. By
Hilbert’s Nullstellensatz I coincides with the radical of A. Hence the radical
of A is a Hopf ideal, and H = Aut(C, ⋆, n)red. �

11. The group scheme of automorphisms of the split Okubo
algebra

We continue assuming that the characteristic of the ground field F is 3.
Given any Okubo algebra (S, ⋆, n), the arguments in [Eld97] and [Eld99] show
that the vector space A = F1⊕ S, with the multiplication given by

1 · x = x = x · 1,

a · b =
1

2

(
a ⋆ b+ b ⋆ a+ 2bn(a, b)1

)
= −(a ⋆ b+ b ⋆ a) + bn(a, b)1,

(11.1)

for x ∈ A and a, b ∈ S, is a 9-dimensional commutative and associative algebra.
We give a proof for completeness. We start with

Lemma 11.2. Every Okubo algebra (S, ⋆, n) is Lie admissible, i.e., S becomes
a Lie algebra with bracket [x, y]⋆ = x ⋆ y − y ⋆ x.

Proof. This can be proved using the multiplication table in (5.11), but we can
proceed in a different way, which has its own independent interest. The result

Documenta Mathematica 18 (2013) 413–468



Algebraic Groups of Type D4 and Triality 451

is clear for the unique (split) Okubo algebra over the complex numbers, since
it can be defined as the space of zero trace 3× 3 matrices with the product

x ⋆ y =
yx− ωxy

1− ω
− 1

3 trace(xy) 1

where ω is a primitive cube root of unity and xy denotes the usual matrix

multiplication (see (8.6)). In this case [x, y]⋆ = ω2

1−ω (xy − yx), so the Ja-
cobi identity holds, and the Okubo algebra is Lie admissible. It has a basis
{e1, f1, u1, v1, u2, v2, u3, v3} with the same multiplication table as in (5.11).
Consider the subalgebra E over Z spanned by the elements of this basis. Then
(E, ⋆) is a Lie algebra over Z with the bracket [x, y]⋆ = x ⋆ y − y ⋆ x, and
so is (E ⊗Z F, ⋆) over F . But (E ⊗Z F, ⋆) is the split Okubo algebra over F .
Hence the split Okubo algebra is Lie-admissible, and the result follows since
any Okubo algebra splits after a scalar extension. �

Proposition 11.3. The algebra (A, ·), with multiplication (11.1), is a com-
mutative and associative algebra. Moreover, if (S, ⋆, n) is split, then (A, ·) is
isomorphic to the algebra of truncated polynomials F [X,Y ]/(X3, Y 3).

Proof. By its own definition (A, ·) is commutative. To prove the associativity,
it is enough to check that any associator (a, b, c)· = (a · b) · c−a · (b · c) is trivial.
This is clear if one of the elements is 1, and hence we may assume that a, b, c
are in S. Then we get, using Lemma 11.2,

0 =
[
[a, b]⋆, c

]⋆
+
[
[b, c]⋆, aig

]⋆
+
[
[c, a]⋆, b

]⋆
= (a ⋆ c− c ⋆ a) ⋆ b− b ⋆ (a ⋆ c− c ⋆ a) + (c ⋆ b− b ⋆ c) ⋆ a

−a ⋆ (b ⋆ c− c ⋆ b) + (b ⋆ a− a ⋆ b) ⋆ c− c ⋆ (b ⋆ a− a ⋆ b)
= −(b ⋆ c) ⋆ a+ bn(a, b)c+ (b ⋆ a) ⋆ c− bn(b, c)a+ c ⋆ (a ⋆ b)

−bn(b, c)a− a ⋆ (c ⋆ b) + bn(a, b)c+ (c ⋆ b− b ⋆ c) ⋆ a
−a ⋆ (b ⋆ c− c ⋆ b) + (b ⋆ a− a ⋆ b) ⋆ c− c ⋆ (b ⋆ a− a ⋆ b)

= (c ⋆ b+ b ⋆ c) ⋆ a+ a ⋆ (c ⋆ b+ b ⋆ c) + bn(b, c)a
−(b ⋆ a+ a ⋆ b) ⋆ c− c ⋆ (b ⋆ a+ a ⋆ b)− bn(a, b)c

= a · (b · c)− (a · b) · c = −(a, b, c)·,

where we have used that bn(a, b ⋆ c) = bn(a ⋆ b, c) and bn(a, c ⋆ b) = bn(b ⋆ a, c).
Therefore (A, ·) is associative. Take now a canonical basis of the split Okubo
algebra (C,△, n) as in (5.11). The elements

(11.4) x = e1 − 1 and y = u1 − 1

satisfy x·3 = 0 = y·3, and the algebra (A, ·) is isomorphic to the truncated poly-
nomial algebra F [X,Y ]/(X3, Y 3), with x and y corresponding to the classes of
X and Y modulo (X3, Y 3). �

Remark 11.5. For any a ∈ S, the third power a·3 in A is

a·3 = (a · a) · a = (a ⋆ a− n(a)1) · a

= (a ⋆ a) ⋆ a+ bn(a ⋆ a, a)1− n(a)a = g(a)1,

where g(x) = bn(x, x ⋆ x) is the cubic form considered in Lemma 9.17.
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Consider now the split Okubo algebra (C,△, n) and the associated commutative
and associative algebra (A, ·), A = F1⊕ C, as above. With the notation used
in the previous proof, the ideal N generated by the elements x and y in (A, ·)
is the radical of (A, ·) and N ·4 = F (x·2 · y·2). A straightforward computation
gives

(11.6) x·2 · y·2 = 1+ (e1 + f1 + u1 + v1 + u2 + v2 + u3 + v3) = 1+ e,

where e is the quaternionic idempotent of (C,△, n) (Lemma 9.3).

Any automorphism ϕ of (C,△, n) extends to a unique automorphism of (A, ·)
by means of ϕ(1) = 1. This is also valid if we extend scalars to a unital
commutative associative algebra over F . As usual, given a unital commutative
associative algebra R over F , NR will denote N⊗F R. Recall that the algebraic
group H is the stabilizer in Aut(C,△, n) of the quaternionic idempotent e.
(Initially, H was defined in terms of the model (C, ⋆, n) in Example 9.4 of the
split Okubo algebra, but this should cause no confusion.)

Lemma 11.7. Let (C,△, n) be the split Okubo algebra. Given any unital com-
mutative associative algebra R over F , an element ϕ in Aut(C,△, n)(R) lies in
H(R) if and only if, when extended to an automorphism of (AR, ·), it satisfies
ϕ((NR)

·4) = (NR)
·4.

Proof. If an automorphism ϕ of (CR,△, n) fixes e, then its extension to (AR, ·)
fixes 1 + e and hence ϕ preserves (NR)

·4. Conversely, if ϕ preserves (NR)
·4,

then there is an element α ∈ R such that ϕ(1 + e) = α(1 + e). But ϕ(1) = 1

and ϕ(e) ∈ CR. Hence α = 1 and ϕ fixes e. �

The elements e1 and u1 generate the algebra (C,△), and the assignment
deg(e1) = (1, 0), deg(u1) = (0, 1), endows (C,△) with a grading by Z3 × Z3.
This gives a morphism of group schemes

µ3 × µ3 → Aut(C,△, n),

such that for any α, β ∈ µ3(R)×µ3(R), i.e., α
3 = β3 = 1, the image of (α, β) is

the automorphism ψα,β of (C ⊗F R,△) with the property that ψα,β(e1) = αe1
and ψα,β(u1) = βu1. The image D of this morphism is isomorphic to µ3 ×µ3.
Moreover, since bn(e1, e1 △ e1) = 1 and bn(u1, u1 △ u1) = 1, it turns out
that D is the group scheme of diagonal automorphisms relative to the basis of
(C,△, n) in Table (5.11).

Theorem 11.8. Let (C,△, n) be the split Okubo algebra. For any unital commu-
tative associative algebra R over F , Aut(C,△, n)(R) = H(R)D(R). Moreover
H(R) ∩D(R) = 1.

Proof. Since the quaternionic idempotent is e = e1+f1+u1+v1+u2+v2+u3+v3
(the sum of the elements in the basis, see Lemma 9.3), an automorphism fixes e
and is diagonal relative to this basis if and only if it is the identity. Hence we
have H(R) ∩D(R) = 1.
Let ϕ be an element in Aut(C,△, n)(R). Extend it to an automorphism of
(AR, ·). Then, with x and y as in (11.4), there are elements µ, ν ∈ R such that
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ϕ(x)−µ1 ∈ NR and ϕ(y)−ν1 ∈ NR. Since x
·3 = 0 = y·3 andNR is an ideal, we

have µ3 = ν3 = 0. Consider the element (α, β) := (µ+1, ν+1) ∈ µ3(R)×µ3(R)
and the automorphism ψα,β ∈ D(R). Then we have

ϕψ−1
α,β(x) = ϕψα2,β2(x)

= ϕψα2,β2(e1 − 1)

= ϕ(α2e1 − 1) = ϕ
(
α2x+ (α2 − 1)1

)

≡ (α2 − 1)1+ α2µ1 modulo NR

≡
(
α2 − 1 + α2(α− 1)

)
1 ≡ 0 modulo NR, as α

3 = 1,

so ϕψ−1
α,β(x) ∈ NR. In a similar vein we get ϕψ−1

α,β(y) ∈ NR, and this proves

ϕψ−1
α,β(NR) = NR, and hence ϕψ−1

α,β

(
(NR)

·4
)
= (NR)

·4. By Lemma 11.7 we

conclude that ϕψ−1
α,β lies in H(R), and hence ϕ =

(
ϕψ−1

α,β)ψα,β ∈ H(R)D(R).
�

Proposition 11.9. Neither of the subgroups H and D of Aut(C,△, n) is nor-
mal.

Proof. Consider the automorphism ϕ of the split Cayley algebra (C, ·, n) in
(5.1) defined on the canonical basis as

ϕ(e1) = e1, ϕ(f1) = f1 and ϕ(ui) = −(ui+ ui+1), ϕ(vi) = vi + vi+1 − vi+2,

for i = 1, 2, 3 (indices modulo 3). It is straightforward to check that ϕ is
indeed an automorphism, and that it commutes with the automorphism sπ
that permutes cyclically the ui’s and the vi’s. Therefore ϕ is an automorphism
of the split Okubo algebra (C,△, n), where △= ·sπ is the Petersson twist. And
ϕ preserves the quaternionic idempotent, so ϕ is in H(F ). Its inverse fixes e1
and f1 and satisfies

ϕ−1(ui) = ui − ui+1 + ui+2, ϕ−1(vi) = −vi − vi+2

for i = 1, 2, 3. For any unital commutative and associative algebra R over
F containing an element 1 6= α ∈ µ3(R), consider the automorphism ψα,1 ∈

D(R). Then the commutator [ϕ, ψα,1] = ϕ−1ψ−1
α,1ϕψα,1 fixes e1 and takes u1

to

ϕ−1ψ−1
α,1ϕψα,1(u1) = ϕ−1ψ−1

α,1ϕ(u1)

= ϕ−1ψ−1
α,1(−u1 − u2)

= ϕ−1(−u1 − αu2)

= −(u1 − u2 + u3)− α(u2 − u3 + u1)

= −(1 + α)u1 + (1 − α)u2 − (1− α)u3.

In particular Φ = [ϕ, ψα,1] is not in D(R), as it does not act diagonally in
our basis. But it does not belong to H(R) either because it does not fix the
quaternionic idempotent e = e1 + f1 + u1 + v1 + u2 + v2 + u3 + v3. To check
this, note that Φ(u2) = −Φ(u1 △ e1) = −(1+α)u2+(1−α)u3− (1−α)u1 and
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Φ(u3) = −Φ(u2 △ e1) = −(1 + α)u3 + (1− α)u1 − (1− α)u2. In the same vein
Φ(vi) belongs to the linear span of v1, v2, v3. Then

Φ(e) = Φ(e1 + f1) + Φ(u1 + u2 + u3) + Φ(v1 + v2 + v3)

= e1 + f1 − (1 + α)(u1 + u2 + u3) + a linear combination of v1v2, v3

6= e. �

Remark 11.10. The subscheme H embeds in the simple group scheme
Aut(C, ·, n) of type G2 (Proposition 10.1). However, there is no such em-
bedding for G = Aut(C,△, n). Actually, an embedding G → Aut(C, ·, n)
would give a monomorphism of Lie algebras

ι : Lie(G) = Der(C,△, n) → Der(C, ·, n).

But Der(C,△, n) contains a simple nonclassical ideal i of dimension 8 [Eld99],
while g is not simple (the characteristic is 3!) but contains a simple ideal
j of dimension 7 such that the quotient g/j is again simple and isomorphic,
as a Lie algebra, to j (see [AEMN02]). Then ι would induce a Lie algebra
homomorphism i → g/j, which must be 0 by dimension count, and this would
give that i embeds in j, a contradiction, again by dimension count.

12. The classification of Okubo algebras revisited

The classification of the Okubo algebras in characteristic 3 was obtained in
[Eld97, §5], using previous classification results in [EP96, Theorems B and 5.1].
Here this classification will be revisited in light of the results in the preceding
sections.
Still the characteristic of F is assumed to be 3 in this section.

Proposition 12.1. The cohomology set H1
fppf(F,H) is trivial.

Proof. The group H is the semidirect product of the split unipotent group
kerΦ (see Theorem 10.3) and of SL2. Hence we have an exact sequence

H1
fppf(F,kerΦ) → H1

fppf(F,H) → H1
fppf(F,SL2).

The left and right terms are trivial, so is the central term. �

Remark 12.2. Alternatively, one may proceed as follows. Let (C,△, n) be the
split Okubo algebra and let e be its (unique) quaternionic idempotent. The
group scheme H is the subscheme of Aut(C,△, n) consisting of those elements
fixing e:

H = Aut(C,△, n, e).

The twisted forms of (C,△, n, e) are the Okubo algebras with a quaternionic
idempotent. But Proposition 9.9 asserts that the only Okubo algebra contain-
ing a quaternionic idempotent is the split Okubo algebra. This shows that
H1

fppf(F,H) is trivial.
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Also, H is smooth and hence we have ([Wat79, (18.5) and (17.8)]):

H1
fppf(F,H) = H1

ét(F,H) = H1
(
Γ,H(Fsep)

)

= H1
(
Γ,Aut(C ⊗F Fsep,△, n)

)
= H1

ét

(
F,Aut(C,△, n)

)
,

where Fsep denotes the separable closure of F in F and Γ the Galois group
of the extension Fsep/F . (Note that over any field extension K of F , H(K)
exhausts Aut(C ⊗F K,△, n), since D(K) = 1.)
Hence we conclude, without making any appeal to the classification in [Eld97],
that the only twisted Fsep/F -form of (C,△, n) is, up to isomorphism, (C,△, n)
itself:

Corollary 12.3. The cohomology set H1
ét

(
F,Aut(C,△, n)

)
is trivial. In par-

ticular, if F is perfect, there is up to isomorphism a unique Okubo algebra
over F .

Take now nonzero elements α, β ∈ F , and let (Cα,β ,△, n) be the F -subalgebra

of (C ⊗F F ,△, n) generated by the elements e1 ⊗ α
1

3 and u1 ⊗ β
1

3 . This is
a twisted form of (C,△, n). Denote by gα,β the cubic form on (Cα,β ,△, n)
given by gα,β(x) = bn(x, x △ x). The image gα,β(Cα,β) is a F 3-subspace of F
spanned by the elements α, α2, β, β2, αβ, α2β2, αβ2, α2β. Moreover, under
the bijection

H1
fppf

(
F,Aut(C,△, n)

)
∼= {Isomorphism classes of Okubo algebras},

the isomorphism class of (Cα,β ,△, n) corresponds to the class of the cocycle

(12.4) Ψα,β ∈ Aut(C,△, n)(F ⊗F F ) = Aut(C ⊗F F ⊗F F )

determined by

Ψα,β(e1 ⊗ 1⊗ 1) = e1 ⊗ α− 1

3 ⊗ α
1

3 , Ψα,β(u1 ⊗ 1⊗ 1) = u1 ⊗ β− 1

3 ⊗ β
1

3 .

Note that α− 1

3 ⊗α
1

3 and β− 1

3 ⊗ β
1

3 are cube roots of unity, so Ψα,β belongs to
the subscheme D.

Remark 12.5. The scheme D is isomorphic to µ3 × µ3, so

H1
fppf(F,D) = {[Ψα,β] | α, β ∈ F×},

where [Ψα,β] = [Ψα
′,β′

] if and only if α′α−1, β′β−1 ∈ F 3, see [Wat79, 18.2(a)].
In particular, over perfect fields, H1

fppf(F,D) is trivial.

Theorem 12.6. The mapping H1
fppf(F,µ3 × µ3) → H1

fppf

(
F,Aut(C,△, n)

)
,

induced by the inclusion D →֒ Aut(C,△, n), is surjective.

Proof. This is trivial if F is perfect, in particular if F is finite. Hence we will
assume that F is infinite. Let ζ ∈ Z1

fppf

(
F,Aut(C,△, n)

)
be a cocycle and let

(Cζ ,△, n) be the Okubo algebra Cζ = {x ∈ C ⊗F F | ζ(x ⊗ 1) = θ(x ⊗ 1)},
where θ : C ⊗F F ⊗F F → C ⊗F F ⊗F F , x⊗ α⊗ β 7→ x⊗ β ⊗ α.
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Since the norm of an Okubo algebra is isotropic (Lemma 9.17), Cζ has a basis
of isotropic elements and hence there are elements x ∈ Cζ with n(x) = 0 and
g(x) = α 6= 0. Then, by Corollary 9.20, we may take

x ∈ Oα0 (F ) ⊂ Cζ ⊂ Cζ ⊗F F = C ⊗F F .

Then Theorem 9.18 shows that there is an automorphism ϕ ∈ Aut(C⊗FF ,△, n)

such that ϕ(e1 ⊗ 1) = α− 1

3x. Replacing ζ by an equivalent cocycle we may

assume x = e1 ⊗ α
1

3 . The subspace {z ∈ C | e1 △ z = 0, bn(e1, z) = 0} is
spanned by u1, u2, u3, thus the subspace {y ∈ Cζ | x △ y = 0, bn(x, y) = 0}
has dimension 3 and it is not contained in the kernel of the semilinear map g.
Take an element y ∈ Cζ with x △ y = 0, bn(x, y) = 0 and g(y) = β 6= 0.
Theorem 9.18 shows that there is an automorphism ψ ∈ Aut(C ⊗F F ,△, n)

such that ψ(e1 ⊗ 1) = e1 ⊗ 1, ψ(u1 ⊗ 1) = β− 1

3 y. Replacing ζ by an equivalent

cocycle we may assume that x = e1 ⊗ α
1

3 and y = u1 ⊗ β
1

3 belong to Cζ .
Therefore ζ(e1 ⊗ α

1

3 ⊗ 1) = e1 ⊗ 1 ⊗ α
1

3 , so ζ(e1 ⊗ 1 ⊗ 1) = e1 ⊗ α− 1

3 ⊗ α
1

3 ,

and similarly ζ(u1 ⊗ 1 ⊗ 1) = u1 ⊗ β− 1

3 ⊗ β
1

3 . Hence we get ζ = Ψα,β (see
(12.4)). �

This shows that any Okubo algebra is isomorphic to (Cα,β ,△, n) for some
nonzero α, β ∈ F . Moreover, the set of isomorphism classes of Okubo algebras
is a quotient set of H1

fppf(F,µ3 ×µ3)
∼= F×/(F×)3 ×F×/(F×)3. It remains to

consider the isomorphism conditions:

Theorem 12.7 (see [Eld97]). For α, β, α′, β′ ∈ F×, the algebras (Cα,β ,△, n)
and (Cα′,β′ ,△, n) are isomorphic if and only if

gα,β(Cα,β) = gα′,β′(Cα′,β′)

and if this common F 3-subspace has dimension 8 (i.e., gα,β and gα′,β′ are
bijective), then the following restriction is required too:

g−1
α,β(α

′) △ g−1
α,β(β

′) = 0

(this is a product of two elements in (Cα,β ,△, n)).

Proof. The result is trivial for perfect fields, and hence for finite fields.
Hence we will assume that the ground field F is infinite. If the composi-
tions (Cα,β ,△, n) and (Cα′,β′ ,△, n) are isomorphic, any isomorphism ϕ sat-
isfies n

(
ϕ(x)

)
= n(x) and gα′,β′

(
ϕ(x)

)
= gα,β(x) for any x, so gα,β(Cα,β) =

gα′,β′(Cα′,β′). Moreover, Lemma 9.17 shows that F 3+gα,β(Cα,β) is a subfield of
F . If gα,β(Cα,β) = F 3, then the elements x and y in the proof of Theorem 12.6
can be taken with g(x) = 1 = g(y), and hence Cα,β is isomorphic to C1,1, which
is the split Okubo algebra. If the semilinear map gα,β is not bijective, then
dimF 3(F 3+gα,β

(
Cα,β)

)
equals 1 or 3, and the dimension of ker gα,β is at least 5.

Hence the restriction of the norm to ker gα,β is isotropic, so there exists a hyper-
bolic pair a, b in ker gα,β: n(a) = n(b) = 0, bn(a, b) = 1. Take x ∈ ker gα,β with
n(x) 6= 0. Then gα,β(x △ x) = n(x)3 (Lemma 9.17), so F 3 ⊆ gα,β(Cα,β). If
γ ∈ gα,β(Cα,β)\F

3 and x ∈ Cα,β satisfies g(x) = γ, then we may find µ, ν ∈ F
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such that the element x′ = x+µa+νb is isotropic (and satisfies g(x′) = γ). The
three-dimensional subspace {z ∈ Cα,β | x′ △ z = 0, bn(x

′, z) = 0} intersects

nontrivially the six-dimensional subspace g−1
α,β(F

3), so we may take an element

y′ satisfying x′ △ y′ = 0, bn(x
′, y′) = 0 and gα,β(y

′) = 1. The proof of Theo-
rem 12.6 shows that Cα,β is isomorphic to Cγ,1 for any 0 6= γ ∈ gα,β(Cα,β)\F

3.

We are left with the case in which gα,β is one-to-one, so F 3∩gα,β(Cα,β) = 0 and
F 3 + gα,β(Cα,β) is a field extension of degree 9 of F 3. Then, if gα,β(Cα,β) =
gα′,β′(Cα′,β′), then both gα,β and gα′,β′ are one-to-one, so there is a unique
linear map φ : Cα′,β′ → Cα,β such that gα′,β′(x) = gα,β

(
φ(x)

)
for any x ∈

Cα′,β′ (so φ = g−1
α,βgα′,β′). Then, by the uniqueness of φ, Cα,β and Cα′,β′ are

isomorphic if and only if φ is an isomorphism. But Lemma 9.17 shows that

gα,β
(
φ(x)△2

)
= gα,β

(
φ(x)

)2
+ n

(
φ(x)

)3

= gα′,β′(x)2 + n
(
φ(x)

)3

= gα′,β′(x△2)− n(x)3 + n
(
φ(x)

)3
,

thus gα,β(φ(x)
△2) − gα′,β′(x△2) ∈ gα,β(Cα,β) ∩ F

3 = 0 and φ(x△x) = φ(x)△
φ(x) for any x ∈ Cα′,β′ . This implies, using (x△x)△x = x△ (x△x) = n(x)x,
that n

(
φ(x)

)
= n(x) for any x ∈ Cα′,β′ . If φ is an isomorphism, then φ(e1 ⊗

(α′)
1

3 ) △ φ(u1 ⊗ (β′)
1

3 ) = 0, which is equivalent to g−1
α,β(α

′) △ g−1
α,β(β

′) = 0.

Conversely, if φ(e1 ⊗ (α′)
1

3 ) △ φ(u1 ⊗ (β′)
1

3 ) = 0, then since the subspaces

{φ(e1 ⊗ (α′)
1

3 ), φ(e1 ⊗ (α′)
1

3 )△2} and {φ(u1 ⊗ (β′)
1

3 ), φ(u1 ⊗ (β′)
1

3 )△2}

are orthogonal subspaces of Cα,β , [Eld09, Theorem 3.12] shows that Cα,β and
Cα′,β′ are isomorphic. �

In the last part of this section we show that Okubo algebras with isomorphic
automorphisms groups (as algebraic groups) are isomorphic or anti-isomorphic
(compare with Proposition 8.10). We start with a definition:

Definition 12.8. Let (S, ∗, nS) be an Okubo algebra and let K be a 2-
dimensional composition subalgebra (i.e., the restriction of nS to the subal-
gebra K is nondegenerate). Then K is said to be a regular subalgebra if the
para unit of K ⊗F F is a quadratic idempotent.

Lemma 12.9. Let (C,△, n) be the (split) Okubo algebra over an algebraically
closed field F (as in Table (5.11)), and let K be a two-dimensional composition
subalgebra. Then the following conditions are equivalent:

(i) K is regular.

(ii) There is an automorphism ϕ of (C,△, n) such that ϕ(K) = Fe1+Ff1.

(iii) There is another two-dimensional composition subalgebra K ′ of (C,△
, n) orthogonal to K: bn(K,K

′) = 0.

Proof. (i)⇒(ii) K is, up to isomorphism, the unique para-quadratic algebra
over the algebraically closed field F , so there is a basis {a, b} of K such that
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a △ a = b, b △ b = a, a △ b = 0 = b △ a, and n(a) = 0 = n(b), bn(a, b) = 1.
Since K is regular a + a △ a = a + b is a quadratic idempotent, and by
Theorem 9.18 there is an automorphism ϕ of (C,△, n) such that ϕ(a) = e1;
then ϕ(K) = Fe1 + Ff1.
(ii)⇒(iii) This is clear since Fu1 + Fv1 is a two-dimensional composition
subalgebra of (C,△, n) orthogonal to Fe1 + Ff1.
(iii)⇒(i) Both K and K ′ are para-quadratic algebras. Take bases {x, x △ x}
and {y, y △ y} of K and K ′ respectively, with n(x) = 0 = n(y) and bn(x, x △

x) = 1 = bn(y, y △ y). Then [Eld09, Theorem 3.12] shows that either x △ y = 0
or y △ x = 0. But y △ x = 0 implies x △ (y △ y) = −y △ (y △ x) = 0, so
replacing y by y △ y we may assume x △ y = 0. Then by Theorem 9.18
there is an automorphism of (C,△, n) such that ϕ(x) = e1 and ϕ(y) = u1.
The para-unit x + x △ x of K corresponds to e1 + f1, which is a quadratic
idempotent. �

Lemma 12.10. Let K be a regular two-dimensional composition subalgebra of
an Okubo algebra (S, ∗, nS). Let x, y ∈ K be two nonzero elements such that the
endomorphism ad∗x ad

∗
y is diagonalizable (where ad∗x : z 7→ [x, z]∗ = x∗z−z∗x).

Then n(x) = 0, y is a scalar multiple of x ∗ x, and the eigenvalues of (ad∗x)
3

are 0, with multiplicity 2, and ±gS(x), each with multiplicity 3. (Recall that
gS(x) = bnS

(x, x ∗ x).)

Proof. Extending scalars to F we may assume by Lemma 12.9 that (S, ∗, nS)
is the algebra (C,△, n) in Table (5.11) and that K = Fe1 + Ff1. Hence
x = αe1 + βf1 and y = α′e1 + β′f1. Without loss of generality we may assume
α 6= 0. The subspace U = Fu1 + Fu2 + Fu3 is invariant under ad△x ad△y ,

and the coordinate matrix of the restriction of ad△x and ad△y to U in the basis

{u1, u2, u3} are αC − βC2 and α′C − β′C2 where C =
(

0 0 1
1 0 0
0 1 0

)
. Hence the

coordinate matrix of the restriction of ad△x ad△y to U is

(αC − βC2)(α′C − β′C2) = −(αβ′ + βα′)I + ββ′C + αα′C2,

because C3 = I (the identity matrix). Therefore we have
(
ad△x ad△y |U

)3
= (−αβ′ − βα′ + ββ′ + αα′)3I =

(
(α− β)(α′ − β′)

)3
I,

and hence ad△x ad△y |U − (α− β)(α′ − β′)I is simultaneously diagonalizable and

nilpotent. It follows that ad△x ad△y |U is a scalar multiple of the identity, so
ββ′ = αα′ = 0. But α 6= 0, so α′ = 0 and hence (as y 6= 0) β′ 6= 0 and β = 0.
Thus x = αe1, y = β′f1, and the result follows, since (ad△x )

3 acts trivially on
K, by multiplication by α3 = gS(x) on U , and by multiplication by −α3 on
V = Fv1 + Fv2 + Fv3. �

Even if the group Aut(S, ∗, nS) is not smooth for an Okubo algebra over a
field of characteristic 3, a result corresponding to Proposition 8.10 holds:

Theorem 12.11. Let (S, ∗, nS) and (S′, ⋆, nS′) be two Okubo algebras. The
following conditions are equivalent:
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(i) The algebraic groups Aut(S, ∗, n) and Aut(S′, ⋆, nS′) are isomorphic.

(ii) The Lie algebras (see 11.2) (S, ∗)− and (S′, ⋆)− are isomorphic. (Here
(S, ∗)− denotes the Lie algebra defined over S with bracket [x, y]∗ =
x ∗ y − y ∗ x.)

(iii) The Okubo algebras (S, ∗, nS) and (S′, ⋆, nS′) are either isomorphic or
anti-isomorphic.

Proof. (i)⇒(ii) If the algebraic groups Aut(S, ∗, n) and Aut(S′, ⋆, nS′) are
isomorphic, so are their Lie algebras Der(S, ∗, nS) and Der(S′, ⋆, nS′). But
the simple Lie algebra (S, ∗)− is isomorphic to the only minimal ideal of
Der(S, ∗, nS) [Eld99, Theorem 4], and the same holds for (S′, ⋆)−, whence the
result.
(iii)⇒(i) This is straightforward.
(ii)⇒(iii) There are nonzero elements α, β ∈ F such that the Okubo alge-
bra (S, ∗, nS) is, up to isomorphism, the Okubo algebra (Cα,β ,△, n) (see Theo-

rem 12.6), which is the F -subalgebra of (C⊗F F ,△, n) generated by x = e1⊗α
1

3

and y = u1 ⊗ β
1

3 . Note that x △ y = 0. Then, (S, ∗, nS) is graded by Z
2
3, with

deg(x) = (1, 0) and deg(y) = (0, 1). Therefore S =
⊕

µ∈Z2

3

Sµ, with dimSµ = 1

for any nonzero µ ∈ Z
2
3, S0 = 0, and Sµ∗Sν ⊆ Sµ+ν . Moreover, for any nonzero

µ ∈ Z
2
3 and any nonzero z ∈ Sµ, we have

- nS(z) = 0,
- S−µ = Fz ∗ z,
- Sµ ⊕ S−µ = ker ad∗z

(
= {t ∈ S | t ∗ z = z ∗ t}

)
, and this coincides with

the subalgebra alg〈z〉 generated by z, and
-
⊕

ν 6=0,±µ Sν equals the subspace orthogonal to alg〈z〉 relative to nS ,

and coincides with the image of ad∗z .

Let ϕ : (S, ∗)− → (S′, ⋆)− be an isomorphism of Lie algebras. Then the Lie
algebra (S′, ⋆)− inherits a grading by Z

2
3: S

′ =
⊕

ν∈Z2

3

S′
µ, with S

′
µ = ϕ(Sµ) for

any µ ∈ Z
2
3. Since ϕ is an isomorphism of Lie algebras, for any nonzero µ ∈ Z

2
3

and any nonzero u ∈ S′
µ, we have

- S′
µ ⊕ S′

−µ = ker ad⋆u,

-
⊕

ν 6=0,±µ S
′
ν = ad⋆u(S

′).

In particular we have (ker ad⋆u) ∩ ad⋆u(S
′) = 0. Since nS′ is associative, we get

nS′

(
ker ad⋆u, ad

⋆
u(S

′)
)
= 0, and hence

- S′
µ ⊕ S′

−µ is orthogonal to
⊕

ν 6=0,±µ S
′
ν .

Now, alg〈u〉 = Fu+Fu ⋆ u is contained in ker ad⋆u = S′
µ ⊕ S′

−µ. If u ⋆ u were a
scalar multiple of u, we would have u ⋆ u = λu for some 0 6= λ ∈ F . But

(ad⋆u)
3 = (l⋆u − r⋆u)

3 (where l⋆u(v) = u ⋆ v = r⋆v(u))

= (l⋆u)
3 − (r⋆u)

3 as l⋆ur
⋆
u = r⋆ul

⋆
u = nS′(u) Id.

But for any v orthogonal to u,

(l⋆u)
3(v) = u ⋆

(
u ⋆ (u ⋆ v)

)
= −u ⋆

(
v ⋆ (u ⋆ u)

)
= −λu ⋆ (v ⋆ u) = −λnS′(u)v,
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and also (r⋆u)
3(v) = −λnS′(u)v. Thus (ad⋆u)

3(v) = 0 for any v orthogonal to u,
but this contradicts the fact that ker ad⋆u ∩ ad⋆u(S

′) = 0. We conclude that u⋆u
is not a scalar multiple of u and hence alg〈u〉 = Fu+Fu ⋆u = S′

µ⊕S′
−µ. This

shows that alg〈u〉 is a regular subalgebra, as we may consider the subalgebra
S′
ν ⊕ S′

−ν for ν 6= 0,±µ and use the characterization of regular subalgebras
in item (iii) of Lemma 12.9. Finally, for 0 6= u ∈ S′

µ and 0 6= v ∈ S′
−µ,

ad⋆u ad
⋆
v(S

′
ν) ⊆ S′

µ−µ+ν = S′
ν for any ν ∈ Z

2
3, and this implies that ad⋆u ad

⋆
v is

diagonalizable. By Lemma 12.10 we conclude that nS′(u) = 0, v ∈ Fu ⋆ u,
and the eigenvalues of (ad⋆u)

3 are 0, with multiplicity 2, and ±gS′(u), each
with multiplicity 3. Take now u = ϕ(x) ∈ S′

(1,0)
and v = ϕ(y) ∈ S′

(0,1)
. Then

nS′(u) = 0 = nS′(v), and

nS′

(
alg〈u〉, alg〈v〉

)
= nS′

(
S′
(1,0)

⊕ S′
−(1,0)

, S′
(0,1)

⊕ S′
−(0,1)

)
= 0.

Then 0 6= gS′(u) = nS′(u, u ⋆ u) is an eigenvector of (ad⋆u)
3, and hence also of

(ad∗x)
3, so gS′(u) is either gS(x) or −gS(x). Also gS′(v) = ±gS(y). Changing

u by −u and v by −v if necessary, we get elements u ∈ S′
(1,0)

, v ∈ S′
(0,1)

, with

gS′(u) = gS(x) and gS′(v) = gS(y). Now, [Eld09, Theorem 3.12] shows that
either u ⋆ v = 0 or v ⋆ u = 0, and that (S′, ⋆, nS′) and (S, ∗, nS) are isomorphic
if u ⋆ v = 0, and anti-isomorphic if v ⋆ u = 0. �

Remark 12.12. With the notation in Section 12, if dimF 3 gα,β(Cα,β) equals
1 or 3, then (Cα,β ,△, n) and its opposite algebra (Cβ,α,△, n) are isomorphic
(see Theorem 12.7). However, if dimF 3 gα,β(Cα,β) is 8, then (Cα,β ,△, n) is not
isomorphic to its opposite algebra.

13. Groups admitting triality over arbitrary fields

In this section we classify all simple adjoint groups G of classical type 1,2
D4

which admit trialitarian automorphisms over an arbitrary field F . The first
reduction is to groups of type PGO+(n) and Spin(n), where n is a 3-Pfister
form. More precisely:

Theorem 13.1. Let F be an arbitrary field. Let G be an adjoint (resp. simply
connected) simple group of type 1,2

D4 which admits a trialitarian automorphism
φ. There exists a symmetric composition (S, ⋆, n) such that the pair (G,φ) is
isomorphic to a pair (PGO+(n), ρ⋆) (resp. (Spin (n), ρ⋆)).

Proof. It suffices to consider the adjoint case. The group G is a twisted form
of G0 = PGO+

8 , i.e., there exists a finite field extension L/F and a cocycle
ξ ∈ (G0 ⋊ Z/2)(L⊗L) such that

G(F ) = {x ∈ G0(L) | ξx1 = x2ξ}

where Z/2 →֒ S3 is a fixed embedding and x1, x2 are images of x under
two natural mappings πi : G0(L) → G0(L ⊗ L). The isomorphism class of
G is given by the image of the cohomology class [ξ] ∈ H1

fppf(F,G0 ⋊ Z/2)

in H1
fppf(F,G0 ⋊ S3). We view φ as an element of (G0 ⋊ S3)(L) (as in the

proof of Lemma 3.2). The fact that φ is F -defined implies that ξφ1 = φ2ξ.
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Replacing if necessary L by a bigger field extension of F , we may assume in
view of Theorem 7.6 that φ is conjugate in (G0⋊S3)(L) to one of the standard
trialitarian automorphisms β = ρ⋄ or β = ρ△. Let β = γφγ−1. Take the
cocycle ξ′ = γ2ξγ

−1
1 , which is cohomologous to ξ. We have

ξ′β1 = γ2ξγ
−1
1 γ1φ1γ

−1
1 = γ2ξφ1γ1 = β2ξ

′.

Thus replacing ξ by ξ′ we may assume that φ = β. We now note that by
construction β ∈ (G0 ⋊ S3)(F ), hence β1 = β2 = β and this implies that ξ
takes values in CG0⋊S3

(β) = CG0
(β) ⋊ 〈β 〉. Furthermore, since G has type

1,2
D4 the image of the class [ξ] under the projection

H1
fppf(F,G0 ⋊S3) → H1

fppf(F,S3)

takes values in a subgroup of order 2 and on the other hand in the subgroup
〈β 〉 of order 3. It follows that [ξ] ∈ H1

fppf(F,H0) where H0 = CG0
(β) is the

subgroup of G0 fixed under β. In view of Lemma 4.7 and Proposition 8.1
the cohomology set H1

fppf(F,H0) classifies isomorphism classes of symmetric
compositions which over an algebraic closure of F induce trialitarian automor-
phisms conjugate to β. The map H1

fppf(F,H0) → H1
fppf(F,G0 ⋊ S3) induced

by the embedding H0 → G0 ⋊ S3 maps the class of the symmetric compo-
sition (S, ⋆, n) to the isomorphism class of the group PGO+(n). It follows
that G ≃ PGO+(n) and that our automorphism φ is of the form ρ⋆ for some
symmetric composition ⋆ on S. �

Let n be a 3-Pfister form over F and let G be either PGO+(n) or Spin(n).
The next aim is to describe the conjugacy classes of trialitarian automorphisms

of G. Let σ ∈ G̃(F ) = (G ⋊ S3)(F ) be a trialitarian automorphism of G
order 3. We proved above that σ is of the form σ = ρ⋆ for a proper symmetric
composition algebra (S, ⋆, n) which is either a para-octonion algebra or an
Okubo algebra. The fixed subgroup H = CG(〈σ 〉) in G is isomorphic to the

automorphism group Aut(S, ⋆, n), by Proposition 8.1. The group G̃ acts on

itself by conjugation and we denote by X = ClG̃(σ) ⊂ G̃ the orbit of σ. This is
a quasi-projective variety defined over F . As we proved before an arbitrary F -
defined outer automorphism φ of G whose centralizer in G has the same type as
that of H is conjugate to σ over an algebraic closure F of F and hence φ can be
viewed as an F -point of X . We denote by X(F )/∼ the set of conjugacy classes
of F -defined outer automorphisms of G of order 3 whose centralizers have the

same type as that of H (equivalently, the set of G̃(F )-orbits in X(F )). Let now

H̃ = H × 〈σ 〉 = CG̃(σ). The group G̃ acts in a natural way on the quotient

space G̃/H̃ and by the general formalism of cohomology (see [DG70, p. 372–

373]) we have a natural bijection between the set of G̃(F )-orbits in (G̃/H̃)(F )

and the set Ker [H1
fppf(F, H̃) → H1

fppf(F, G̃)]. Also, by the universal property

of the quotient G̃/H̃ we have a natural G̃-equivariant morphism G̃/H̃ → X

defined over F which induces a bijection (G̃/H̃)(F ) → X(F ).
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Consider the commutative diagram

(G̃/H̃)(F )
�

�

//

λ

��

(G̃/H̃)(F )
π1

//

π2

//

φ

��

(G̃/H̃)(F ⊗ F )

ψ

��

X(F )
�

�

// X(F )
π′

1
//

π′

2

// X(F ⊗ F )

Here π1, π2 (resp. π′
1, π

′
2) are maps induced by a → a ⊗ 1 and a → 1 ⊗ a

respectively and the top and bottom lines are the diagrams appearing in descent
theory. We want to show that λ is a bijection. Let x ∈ X(F ). Since φ is a

bijection there exists g ∈ G(F ) such that φ(gH̃) = x. Let θ : (G̃/H̃)(F ⊗F ) →

(G̃/H̃)(F ⊗ F ) (resp. X(F ⊗ F ) → X(F ⊗ F ) and G(F ⊗ F ) → G(F ⊗ F ))
be the bijection corresponding to a ⊗ b → b ⊗ a. This is the descent data for

the variety G̃/H̃ (resp. X and G̃). Since x ∈ X(F ) we get θ
(
π′
1(x)

)
= π′

2(x).

Then ψ
(
θ(π1(gH̃))

)
= ψ

(
π2(gH̃)

)
and hence ψ

(
π2(g)

−1θ
(
π1(g)

)
H̃
)
= σ. This

implies that π2(g)
−1θ
(
π1(g)

)
∈ H̃(F ⊗F ) or θ(π1(g)H̃) = π2(gH̃). By descent

theory it follows that gH̃ ∈ (G̃/H̃)(F ). Thus we have a natural bijection

between the set of G̃(F )-orbits in (G̃/H̃)(F ) and the set X(F )/∼. Combining
all these facts we obtain

Theorem 13.2. There exists a natural bijection between the set of conjugacy
classes of F -defined outer automorphisms of G of order 3 whose centralizers

have the same type as that of H and the set Ker [H1
fppf(F, H̃) → H1

fppf(F, G̃)].

Before proceeding with consequences of the theorem we compute the kernel of
the last map in terms of the connected groups H and G.

Proposition 13.3. The natural mapping

λ : Ker
[
H1

fppf(F,H) → H1
fppf(F,G)

]
→ Ker

[
H1

fppf(F, H̃) → H1
fppf(F, G̃)

]

induced by the embedding H → H̃ is a bijection.

Proof. The mapping λ is induced by the embedding H →֒ H̃ = H×〈σ 〉. Since

H1
fppf(F,H) → H1

fppf

(
F,H × 〈σ 〉

)

is clearly injective so is λ. As for surjectivity of λ, let

(13.4) ξ ∈ Ker
[
H1

fppf(F, H̃) → H1
fppf(F, G̃)

]
.

Since H̃ = H×〈σ 〉 we can write ξ in the form ξ = ξ1 ·ξ2 where ξ1 ∈ H1
fppf(F,H)

and ξ2 ∈ H1
fppf

(
F, 〈σ 〉

)
. The composition H̃ → G̃→ S3 induces the map

H1
fppf(F,H × 〈σ 〉) → H1

fppf(F,S3)

which can be factored through

H1
fppf(F, 〈σ 〉) → H1

fppf(F,S3)
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and the last map has trivial kernel. But it follows from (13.4) that ξ2 is in its
kernel. Then ξ2 = 1 implies ξ = ξ1 ∈ H1

fppf(F,H). It remains to show that ξ

viewed as an element in H1
fppf(F,G) is trivial. To do this, we look at the exact

sequence

1 −→ G −→ G̃ −→ S3 −→ 1

which induces

G̃(F )
µ1

−→ S3(F ) −→ H1
fppf(F,G)

µ2

−→ H1
fppf(F, G̃).

Surjectivity of µ1 implies that the kernel of µ2 is trivial. Since by our con-

struction the cocycle ξ viewed as an element in H1
fppf(F, G̃) is trivial, it

is also trivial as an element in H1
fppf(F,G). Thus we proved that ξ is in

Ker [H1
fppf(F,H) → H1

fppf(F,G) ] and we are done. �

In the next corollaries we describe explicitly the set

Ker
[
H1

fppf(F,H) → H1
fppf(F,G)

]

where F is an arbitrary field. In view of 13.2 and 13.3 this leads to a complete
list of conjugacy classes of trialitarian automorphisms of G. Clearly, the de-
scription depends on the structure of the algebraic group H in question. We
recall that this group is the automorphism group of a symmetric composition
algebra of dimension 8. Each corollary corresponds to one of the types of sym-
metric algebras described in Section 8. We recall that we have para-octonion
algebras (Type I), Okubo algebras in characteristic different from 3 (Type IIa
and Type IIb), which are obtained from central simple algebras of degree 3,
and Okubo algebras in characteristic 3 (Type III). In each case the trialitarian
automorphisms are those linked to symmetric compositions, as described in
Theorem 4.8.

Corollary 13.5. Let F be an arbitrary field. Let n be a 3-Pfister form over F
and let G = PGO+(n) or G = Spin(n). Then there is a unique conjugacy class
of trialitarian F -automorphisms of G whose centralizers in G have type G2.
The class is represented by the trialitarian automorphism ρ⋄ associated to the
isomorphism class of the para-octonion algebra with norm n.

Proof. Let σ be an F -defined trialitarian automorphism of G with the property
H = CG(σ) = G2(n) where G2(n) is the automorphism group of an octonion
algebra with norm n. By Proposition 8.3 the map H1

fppf(F,H) → H1
fppf(F,G) is

injective. The result now follows from Theorem 13.2 and Proposition 13.3. �

The next corollary corresponds to the case where the algebraic group H is the
group of automorphisms of the split Okubo algebra over a field of characteristic
not 3 containing a primitive cube root of unity, hence H is the split group
PGL3.

Corollary 13.6. Let F be an arbitrary field of characteristic different from 3
and assume that a primitive cube root of unity ω is contained in F . Let G =
PGO+

8 . Then the set of conjugacy classes of trialitarian F -automorphisms of
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G whose centralizers in G have type A2 is in one-to-one correspondence with
the set of isomorphism classes of central simple algebras over F of degree 3.

Proof. We apply Theorem 13.2 and Proposition 13.3 with σ the standard tri-
alitarian automorphism ρ△ associated to the split Okubo multiplication. Its
centralizerH in G is PGL3, henceH

1
fppf(F,H) classifies central simple algebras

over F of degree 3. Also, it is clear that H1
fppf(F,H) → H1

fppf(F,G) is a trivial

mapping because on one side every element in H1
fppf(F,H) is split by a cubic

extension of F and, on the other side, no element in H1
fppf(F,G) is split by a cu-

bic extension, in view of Springer’s Theorem (see for instance [Sch85, Theorem
5.4]). The result now follows from Theorem 13.2 and Proposition 13.3. �

Remark 13.7. Tracing through our constructions, we can make the corre-
spondence of Corollary 13.6 explicit as follows, using Galois cohomology since
the characteristic of F is not 3. Let ρ△ be the standard trialitarian automor-
phism associated to the split Okubo multiplication over F . Its centralizer in
G = PGO+

8 is a split group PGL3. Let ρ be another trialitarian automor-
phism over F whose centralizer is a group of type A2. We may view ρ△ and ρ as
elements of the group (PGO+

8 ⋊S3)(F ). We know that they are conjugate over
a separable closure Fsep of F by an element of PGO+

8 . Let g ∈ PGO+
8 (Fsep)

be such that ρ = gρ△g
−1. For γ ∈ Gal(Fsep/F ) we have ργ = ρ and ργ

△
= ρ△

since ρ and ρ△ are defined over F , hence (gγ)−1g lies in the centralizer of ρ△
in PGO+

8 . Thus we get a cocycle aγ = (gγ)−1g ∈ Z1(F,PGL3). This cocycle
gives rise to a central simple algebra, say A, of degree 3 over F . Note that it
follows from the construction that the group PGL(A) is the centralizer of ρ in
PGO+

8 .
Conversely, assume that we have a central simple algebra A of degree 3 over
F . It is determined by a cocycle aγ with coefficients in PGL3. Since the

map H1(F,PGL3) → H1(F,PGO+
8 ) is trivial (as observed in the proof of

Corollary 13.6), there exists g ∈ PGO+
8 (Fs) such that aγ = (gγ)−1g. Consider

ρ = gρ△g
−1. Since ρ△ is defined over F and (gγ)−1g centralizes ρ△ for all γ, it

follows that ρ is defined over F .
Similar considerations apply to corollaries 13.8 and 13.9 below.

Now, suppose the field F does not contain ω, and charF 6= 3. Let K = F (ω),
which is a quadratic field extension of F . Before stating the next corollary
we recall that on a given central simple K-algebra B of degree 3, unitary
involutions τ fixing F are classified by a quadratic form invariant π(τ), which
is a 3-Pfister form over F split by K, see [KMRT98, (19.6)]. This result is
proved in [KMRT98] under the hypothesis that charF 6= 2, but the following
observations show that it also holds when charF = 2.
If charF 6= 2, the 3-fold Pfister form π(τ) is obtained by modifying the form
Qτ (x) = Trd(x2) defined on the F -vector space Sym(τ) of τ -symmetric ele-
ments: see [KMRT98, (19.4)]. The arguments in the proof of the classifica-
tion theorem [KMRT98, (19.6)] can be used when charF = 2, substituting
for Qτ the restriction to Sym(τ) of the quadratic form Srd(x), which is the
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coefficient of the indeterminate t in the reduced characteristic polynomial of
x (as in Proposition 8.5). Let ϕτ be the restriction of Srd to the F -vector
space Sym(τ)0 of τ -symmetric elements of trace zero, and let [1, 1] denote the
quadratic form X2 + XY + Y 2 over F . If B is split and τ is adjoint to a
hermitian form h with diagonalization 〈δ1, δ2, δ3〉K , computation shows that
ϕτ ∼= [1, 1] ⊥ 〈δ1δ2, δ2δ3, δ3δ1〉 ·nK , where nK is the norm form of K/F . There-
fore, if τ ′ is also a unitary involution on the split algebra B, and τ ′ is adjoint to
a hermitian form h′, the arguments on [KMRT98, p. 305] show that ϕτ ′

∼= ϕτ
implies h′ is similar to h, hence τ ′ and τ are isomorphic. Therefore, the 3-fold
Pfister form π(τ) = 〈1, δ1δ2, δ2δ3, δ3δ1〉 · nK determines the involution τ up to
isomorphism. The case where B is not split reduces to the split case by an
odd-degree scalar extension. The arguments on p. 305 of [KMRT98] apply in
characteristic 2, since [KMRT98, (6.17)] relies on a result of Bayer-Lenstra that
also holds in characteristic 2 (see [BFT07, Theorem 1.13] for a discussion of
the Bayer-Lenstra result in characteristic 2).

Corollary 13.8. Let F be an arbitrary field of characteristic not 3 and assume
that F does not contain a primitive cube root of unity ω. Let n be a 3-Pfister
form split by K = F (ω) and let G be PGO+(n) or Spin(n). Then the set
of conjugacy classes of trialitarian F -automorphisms of G of order 3 whose
centralizers in G have type A2 is in one-to-one correspondence with the set of
F -isomorphism classes of pairs (B, τ) where B is a central simple K-algebra
of degree 3 and τ is a unitary involution on B fixing F such that π(τ) = n.

Proof. Let σ be an outer F -automorphism of G of order 3 whose centralizer H
in G is an outer form of type 2

A2, of inner type over K. Its existence follows
from our previous results. Indeed, take the standard trialitarian automor-
phism ρ⋆ of G over F corresponding to the para-octonion algebra (C, ⋆, n) with
norm n. Its automorphism group has type G2 and splits overK = F (ω). Hence

it contains a subtorus of the form R
(1)
K/F (Gm). Such a torus contains an ele-

ment of order 3 over F , namely ω. Twisting the multiplication ⋆ by ω we get
an Okubo algebra (C, ⋆ω , n). The corresponding automorphism ρ⋆ω of G is as
required.
Let H0 be an adjoint quasi-split F -group of type 2

A2, of inner type over K. It
is known that H is a twisted form of H0, i.e. H = ξH0 where ξ ∈ Z1(F,H0).
Also, we know that the pointed set H1

fppf(F,H0) classifies pairs (B, τ) where B
is a central simple algebra overK of degree 3 and τ is a unitary involution on B
(see [KMRT98, (30.21)]) and that there exists a natural bijection H1(F,H0) →
H1(F,H) which takes the class [ξ] into the trivial class. Thus the pointed set
H1

fppf(F,H) also classifies the same pairs (B, τ). The mapping H1
fppf(F,H) →

H1
fppf(F,G) takes a pair (B, τ) to the class in H1

fppf(F,G) corresponding to

the 3-Pfister form π(τ) (see [KMRT98, §30.C]). So the result follows from
Theorem 13.2 and Proposition 13.3. �
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Finally, suppose charF = 3. If the centralizerH of a trialitarian automorphism
φ is not a form of type G2, this centralizer is the automorphism group of an
Okubo algebra, as computed in Section 10.

Corollary 13.9. Let G = PGO+
8 be defined over an arbitrary field F of char-

acteristic 3. The set of conjugacy classes of trialitarian F -automorphisms of G
of Okubo type in G is in one-to-one correspondence with the set of isomorphism
classes of Okubo algebras over F .

Proof. Taking Theorem 12.6 into account, the proof is along the same lines as
the proof of Corollary 13.6. �
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