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Exponentially slow traveling waves on a finite

interval for Burgers’ type equation ∗

P. P. N. de Groen & G. E. Karadzhov

Abstract

In this paper we study for small positive ε the slow motion of the
solution for evolution equations of Burgers’ type with small diffusion,

ut = εuxx + f(u)ux , u(x, 0) = u0(x), u(±1, t) = ±1, (?)

on the bounded spatial domain [−1, 1]; f is a smooth function satisfying
f(1) > 0, f(−1) < 0 and

∫ 1
−1
f(t)dt = 0. The initial and boundary value

problem (?) has a unique asymptotically stable equilibrium solution that
attracts all solutions starting with continuous initial data u0. On the in-
finite spatial domain R the differential equation has slow speed traveling
wave solutions generated by profiles that satisfy the boundary conditions
of (?). As long as its zero stays inside the interval [−1, 1], such a traveling
wave suitably describes the slow long term behaviour of the solution of
(?) and its speed characterizes the local velocity of the slow motion with
exponential precision. A solution that starts near a traveling wave moves
in a small neighborhood of the traveling wave with exponentially slow
velocity (measured as the speed of the unique zero) during an exponen-
tially long time interval (0, T ). In this paper we give a unified treatment
of the problem, using both Hilbert space and maximum principle meth-
ods, and we give rigorous proofs of convergence of the solution and of the
asymptotic estimate of the velocity.

1 Introduction

Slow motion is a phenomenon that may occur in singularly perturbed non-linear
parabolic equations, e.g. in reaction-diffusion ([20, 21]), convection-diffusion
([13, 14, 18]) and Cahn-Hilliard ([2]) equations. Typically, the solution of such
a problem develops in finite time metastable shock profiles that persist during
an exponentially (with respect to the small parameter) long period of time and
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that move with exponentially slow speed. The fact that a shock layer moves
slowly and may not exist forever makes it difficult to define notions as meta-
stability and velocity and to track the evolution of the solution rigorously. In
this paper we study for small positive ε the long term behaviour of the shock
layer for equations of Burgers’ type in one space variable,

ut = εuxx + f(u)ux , (1.1)

on the strip [−1, 1]× R+, satisfying the boundary conditions

u(±1, t) = ±1 (1.2)

and the continuous and compatible initial condition

u(x, 0) = u0(x), u0(±1) = ±1 . (1.3)

The function f ∈ C3(R) and its integral F (x) :=
∫ x
−1 f(t) dt satisfy the condi-

tions:

f(1) > 0 , f(−1) < 0 , F (1) = F (−1) = 0 and ∀|s|<1 : F (s) < 0 . (1.4)

The maximum principle for parabolic equations ([7]) implies the a priori esti-
mate |u(x, t)| ≤ M for all initial data satisfying |u0(x)| ≤ M (with M ≥ 1).
Hence the behaviour of f outside the interval [−M,M ] is not important. How-
ever, for ease of presentation we shall assume that f ′′ and f ′′′ are uniformly
bounded on R. In the special case f(u) = u, we get Burgers’ equation. The
special feature F (−1) = F (1) > F (x), (−1 < x < 1) causes slow motion
of the shock layer. More generally, the solution u satisfying the boundary
conditions a = u(−1, t) < u(1, t) = b, shows exponentially slow motion if
F (a) = F (b) > F (x), (a < x < b); this case can be reduced to the form
(1.2) above by an affine transformation of u. According to Theorem 4.4 in
Ch. VI of Ladyzhenskaja et al. ([12]) the problem (1.1)–(1.3) has a unique clas-
sical solution u(x, t); classical means that u(x, t) is continuous in the closed
domain Qs , where Qs := (−1, 1) × (0, s), and the derivatives ut , ux and uxx
are continuous in the open domain Qs , for any s > 0.
Numerical methods (see [11]) and formal asymptotic expansions (see [11,

13, 14, 18]) show the existence of an internal shock layer that moves with ex-
ponentially slow speed towards a stable (stationary) equilibrium solution. The
location and the velocity of this shock layer can be described conveniently (al-
though somewhat arbitrarily) by the position and the speed of the unique zero.
It is well known that the exponentially small velocity cannot be determined by
“matched asymptotic expansions” and that exponential precision is required.

For example, in Burgers’ equation (f ≡ u), the function tanh x−ξ(t)2ε satisfies
equation and boundary conditions approximately up to exponentially small or-
der for any location ξ(t) moving with exponentially slow speed ξ′(t). In order
to remove this indeterminacy, Reyna & Ward ([18]) use a projection method,
such as was used in [4] in the related problem of resonance in a singularly per-
turbed turning point problem. This method is based on the fact that the linear
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operator associated with the first variation around the shock profile has exactly
one exponentially small eigenvalue and that small solutions (i.e., solutions not
exploding for ε↘0) of the equation of first variation can be found only in the
orthogonal complement of the associated eigenfunction. In our approach, the
local velocity of the shock layer at a point x0 is derived from the traveling wave
solution Φ(x−V t, ε) of (1.1) whose profile x 7→ Φ(x, ε) fits exactly the boundary
conditions (1.2) and satisfies Φ(x0, ε) = 0. Obviously, this does not give another
expression for the local velocity, but it has the advantage that such traveling
wave solutions can be used in upper and lower estimates by the maximum prin-
ciple, making rigorous the asymptotic formulae for the slow velocity. Moreover,
those profiles are well-suited for the study of metastability.
We are going to explain the long term behaviour of this solution by approx-

imating it with traveling waves. Strictly speaking, there are no traveling waves
on a finite interval and we shall use the notion in the sense of a restriction of a
true traveling wave solution ψ(x−vt) of equation (1.1), defined on all of R2, to a
finite rectangular subdomain [−1, 1]× [S , T ], where [S , T ] is chosen so that the
unique zero of x 7→ ψ(x − vt) is inside the open interval (−1 , 1). Outside this
rectangle the traveling wave is not very interesting for our analysis. In Section 2
we show that for each x0 ∈ (−1 , 1) a unique traveling wave Φ(x− V (ε, x0)t , ε)
exists, which satisfies Φ(x0 , ε) = 0 and Φ(±1, ε) = ±1 , and we derive a precise
estimate of its exponentially slow velocity V (i.e., V is of the order O(e−c/ε) for
some c > 0). Moreover, V is a monotone function of x0, which is positive for
x0 ≈ −1 and negative for x0 ≈ 1, implying that the wave moves to the right
in the former case and to the left in the latter. The unique “traveling wave”
with zero velocity satisfies the boundary conditions (1.2) for all times and is the
stationary or equilibrium solution of (1.1)–(1.3); we denote it by Φe and its zero
xe we call the “equilibrium point”. The method enables us to show that the
error in the asymptotic estimate of xe, derived in [13], is exponentially small;
see (2.24).
For the study of convergence, stability, and metastability, we consider vari-

ations around a traveling wave profile in Section 3. The spatial operator A
in the linear approximation vt = −Av is positive for all ε > 0 and selfadjoint
in a weighted L2(−1, 1)-norm, where the weight is defined by the derivative
of the traveling wave profile . The spectrum consists of isolated eigenvalues of
multiplicity one. By the technique of [4] we derive in Lemmata 3.1 and 3.2
an exponentially precise estimate of the exponentially small bottom eigenvalue
λ0(ε) and of the corresponding eigenfunction, and we show that the gap between
the bottom eigenvalue and the rest of the spectrum is of order O(1/ε). Using
this, we prove in Theorems 3.9 – 3.11 that the equilibrium is stable; it attracts
all solutions of the problem (1.1)–(1.3) starting in some small neighborhood of
it (small, measured in a weighted Sobolev-norm in H1(−1, 1)). We also obtain
rates of convergence with respect to this norm; in a manifold of codimension
one (which is nearly orthogonal to the derivative of the equilibrium solution)
convergence is exponentially fast (of the order O(e−γt/ε) for some γ > 0).
As stated above, the problem (1.1)–(1.3) has a unique classical solution

u(x, t). In Section 4 we use the strong maximum principle for parabolic differ-
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ential operators in conjunction with techniques of Bernstein and Filippov (see
[12]) in order to extend this slightly, and we prove in Lemma 4.6 that the func-
tion x 7→ u(x, t) is in the Sobolev space H2(−1, 1) uniformly for all t > 0 . This
allows us to show, using Arzela-Ascoli’s theorem and a theorem of Friedman
([6]), that u(·, t) converges as t→∞ to the equilibrium solution in the Sobolev
norm of H1(−1, 1) for any continuous initial value u(x, 0).
In the final Section 5 we complete the picture. We show by a contraction ar-

gument that every solution starting in a neighborhood of a traveling wave profile
Φ(x, ε) is attracted exponentially rapidly towards a one-dimensional subman-
ifold, which essentially is equal to the derivative of the same traveling wave
profile shifted over an exponentially small distance in x-direction, and it stays
there during an exponentially long time interval (0, Tε). As this traveling wave
profile Φ(x, ε) can be considered as a “snapshot” of a slow moving wave, this
indeed shows that solutions of (1.1)–(1.3) are quickly attracted towards a slow
moving shock wave that moves to the equilibrium solution with exponentially
slow velocity.

Weighted Norms. For the study of convergence we use the standard
L2(−1, 1)-norm ‖ · ‖ and the Sobolev norm ‖ · ‖1 defined by

‖ u ‖21 := ε
2 ‖ u′ ‖2 + ‖ u ‖2 =

∫ 1
−1

{
ε2|u′(x) |2 + |u(x) |2

}
dx . (1.5)

Moreover, we shall consider weighted Sobolev norms ‖ · ‖h for given weight
functions h(x)2,

‖ u ‖2h := ‖ u h ‖
2
1 =

∫ 1
−1

{
ε2|(u(x)h(x))′ |2 + |u(x)h(x) |2

}
dx . (1.6)

Two norms ‖ · ‖h1 and ‖ · ‖h2 or two weight functions h1 and h2 are said to be
equivalent if positive constants c1 and c2 exist such that

c1 ‖ u ‖h1 ≤ ‖ u ‖h2 ≤ c2 ‖ u ‖h1 for all u , or c1h1(x) ≤ h2(x) ≤ c2h1(x) ;

we denote these equivalences by ‖ · ‖h1 � ‖ · ‖h2 or h1 � h2, respectively.

2 Traveling waves on the line

In this section we establish existence and asymptotic properties of traveling
wave solutions of equation (1.1) on the whole line, which satisfy the boundary
conditions (1.2) at x = ±1 approximately, up to an exponentially small error
during an exponentially large time interval. Specifically, we will prove existence
of traveling wave solutions of (1.1) of the form

u(x, t) = Φ(x−V (ε, x0)t, ε) satisfying Φ(±1, ε) = ±1 , Φ(x0, ε) = 0 , (2.1)

for some x0 ∈ (−1 , 1). Such solutions of (1.1) move with speed V and do
not satisfy the boundary conditions (1.2) exactly (except if t = 0). Yet they
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are useful because their speed is exponentially small, and they describe very
well the behaviour of a certain class of solutions of (1.1 – 1.2) during long time
intervals. The function Φ(x, ε) is called the traveling wave profile; implicitly it
depends on x0 .
If (1.1) has a solution of the form (2.1), then the profile x 7→ Φ(x, ε) has to

satisfy the ODE

εΦ′′ + (f(Φ) + V )Φ′ = 0 , Φ(±1, ε) = ±1 , (′= d/dx) . (2.2)

Scaling the independent variable around the zero x0 of Φ by x = x0 + εη and
setting ϕ(η, ε) := Φ(x0 + εη, ε), we find that ϕ and V have to satisfy (

′= d/dη){
ϕ′′ + (f(ϕ) + V )ϕ′ = 0 ,

ϕ(0, ε) = 0 , ϕ(1−x0
ε
, ε) = 1 , ϕ(− 1+x0

ε
, ε) = −1 .

(2.3)

Integrating the differential equation once we find

dϕ

dη
= C − V ϕ− F (ϕ) , where F (ϕ) :=

∫ ϕ

−1
f(t) dt , (2.4)

and where C is a constant of integration. Using the condition ϕ(0, ε) = 0 , this
equation is implicitly solved in terms of the function

G(ϕ;C, V ) :=

∫ ϕ

0

ds

g(s)
, where g(s) := C − V s− F (s) , (2.5)

provided the denominator g is non-zero. If the denominator is positive, G is a
monotone function. Hence, the solution of (2.3) is given by the inverse function
ϕ(η, ε) := G−1(η;C, V ), if we can find constants C(ε, x0) and V (ε, x0) such that
C − V s− F (s) > 0 for all s ∈ [−1, 1] and∫ 1

0

ds

C − V s− F (s)
=
1− x0
ε

, and

∫ 0
−1

ds

C − V s− F (s)
=
1 + x0
ε

. (2.6)

It is clear that C(0, x0) = 0, V (0, x0) = 0, provided x0 is bounded away from
the boundaries ±1. This we shall assume throughout the paper. In other words,
we consider profiles Φ(x, ε) with internal layers only.

Proposition 2.1 (Existence and asymptotics of slow traveling waves)
If the function f satisfies (1.4), then for any x0 ∈ (−1, 1) and any ε > 0 unique
solutions C(ε, x0) and V (ε, x0) of (2.6) exist, and hence also a unique solution
Φ of (2.2), satisfying for ε→ 0 the asymptotics

Φ(x, ε) = ± 1 +O
(
exp
(
f(±1)x0−x

ε

)
+Rε

)
for x><x0 ,

C(ε, x0) = α exp
(
−f(1)1−x0ε

)
+ β exp

(
f(−1)1+x0ε

)
+O(R2ε/ε),

V (ε, x0) = −α exp
(
−f(1)1−x0ε

)
+ β exp

(
f(−1)1+x0ε

)
+O(R2ε/ε),

(2.7)
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where α, A, β, B and Rε are defined by

α := 1
2f(1) exp(Af(1)) , A :=

∫ 1
0 [

1
F (1)−F (s) −

1
f(1)(1−s) ]ds ,

β := − 12f(−1) exp(−Bf(−1)) , B :=
∫ 0
−1[

1
F (−1)−F (s) +

1
f(−1)(1+s) ]ds ,

Rε := exp
(
−f(1)1−xo

ε

)
+ exp

(
f(−1)1+xo

ε

)
.

Proof. We begin with an analysis of the solution of the initial value problem
(2.4) as a function of the parameters C and V . So we consider the solution ψ of

ψ′ = g(ψ) := c− vψ − F (ψ) , ψ(0; c, v) = 0 , (2.8)

writing it either as ψ(η; c, v) or as ψ(η) for brevity, if there is no confusion con-
cerning the parameters c and v. Because of assumption (1.4) we have F (s) < 0
if −1 < s < 1 . Since F ′(1) = f(1) > 0 and F ′(−1) = f(−1) < 0, the function
g(s) := c−vs−F (s) has well defined zeros s+ and s− if c and v are in some small
interval around 0; those zeros tend to +1 and −1 respectively if c and v tend to
zero, and are such that g(s) is strictly positive on (s−, s+) and g

′(s+) < 0 and
g′(s−) > 0:

g(s) := c− vs− F (s) > 0 for all s ∈ (s−, s+) ,

g′(s+) < 0 and g′(s−) > 0 ,

s− + 1

s+ − 1

}
= O(|c|+ |v|) (c , v → 0) .

(2.9)

So (2.8) has a unique strictly increasing solution ψ on the whole line, implicitly
defined by

η =

∫ ψ

0

ds

g(s)
and satisfying


lim

η→±∞
ψ(η) = s± ,

lim
η→±∞

ψ′(η) = 0 .
(2.10)

In order to derive more precise asymptotics of ψ, we define the integrals

a+ :=

∫ s+

0

(
1

g(s)
−

1

g′(s+) (s− s+)

)
ds ,

a− :=

∫ 0
s−

(
1

g(s)
−

1

g′(s−) (s− s−)

)
ds ,

(2.11)

which are finite because the singularities at s± are removed. Clearly, if v = 0
and c = 0, then s± = ±1 , a+ = A and a− = B . In the integral equation (2.10)
we expand the numerator around s+

η =

∫ ψ

0

ds

g(s)
=

∫ ψ

0

ds

g′(s+) (s− s+)
+

∫ ψ

0

(
1

g(s)
−

1

g′(s+) (s− s+)

)
ds

=
1

g′(s+)
log(

s+ − ψ

s+
) + a+ −O(s+ − ψ) (ψ → s+) or (η →∞) ,
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uniformly in c and v. Exponentiation results in

s+ − ψ(η) = s+ exp{g
′(s+)(η − a+) +O(s+ − ψ(η)} (η →∞) . (2.12)

Since s+ − ψ is uniformly bounded and since g′(s+) = −v − f(s+) < 0 , this
results in the asymptotic forms of ψ and, using equation (2.8), also of ψ′ for
η →∞

s+ − ψ(η; c, v) = s+ exp{g
′(s+)(η − a+)} +O(exp{2ηg

′(s+)}) ,

ψ′(η; c, v) = −s+ g
′(s+) exp{g

′(s+)(η − a+)}+O(exp{2ηg
′(s+)}) .

(2.13)

Likewise we derive the asymptotic forms of ψ and ψ′ for η → −∞ ,

s− − ψ(η; c, v) = s− exp{g
′(s−)(η − a−)}+O(exp{2ηg

′(s−)}) ,

ψ′(η; c, v) = −s− g′(s−) exp{g′(s−)(η − a−)} +O(exp{2ηg′(s−)}) .
(2.14)

We now have shown that, for any c and v in some small interval around 0,
a monotone solution ψ of (2.8) exists, ranging from s− at −∞ to s+ at +∞.
However, the question in (2.3) is to find C and V from the system of equations

ψ(
1− x0
ε
;C, V ) = 1 , ψ(−

1 + x0
ε

, C, V ) = −1 , (2.15)

with C(0, x0) = 0, V (0, x0) = 0.
To this aim we approximate its Jacobian. We differentiate equation (2.8)

with respect to its parameters, denoting the partial derivatives by ψc := ∂ψ/∂c
and ψv := ∂ψ/∂v (

′ denotes the derivative with respect to η):

ψ′c = −(v + f(ψ))ψc + 1, ψc(0; c, v) = 0 ,

ψ′v = −(v + f(ψ))ψv − ψ, ψv(0; c, v) = 0 .

Considered as ordinary differential equations for ψc and ψv as functions of η in
which the function ψ is given, these equations are solved by

ψc(η) =

∫ η

0

exp {−
∫ η
t
(v + f(ψ(s))) ds} dt

ψv(η) = −

∫ η

0

ψ(t) exp {−
∫ η
t
(v + f(ψ(s))) ds}dt ,

and by the equation ψ′′ = −(v + f(ψ))ψ′ they can be simplified to

ψc(η) = ψ
′(η)

∫ η

0

ds

ψ′(s)
and ψv(η) = −ψ

′(η)

∫ η

0

ψ(s)ds

ψ′(s)
. (2.16)

Using the asymptotic formulae (2.13) and (2.14), we find

lim
η→±∞

ψc(η; c, v) =
1

f(s±) + v
and lim

η→±∞
ψv(η; c, v) =

−s±
f(s±) + v

, (2.17)
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and from this it immediately follows that the Jacobian determinant of system
(2.15) is bounded away from zero if ε is sufficiently small. Hence C(ε, x0) and
V (ε, x0) are uniquely determined by this equation.
The zeros s± of g and the integrals a± defined in (2.11) are functions of c

and v. Let us now denote those quantities by the corresponding capital letters
S± and A±, if the solutions C and V of (2.15) are substituted in them. They
are necessarily such that C ± V > 0 and S− < −1 < 1 < S+. Moreover,
ϕ(η, ε) = ψ(η;C(ε, x0), V (ε, x0)) is the solution of (2.3). The asymptotics of
S+ − 1 and S− + 1 are now easily found by inserting the boundary conditions
(2.15) into (2.13) and (2.14):

S+ − 1 = S+ exp{g′(S+) (
1−x0
ε −A+)} +O

(
exp{2g′(S+)

1−x0
ε }
)
,

S− + 1= S− exp{−g′(S−) (
1+x0
ε
+A−)}+O

(
exp{−2g′(S−)

1+x0
ε
}
)
,
(2.18)

and they are exponentially small. We can compute C and V from g(S±) = 0 ,

C − V S+ = F (1 + (S+ − 1))

= f(1) exp{g′(S+) (
1−x0
ε
−A+ +O(S+ − 1))}+O((S+ − 1)2) ,

C − V S− = F (−1 + (S− + 1))

= f(−1) exp{−g′(S−) (
1+x0
ε −A− +O(S− + 1))}+O((S− + 1)2) .

(2.19)

Adding and subtracting both equations, we see that V and C are exponentially
small. With (2.18) this implies that the precise exponential order in (2.18) is
|S± ∓ 1| = O(Rε). Inserting this in (2.19) we find

C = 1
2f(1) exp{−f(S+) (

1−x0
ε
−A+))}

− 12f(−1) exp{f(S−) (
1+x0
ε −A−)}+O(R2ε +Rε|V |/ε) ,

V = − 12 f(1) exp{−f(S+) (
1−x0
ε
−A+))}

− 12f(−1) exp{f(S−) (
1+x0
ε −A−)}+O(R2ε +Rε|V |/ε) .

(2.20)

This implies that V = O(Rε) and that the error term in (2.20) can be simplified
to O(R2ε/ε). Finally, we show that A+ = A+O(Rε) in the following way. Using
the Taylor expansion of g with the integral form for the remainder, we find

A+ =

∫ S+

0

(
1

g(s)
−

1

g′(S+) (s− S+)

)
ds

=

∫ S+

0

s− S+
g(s) f(S+)

∫ 1
0

(1− t) f ′(S+ + t(s− S+)) dt ds .

Likewise we find for A, if we also shift the integration variable s→ s+ 1− S+,

A =

∫ S+

S+−1

s− S+
(F (1)− F (s+ 1− S+)) f(1)

∫ 1
0

(1− t) f ′(1 + t(s− S+)) dt ds .
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From these expressions we see that the integrands are uniformly bounded, that
their difference is of order O(Rε) uniformly, and that the domain of integration
of the first integral is O(Rε) larger than the domain of the second one. The
difference A− − B is estimated likewise. Together with (2.20) this proves the
assertion (2.7). ♦

Having established for any x0 the existence of a wave profile Φ which goes
through zero at x0, we can show that this profile is a monotone function of x0
and that also its velocity V (ε, x0) is monotone in x0. Since we see from (2.7)
that V (ε, x0) changes sign if x0 moves from -1 to 1, this implies existence of a
unique equilibrium solution Φe with velocity zero.

Proposition 2.2 The traveling wave solution Φ of (2.1) and its velocity V are
monotone functions of x0 ,

∂Φ

∂x0
≤ 0 and

∂V

∂x0
< 0 . (2.21)

Proof. Substituting Φ(x, ε) = ψ(x−x0
ε
;C(ε, x0), V (ε, x0)) in the identity

G(ϕ(η);C, V ) = η (see (2.5)), and differentiating with respect to x0, we find

H(ψ) :=
1

g(ψ)

∂Φ

∂x0
=
∂C

∂x0

∫ ψ

0

ds

g2(s)
−
∂V

∂x0

∫ ψ

0

s ds

g2(s)
−
1

ε
. (2.22)

Since g(s) = C − V s − F (s) > 0, it suffices to show that H is non-positive on
[−1, 1]. Differentiating (2.6) with respect to x0 , we find in particular:

H(1) =
∂C

∂x0

∫ 1
0

ds

g(s)2
−

∂V

∂x0

∫ 1
0

s ds

g(s)2
−
1

ε
= 0 ,

H(−1) = −
∂C

∂x0

∫ 0
−1

ds

g(s)2
−

∂V

∂x0

∫ 0
−1

(−s) ds

g(s)2
−
1

ε
= 0 .

(2.23)

Moreover, we can compute the partial derivatives ∂C/∂x0 and ∂V/∂x0 from
this set of linear equations. Because all integrals in (2.23) are positive, ∂V/∂x0
is negative.

Finally, because H(0) = −1/ε the function H must have a minimum on

(−1, 1), and so its derivative H ′(t) =
(
∂C
∂x0
− t ∂V∂x0

)
g−2(t) must have a zero in

this interval. Since there cannot be a second zero, H cannot have a maximum
on (−1, 1) and so must be bounded from above by zero. ♦

The equilibrium solution. Since the velocity V (x, ε) is a monotone function
of x0 , a unique “traveling” wave (2.1) with velocity zero exists. The correspond-
ing solution is the equilibrium solution, which we denote by Φe(x, ε) or by the
profile ϕe(η, ε) in the stretched coordinate η = (x − x0)/ε. We call the zero of



10 Exponentially slow traveling waves EJDE–1998/30

this equilibrium solution the equilibrium point and we denote it by xe. From
(2.7) we find its position

xe(ε) =
f(1) + f(−1) + ε log(β/α)

f(1)− f(−1)
+O(Rε). (2.24)

Hence the equilibrium solution has only an internal layer.
The profile ϕ of the traveling wave depends on ε very weakly. Its main term

is the so-called shock layer profile (see [13]) ϕs which we define as the solution
of

ϕ′′ + f(ϕ)ϕ′ = 0 , lim
η→±∞

ϕ(η) = ±1 , (2.25)

with normalization ϕs(0) = 0 . Clearly ϕs(η) = ψ(η; 0, 0). From (2.13) and
(2.14) we find its asymptotic behaviour for large |η|:

ϕs(η) =

{
1− ef(1)(A−η) +O(e−2ηf(1)) η → +∞ ,

−1 + ef(−1)(B−η) +O(e−2ηf(−1)) η → −∞ ,

ϕ′s(η) =

{
f(1) ef(1)(A−η) +O(e−2ηf(1)) η → +∞ ,

−f(−1) ef(−1)(B−η) +O(e−2ηf(−1)) η → −∞ .

(2.26)

This profile ϕs does not depend on ε, and it is the main term in the traveling
wave profile ϕ(η, ε), up to an exponentially small order uniformly in η:

Proposition 2.3 Constants K1 , K2 and ε0 exist such that ϕ and ϕs satisfy
uniformly for all η ∈ R and ε ∈ (0, ε0] ,

|ϕ(η, ε)− ϕs(η)| ≤ K1Rε and |ϕ′(η, ε)− ϕ′s(η)| ≤ K2Rε . (2.27)

Proof. Since ϕs(η) = ψ(η; 0, 0) and ϕ(η, ε) = ψ(η;C(ε, x0), V (ε, x0)), we find
from the intermediate value theorem points ζ between C and 0, and ϑ between
V and 0, such that

ψ(η;C, V )− ψ(η; 0, 0) = C ψc(η, ζ, ϑ) + V ψv(η, ζ, ϑ) .

Using in equation (2.16) the positivity of ψ′ and its asymptotics, as displayed
in (2.13) and (2.14), we easily see that ψc and ψv are uniformly bounded on the
whole real line. Moreover, C and V are of the order O(Rε). This proves the
first estimate. The second estimate is reduced to the first one by the relations
ϕ′ = C − V ϕ− F (ϕ) and ϕ′s = F (1)− F (ϕs) . ♦

Proposition 2.4 Let x0 ∈ [−1 + δ, 1− δ] for some small fixed δ > 0. Then the
equivalence

ψ′(η, C(ε, x0), V (ε, x0)) � ψ
′(η, 0, 0) = ϕ′s(η). (2.28)

is uniform with respect to η, x0 , ε if |η| ≤ η0/ε, x0 ∈ [−1 + δ, 1− δ], ε ∈ (0, ε0].
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Proof. Outside a compact interval, depending only on f, the estimates (2.28)
follow from the asymptotics (2.13),(2.14), and on the same interval the equiva-
lence ψ′(η, C, V ) � 1 is derived easily from (2.8). ♦

Using the evident equivalence ψ′(η + u, 0, 0) � ψ′(η, 0, 0), which is uniform
with respect to u in some compact interval |u| ≤ u0, we get from proposition
2.4 the following corollary.

Corollary 2.5 The equivalence

ψ′(η + u,C(ε, x0), V (ε, x0)) � ψ
′(η, C(ε, x0), V (ε, x0)). (2.29)

is uniform with respect to η, x0, u, ε if |η| ≤ η0/ε, x0 ∈ [−1 + δ, 1− δ], |u| ≤ u0 .

For our convergence results we introduced weighted Sobolev norms (1.6).
We use weight functions hw and hs related to the traveling wave profile ϕ and
to the shock layer profile ϕs (the main term in the asymptotic approximation
of ϕ),

h−2w (x) := ϕ
′(x−x0

ε
, ε) = εΦ′(x, ε) and h−2s (x) := ϕ

′
s(
x−x0
ε
) . (2.30)

Apparently those weights depend on the shock layer location x0 . In particular,
for the weight at the equilibrium point xe(ε) we shall use the notation he and
hse ,

h−2e (x) := ϕ
′(x−xe

ε
, ε) = εΦ′e(x, ε) and h−2se (x) := ϕ

′
s(
x−xe
ε
) . (2.31)

With those weights we get families of (ε, x0)-dependent weighted norms ‖ · ‖hw
and ‖ · ‖he, for which we shall show equivalence uniformly with respect to ε.
For convenience, we first show equivalence with a weighted norm defined in a
different way. After that, we show equivalence of the weights hw and hs . The
norms he and hse with weights centered at the equilibrium point are special
cases of hw and hs, so the results apply to those too.

Proposition 2.6 The norms u 7→ ‖u‖h and u 7→
√
ε2‖u′ h‖2 + ‖u h‖2 are

equivalent if h is one of the weight functions hw or hs defined in (2.30); the
constants in the equivalence depend on f only.

Proof. Let h = hw. Then we find from equation (2.3) for ϕ the relation

h′ =
f(Φ) + V

2ε
h and hence |u′h+ uh′| = h|u′ +

f(Φ) + V

2ε
u| .

This implies

|u′ +
f(Φ) + V

2ε
u |2 > (1− δ)|u′ |2 − (1/δ − 1)|f(Φ) + V |2|u |2/4ε2.
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If m > |f | is an upper bound for |f | on [−1, 1], we choose δ so that 1 < 1/δ <
1 + 2/(m2 + O(ε)). Integrating the inequality we then find a positive constant
c such that

‖u‖2h > c

∫ 1
−1
h2 {|εu′ |2 + |u |2}dx .

Because the inverse inequality is evident, the assertion is proved for h = hw.
The proof for h = hs is essentially the same. ♦

Corollary 2.7 The norms ‖ · ‖hw and ‖ · ‖hs are equivalent.

Proof. Using the equivalence result of proposition 2.6 it is sufficient to find
positive constants c1 and c2 such that c1 hw ≤ hs ≤ c2 hw . So we consider the
quotient

h2w(x)

h2s(x)
=

ψ′(η, 0, 0)

ψ′(η, C, V )
where η =

x− x0
ε

and −
1 + x0
ε
≤ η ≤

1− x0
ε

.

It remains to apply Proposition 2.4. ♦

Remark 2.8 In these norms weighted by the derivative of the profile, the dif-
ference between the shock layer and the traveling wave is exponentially small.
Defining Φs(x, ε) := ϕs(

x−x0
ε
) and using (2.27) (2.13) and (2.14) we find:

‖Φs − Φ ‖
2
hs = O(R

2
ε)

∫ 1
−1

dx

ϕ′s(
x−x0
ε )

= O(εRε) . (2.32)

3 Local stability of the equilibrium solution

In this section we prove results concerning local stability of the equilibrium
solution, using the contraction methods from [9]. We start with linearization
around the equilibrium and more generally around a traveling wave profile.

Linearization around a traveling wave profile

With all information on the traveling wave Φ available, we may consider varia-
tions v around it. So we choose

v(x, t) = u(x, t)− Φ(x, ε). (3.1)

We remark that we do not consider variations around Φ(x − V t, ε), because
this introduces time-dependent inhomogeneous boundary conditions. Since Φ
satisfies εΦ′′ + f(Φ)Φ′ = −V Φ′, where V stands for the speed V (ε, x0), the
variation satisfies the equation

vt = −Av − V Φ′ + g1(v),

v(x, 0) = u0(x)− Φ(x, ε), and v(±1, t) = 0 ,
(3.2)
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where Av := −εvxx − f(Φ) vx − Φ′ f ′(Φ) v is the linearized operator and g1 is
the non-linear term,

g1(v) := v
2 (vx +Φ

′) g2(v) + v vx f
′(Φ) , g2(v) :=

∫ 1
0

(1 − s) f ′′(Φ + sv) ds .

From our initial assumption that f ′′ is bounded, it follows that g2 is uniformly
bounded too.
The first variation is the linear operator A of second order, acting on the

spaceH2∩H10 (−1, 1) of functions on [−1, 1] that vanish at ±1 and have a square
integrable second derivative. On this space the operator is selfadjoint, if we equip
it with the weighted norm whose weight exp{ 1

ε

∫
f(Φ(x, ε)) dx} is derived from

the coefficient of vx. Since from equation (2.3) we have f(ϕ) = −V −ϕ′′/ϕ′, we
may fix the constant of integration in the weight by the choice

h2(x) := exp{ 1ε
∫
f(Φ(x, ε)) dx} = exp{−

∫
ϕ′′

ϕ′ +
V
ε dx} =

e−(x−x0)V/ε

ϕ′(x−x0ε , ε)
. (3.3)

This weight h differs only by an exponentially small amount from the weight hw
defined in (2.31). For the analysis of its properties it is better to transform the
spatial operatorA to symmetric form with respect to the standard (unweighted)
inner product and to stretch the time variable t → t/ε . So we consider the
substitution

w(x, t/ε) := v(x, t)h(x) . (3.4)

Hence w satisfies the equation

wt = ε
2wxx − qw + r(w) + g = −Aw + r(w) + g ,

w(x, 0) = w0(x), w(±1, t) = 0,
(3.5)

where A := −ε2∂2x + q is a (standard) selfadjoint “Schrödinger” operator on
H2 ∩H10 (−1, 1) with “potential” q , where r is the non-linear term and g is an
“inhomogeneous” term not depending on w,

q(x) = 1
4 [f(ϕ(

x−x0
ε
, ε))]2 − 12f

′(ϕ(x−x0
ε
, ε))ϕ′(x−x0

ε
, ε),

w0(x) = (u0(x)− Φ(x, ε)) exp(V
x−x0
ε
) [ϕ′(x−x0

ε
, ε)]−1/2,

g(x) = − εVΦ′ exp(
∫
f(Φ(x, ε))dx/2ε) =

= −V [ϕ′(x−x0
ε
, ε)]1/2 exp(−V x−x0

2ε ).

r(w) = g2(h
−1w)

{
εw2 wx h

−2 − 12 w
3 f(Φ)h−2 + εw2 h−1Φ′

}
+ h−1 f ′(Φ) (εw wx −

1
2 w

2 f(Φ)).

(3.6)

Note that the inhomogeneous term satisfies

g(x) = −V (ε, x0)[ϕ
′(
x− x0
ε

, ε)]1/2(1 +O(εN )),
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and consequently,

‖g‖ = |V (ε, x0)|
√
2ε(1 +O(εN )), (3.7)

where ‖ · ‖ stands for the L2(−1, 1) norm. Using the embedding estimate

‖u‖L∞ ≤
√
2
ε‖u‖1, u ∈ H

1
0 (−1, 1), (3.8)

we can bound the non-linear term r for some constant a1 > 0 by

‖r(w)‖ <
a1√
ε
‖w‖21 +

a1

ε
‖w‖31 (3.9)

and analogously the difference by

‖r(v) − r(w)‖ <
a2√
ε

(
‖v‖1 + ‖w‖1 +

1

ε
(‖v‖31 + ‖w‖

3
1)

)
‖v − w‖1 . (3.10)

As an example of those estimates, we consider one of the worst terms in (3.10).
Since h−1 is bounded by a constant independent of ε, and since g2 and g

′
2 are

bounded on R, see (1.4), we have (with C a generic positive constant that may
differ on each occurrence)

‖h−2
(
g2(h

−1 w)w2 wx − g2(h−1 u)u2 ux
)
‖ ≤

≤ C‖ g2(h−1 w)− g2(h−1 u) ‖L∞ ‖w2‖L∞ ‖wx‖

+C‖g2(h−1 u) ‖L∞ ‖w2 − u2‖L∞ ‖wx‖

+C‖g2(h−1 u) ‖L∞ ‖u2‖L∞ ‖wx − ux‖

≤ C‖w − u‖L∞ ‖w‖2L∞ ‖wx‖+ C‖u
2‖L∞ ‖wx − ux‖

+C‖w − u‖L∞ (‖w‖L∞ + ‖u‖L∞ )‖wx‖

≤ C
{
ε−5/2(‖w‖1 + ‖u‖1)3 + ε−2(‖w‖1 + ‖u‖1)2

}
‖w − u‖1 .

(3.11)

With the differential operator A = −ε2∂2x + q , we may rewrite (3.5) as the
Cauchy problem,

wt +Aw = r(w) + g, w(x, 0) = w0(x), w ∈ C1([0, T ], L2(−1, 1)), (3.12)

where r(w) is the non-linear part and g the inhomogeneous term. The operator
A is an ordinary differential operator of second order with separated boundary
conditions on a bounded interval and a bounded potential, so its spectrum
{λ0(ε) < λ1(ε) < · · ·} consists of simple isolated eigenvalues only, and the
corresponding set of orthonormal eigenfunctions ωj(x) in L

2(−1, 1) is complete.
Due to the special form of q, its bilinear form satisfies

(Au, u) =

∫ 1
−1
| εu′(x) + 12f(ϕ(

x−x0
ε
, ε))u(x) |2dx , for u ∈ D(A), (3.13)
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implying that A is a positive operator. Let E1 be the orthogonal eigenprojection
on {ω0} and E2 its orthogonal complement,

E1u = (u, ω0)ω0 , E2 = id− E1 . (3.14)

The linear part of (3.12) may be solved via the eigenfunction expansion

e−tAu =

∞∑
j=0

e−tλjujωj, uj = (u, ωj) and ‖u‖2 =
∞∑
j=0

u2j . (3.15)

This semigroup e−tA commutes with the projections E1 and E2,

e−AtEj = e
−AjtEj , and e−A1tE1u = e

−λ0tE1u , (3.16)

where Aj := AEj (j = 1 , 2). We solve the Cauchy problem (3.12) by the strict
contraction theorem. To this end we rewrite (3.12) as the integral equation

w = Gw , where Gw(·, t) = e−tAw0 +

∫ t

0

e−A(t−s)(r(w(·, t)) + g)ds. (3.17)

From (2.7) and (2.4) it is clear that q is bounded by some constant q0 , |q| ≤ q0
uniformly for all ε ∈ (0, ε0] . Hence, the bilinear form

(Au, u) = ‖A
1
2 u ‖2 =

∫ 1
−1
(|εu′|2 + q|u|2)dx , u ∈ D(A), (3.18)

is comparable to the Sobolev norm (1.5),

1

q0 + 1
‖u‖21 ≤ ‖A

1
2u ‖2 + ‖u‖2 ≤ (q0 + 1)‖u‖

2
1 , u ∈ D(A), (3.19)

uniformly for all ε ∈ (0, ε0]. From the expansion (3.15) we infer that Aαe−tA is
a bounded operator on L2 for any t > 0 and α ∈ R:

‖Aαe−tAu‖2 ≤
∑∞

j=0 λ
2α
j e−2tλj |uj |2

≤ t−2αmaxs>0 s
2αe−s

∑∞
j=0 e

−tλj |uj |2

≤ t−2α(2α)2αe−2αe−tλ0‖u‖2.

(3.20)

Hence, we have for all t > 0 and u ∈ L2(−1, 1)

‖e−tAu‖1 ≤ (t
−1/2e−λ0t/2 +

√
q0 + 1e

−λ0t)‖u‖ , (3.21)

and analogously, for all t > 0 and u ∈ H1(−1, 1),

‖e−tAu‖1 ≤
√
2(q0 + 1)e

−λ0t‖u‖1 . (3.22)

Results for the operator A can be translated back to the operator A on the
weighted Sobolev space using the identity

Au = ε−1 h−1A(hu). (3.23)
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Evidently,
Ah−1 ωj = ε

−1λj(ε)h
−1 ωj . (3.24)

Finally, note that
‖u‖2hw � ‖hA

1/2u‖2 + ‖hu‖2, (3.25)

due to the equivalence h � hw .

The smallest eigenvalues

In the estimates above, an important role is played by the two smallest eigen-
values of A. We derive their asymptotics for ε → 0 (as always, from above) by
the technique developed in [4]. We use the minimax characterization of eigen-
values of a selfadjoint differential operator B := −d2/dx2 + q(x) with domain
D(B) := H2(I)∩H10 (I) of functions on a bounded or unbounded interval I ⊂ R.
See [17], Theorem XIII.1, (p. 76), or [5], XIII.9.D2. If B has isolated eigenval-
ues λ0 ≤ λ1 ≤ λ2 ≤ · · · , ordered in increasing sense (and below the continuous
spectrum if present), these satisfy

λk = inf
E⊂C , dim(E)≥k+1

max
u∈E , ‖u‖=1

(Bu , u) , (3.26)

where C := C∞0 (I) is a core in the domain of the operator.
The eigenvalues of A are invariant under the stretching x = x0+εη; the uni-

tary map U : L2(−1, 1)→ L2(Iε) given by U u(η) :=
√
εu(x0 + εη) transforms

the eigenvalue equation Au = λu on [−1, 1] to

Aεu := −
d2u

dη2
+q̃ u = λu , q̃(η) = 1

4 [f(ϕ(η, ε))]
2− 12f

′(ϕ(η, ε))ϕ′(η, ε) , (3.27)

where u ∈ D(Aε) := H10 ∩H
2(Iε), Iε := (−

1+x0
ε

, 1−x0
ε
), and where q̃ depends

on ε only via the constants C and V . (See (3.6).) As stated in (3.13), this
operator is positive (semi-)definite. To compute asymptotic expressions for the
eigenvalues of Aε, it is convenient to define the approximate operator Bε on the
same domain,

Bε u := −
d2u

dη2
+ qs(η)u , qs :=

1
4 [f(ϕs)]

2 − 12f
′(ϕs)ϕ

′
s = q̃ +O(Rε) , (3.28)

where ϕ is replaced by the shock profile ϕs , which differs from ϕ by an expo-
nentially small amount, see (2.27). By analogy to (3.13), Bε is also a positive
operator,

(Bεu, u) =

∫
Iε

|u′(η) + 12f(ϕs(η))u(η) |
2 dη ≥ 0 . (3.29)

It is a second order ordinary differential operator with separated boundary con-
ditions on a finite interval (for ε > 0) and its spectrum {µ0(ε) < µ1(ε) <
µ2(ε) < · · ·} consists solely of isolated eigenvalues of multiplicity one. However,
in the limit ε → 0 they may coalesce into the continuous spectrum. The for-
mal limit of Bε as ε → 0 is the operator B0 on H2(R) with the usual norm
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‖u‖22 =
∫
R
(|u′′|2 + |u|2)dx ; clearly the operator B0 does not depend on ε. The

bilinear form (3.29) suggests that a solution of u′ + 1
2f(ϕs)u = 0 may solve

Bεu = 0. We indeed find from (2.25) that

χ0(η) :=
√
ϕ′s(η) =

√
ϕ′s(0) exp{−

1
2

∫ η

0

f(ϕs(t))dt} (3.30)

satisfies this equation and B0χ0 = 0 . Moreover, this solution is square inte-
grable on R. Hence zero is an eigenvalue of B0 and χ0 is the (exact) eigen-
function. However, χ0(η) is non-zero for all finite values of η and is not in the
domain of Bε for ε > 0 .
It is well-known that B0 has a continuous spectrum whose bottom m is the

smaller of 14 [f(1)]
2 and 14 [f(−1)]

2. (See [9], p. 140.) Below this point, B0 has
a finite number of isolated eigenvalues µ0(0) = 0 < µ1(0) < · · ·, all of which
are simple. Since a function in the core of Bδ can be extended by zero outside
its support into an element of the core of Bε for any non-negative ε < δ ,
the minimax property implies that each eigenvalue µk(ε) of Bε is decreasing
as ε decreases to 0, and µk(ε) ≥ µk(0). We shall show that µk(ε) converges
to µk(0) or becomes incorporated into the continuous spectrum of B0 . Since
(Bεu − Aεu , u) = O(Rε‖u‖2), the k-th eigenvalues of Bε and Aε differ by
an amount of order O(Rε) only. So we use Bε for the approximation of the
eigenvalues of A:

Lemma 3.1 The zeroth and first eigenvalue of A satisfy:

λ0(ε) = O(Rε) and λ1(ε) = µ1(0) +O(ε
2) , (3.31)

where µ1(0) is either the first true eigenvalue of the operator B0 or the bottom
of the continuous spectrum. Moreover, from below we have a better estimate
λ1(ε) ≥ µ1(0) +O(Rε).

Proof. We already know that λ0(ε) ≥ 0 , λ1(ε) = µ1(ε) +O(Rε) and µ1(ε) ≥
µ1(0) > 0 , where µ1(0) is either the first eigenvalue of B0 or the bottom of its
continuous spectrum. Hence, we only have to construct upper bounds for µ0
and µ1 . We begin with an upper bound for µ0.
The true eigenfunction χ0 =

√
ϕ′s of B0 is not in the domain of Bε for ε > 0,

because it is non-zero at the boundaries, albeit very small. From (2.26) we find

χ0(
1−x0
ε ) =

√
f(1) exp

(
1
2 f(1) (A−

1−x0
ε )
) (
1 +O(exp(−f(1) 1−x0ε ))

)
as ε → 0, and at − 1+x0

ε
we have an analogous expression. We add to χ0

boundary layer corrections,

χ̃0(η) := χ0(η) − χ0(
1−x0
ε )%(x0 + εη)− χ0(−

1+x0
ε )%(−x0 − εη) , (3.32)

where % is a monotone C∞ cut-off function satisfying %(x) = 0 if x ≤ 1+2|x0|
3

and %(x) = 1 if x ≥ 2+|x0|
3 . This corrected function is in the domain of Bε and

satisfies
(Bε χ̃0 , χ̃0)

(χ̃0 , χ̃0)
= O(Rε) .
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The minimax characterization (3.26) implies that this is an upper bound for
µ0(ε), and hence that λ0(ε) is of the same order.
For an upper bound for µ1(ε) we have to distinguish between two cases. If

µ1(0) < m is a true eigenvalue of B0 with eigenfunction χ1 , this eigenfunction
is a solution of the equation −w′′ + qsw = µ1(0)w , whose solutions for large η
have the asymptotic behaviour

w(η) = (α± exp(ω± η) + β± exp(−ω± η)) (1 +O(1/η)) (η → ±∞) ,

where ω± :=
√
1
4 f(± 1)

2 − µ1(0) . Since χ1 is square integrable, it must have

purely decaying exponentials towards both sides.
Hence, χ1(η) = O(exp(∓ω± η)) (η → ±∞) if it is normalized to order O(1)

in the center of the interval. Hence, choosing

χ̃1(η) := χ1(η) + (boundary layer corrections)

as in (3.32), we find an approximate eigenfunction in D(Bε) that satisfies

(Bε χ̃1 , χ̃1)

(χ̃1 , χ̃1)
= µ1(0) +O

(
exp(1−x0ε ω+) + exp(−

1+x0
ε ω−)

)
(ε→ 0) . (3.33)

Since χ0 and χ1 are orthogonal as functions on R, the functions χ̃0 and χ̃1 are
approximately orthogonal, hence the maximum of Rayleigh’s quotient over the
span of {χ̃0 , χ̃1} is of the same order as (3.33), such that this is an upper bound
for the first eigenvalue.
If B0 does not have other eigenvalues below m, then µ1(ε) ≥ m for all ε > 0.

An upper bound is obtained by restricting the operator Bε to functions on an

interval Ĩε := (
1−x0
2ε , 1−x0

ε
). On such an interval, q̃ = m+O(exp(− f(1)4

1−x0
ε
))

is almost constant. Again using (3.26), this implies that µ1(ε) is bounded from

above by the first eigenvalue of the operator −d2/dx2 +m on H10 ∩H
2(Ĩε) but

for an exponentially small term. This first eigenvalue can be computed easily
and is of the order m+O(ε2). ♦

This lemma implies that the separation between the zeroth eigenvalue of A
and the rest of its spectrum is of order unity, such that the computation of pre-
cise asymptotics of λ0 from an approximate eigenfunction is a well-conditioned
problem.

Lemma 3.2 The zeroth eigenvalue of A satisfies for every N ∈ N:

λ0(ε) =
[
αf(1)e−f(1)(1−x0)/ε − βf(−1)ef(−1)(1+x0)/ε

]
(1 +O(εN )) , (3.34)

where α and β are defined in (2.7).

Remark 3.3 This smallest eigenvalue (or better: the asymptotic expression for
it) is minimal in the neighborhood of the equilibrium point xe(ε). See (2.24).
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Proof. We use the same technique as in [4]. We compute an approximate
eigenfunction w of unit norm ‖w‖ = 1 of the operator Aε and we show that

(Aεw , w) = νε(1 +O(ε
N )) and ‖Aεw‖

2 = O(εN Rε) . (3.35)

The generalized Fourier expansion of w in the true eigenfunctions of Aε is

w =

∞∑
k=0

ckωk with

∞∑
k=0

c2k = ‖w‖
2 = 1 . (3.36)

Since all eigenvalues of Aε except λ0 are bounded from below by µ1 , we find
from (3.35)

1− c20 =
∞∑
k=1

c2k ≤ µ
−2
1

∞∑
k=1

λ2k c
2
k ≤ µ

−2
1 ‖Aεw‖

2 = O(εN Rε) ,

implying that c20 = 1 +O(ε
N Rε). The estimate for the inner product in (3.35)

now implies that

(Aεw , w) − νε = c
2
0λ0 − νε +

∞∑
k=1

λk c
2
k = O(ε

N (νε +Rε))

and hence that λ0 = νε+O(ε
N (νε+Rε)). So it remains to construct a suitable

approximate eigenfunction and to prove (3.35) for it. The function χ̃0 defined
in (3.32) is not precise enough. By analogy to (3.29), (3.3) and (3.13) we easily
verify from (2.3) that

χ̂0(η) := exp(
1
2V η)

√
ϕ′(η, ε) =

√
ϕ′(0, ε) exp{− 12

∫ η

0

f(ϕ(t, ε))dt} (3.37)

is a solution of u′ + 12f(ϕ)u = 0 and satisfies Aεχ̂0 = 0 . Its norm satisfies

‖χ̂0‖
2 =

∫
Iε

exp(V η)ϕ′(η, ε) dη

=
[
exp(V η)ϕ(η, ε)

](1−x0)/ε
−(1+x0)/ε

− V

∫
Iε

exp(V η)ϕ(η, ε) dη (3.38)

= 2(1 +O(Rε)) .

As the tails are exponentially small but non-zero, we construct boundary layer
terms at both endpoints by standard matched asymptotic expansions. Suitable
boundary layer corrections at the right and left endpoints are

h(η) := χ̂0(
1−x0
ε
) %(x0 + εη) exp

(
f(1)
2 (η −

1−x0
ε
)
)
,

k(η) := χ̂0(−
1+x0
ε ) %(−x0 − εη) exp

(
f(−1)
2 (η +

1+x0
ε )
)
,
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where % is the cut-off function defined in (3.32). The function h satisfies:

‖h‖2 = χ̂0(
1−x0
ε
)2
∫
Iε

exp
(
f(1)(η − 1−x0

ε
)
)
%(x0 + εη)

2 dη

≤ χ̂0(
1−x0
ε
)2/f(1) = O(Rε) ,

Aεh = χ̂0(
1−x0
ε
) exp

(
f(1)
2 (η −

1−x0
ε
)
)
×{

%
(
1
4f(ϕ)

2 − 12f
′(ϕ)ϕ′ − 14f(1)

2
)
− 12ε%

′f(1)− ε2%′′
}

= χ̂0(
1−x0
ε
) exp

(
f(1)
2 (η −

1−x0
ε
)
)
O
(
Rε + exp

f(1)(|x0|−1)
6ε

)
,

such that ‖Aεh‖2 = O
(
Rε exp

f(1)|x0|−1)
3ε

)
, and

h′ + 12f(ϕ)h

= χ̂0(
1−x0
ε
) exp

(
f(1)
2 (η −

1−x0
ε
)
) (
1
2%f(1) +

1
2%f(ϕ) + ε%

′
)

= f(1) χ̂0(
1−x0
ε
) exp

(
f(1)
2 (η −

1−x0
ε
)
)(
1 +O

(
Rε + exp

f(1)(|x0|−1)
6ε

))
,

and for k we have analogous estimates. The term exp f(1)(|x0|−1)6ε = O(εN )
(for any n ∈ N) in the error terms is due to the choice of the cut-off function.
Another choice for % may lead to a smaller term. By construction w := χ̂0−h−k
satisfies:

‖w‖2 = 2(1 +O(Rε)) ,

‖Aεw‖
2 = ‖Aεh‖

2 + ‖Aεk‖
2 = O

(
εN Rε

)
,

(Aεw,w) = ‖w
′ + 12f(ϕ)w‖

2 (3.39)

= ‖h′ + 12f(ϕ)h‖
2 + ‖k′ + 12f(ϕ)k‖

2

=
(
f(1) χ̂0(

1−x0
ε
)2 − f(−1) χ̂0(−

1+x0
ε
)2
) (
1 +O(εN )

)
=
(
f(1)2 e−f(1)(1−x0−εA)/ε + f(−1)2 ef(−1)(1+x0−εB)/ε

)
(1 +O(εN )),

where A and B are as defined in (2.7). Division of the last formula in (3.39) by
the first one yields the desired estimate (3.34). ♦

Contraction around the equilibrium solution

In the case of variations around the equilibrium solution Φe the velocity V in
(3.2) is zero and no inhomogeneous term is present in equation (3.12). Therefore
in this subsection we consider only the homogeneous equation (3.12):

wt + Aw = r(w), w(x, 0) = w0(x). (3.40)

First, using the contraction methods in [9], Theorem 5.1.1, it is easily seen that
the equilibrium w = 0 is asymptotically stable:
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Lemma 3.4 There exist positive constants c0, c1 depending on f only, such
that for all functions w0 ∈ H10 (−1, 1) satisfying

‖w0‖1 ≤ c1%1 , 0 < %1 < c0λ0(ε)
√
ε ,

the solution of (3.40) exists and satisfies

‖w(·, t)‖1 ≤ %1e
−λ0(ε)t/2 , for all t > 0 . (3.41)

Using the terminology from [9] and [8] we can say that the ball of small radius %1,
centered at zero, is stable, that is, the trajectory starting in this ball approaches
the equilibrium asymptotically and the rate of convergence is governed by the
smallest eigenvalue. Since the gap between the smallest eigenvalue and the rest
of the spectrum is of order unity, this suggests we consider in a ball, analogously
to [9] and [8] (where an equilibrium of saddle point type is treated), a fast
decaying stable submanifold Yε of codimension one, tangent to the range of E2
at zero, and at a distance O(%2/

√
ε) from this subspace, such that the trajectory

starting from this submanifold is approaching the equilibrium faster and the rate
of convergence is governed by the first eigenvalue λ1(ε).
The method is to show that the integral operator G is a contraction in a

suitable neighborhood. In the same way as in [9], page 113, we choose a neigh-
borhood in which the semigroup e−tA is contracting sufficiently fast, namely, the
range R(E2) of E2, and we show that the rest is drawn into this neighborhood
by the non-linear part.

Lemma 3.5 There exist positive constants c0, c1, depending on f only, such
that for all functions ω ∈ R(E2) satisfying

‖ω‖1 ≤ c1% , 0 < % < c0
√
ε ,

a constant κ(ω) = O(%2/
√
ε) exists such that the solution of (3.40) with w(·, 0) =

ω + κ(ω)ω0 satisfies

‖w(·, t)‖1 ≤ %e
−λ1(ε)t/2 , for all t > 0 . (3.42)

Remark 3.6 The submanifold Yε is explicitly given by the formula:

Yε := {ω + κ(ω)ω0 : (ω, ω0) = 0, ‖ω‖1 ≤ c1%} ,

where the function κ is Lipschitz in ω.

Proof. We use a contraction argument to solve the integral equation (3.17),
with g ≡ 0 in this special case, in the set

S% :=
{
w ∈ C([0,∞);H10 (−1, 1))

∣∣ ‖w(·, t)‖1 ≤ %e−βt, t > 0
}

(3.43)

for suitable % > 0 and suitable (fixed) β ∈ (λ0, λ1). Suppose that such a solution
w of (3.17) exists and satisfies w(·, 0) = ω+κω0 and (ω , ω0) = 0. Then we find
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from (3.16)

eλ0tE1w(·, t) = eλ0t−Atκω0 +

∫ t

0

eλ0t−A(t−s)E1r(w(·, s)) ds

= κ(ω)ω0 +

∫ t

0

eλ0sE1r(w(·, s)) ds .

Since ‖eλ0tE1w(·, t)‖1 ≤ 2%e−(β−λ0)t → 0 as t → ∞ by the assumption on w,
the last integral is convergent in ‖ · ‖1−norm as t → ∞. Taking this limit, we
find that w satisfies the equation∫ ∞

0

eλ0sE1r(w(·, s)) ds = −κ(ω)ω0 . (3.44)

Using this equality and the assumption E2ω = ω , we may rewrite the operator
G (see 3.17) in the form for which we can prove contraction,

Gw(·, t) = e−A2tω +

∫ t

0

eA2(s−t)E2r(w(·, s)) ds −

∫ ∞
t

eλ0(s−t)E1r(w(·, s)) ds .

(3.45)
For estimates of (3.45) we may use, instead of (3.21) and (3.22), the better
estimates:

‖e−A2tu‖1 ≤
√
q0 + 1(t

−1/2e−5λ1t/8 + e−λ1t)‖u‖, t > 0 , (3.46)

‖e−A2tu‖1 ≤
√
2(q0 + 1) e

−λ1t‖u‖1 .

Since ‖ω0‖1 ≤ 2 for 0 < ε < ε0, it follows that ‖E1u‖1 < 2‖u‖. Furthermore,
from (3.9) we get

‖r(w(·, t))‖ < a1 (
%
√
ε
+
%2

ε
) ‖w(·, t)‖1 e

−βt , for all w ∈ S% . (3.47)

Defining in S% the norm ‖w‖S = supt≥0 e
βt‖w(·, t)‖1 , we get∫ t

0

(t− s)−1/2e5λ1(s−t)/8‖r(w(·, s))‖ ds ≤

≤
c%‖w‖S√

ε

∫ t

0

(t− s)−1/2e5λ1(s−t)/8e−βs ds ≤
c2% e

−βt‖w‖S√
ε

.

Analogously we find∫ t

0

eλ1(s−t)‖r(w(s))‖ ds ≤
c2e
−βt%‖w‖S√

ε∫ ∞
t

eλ0(s−t)‖r(w(s))‖ ds ≤
c2e
−βt%‖w‖S√

ε
.

Hence, if λ0 < β < 5λ1/8 , we find

‖Gw(·, t)‖1 ≤
√
2(q0 + 1)e

−λ1t‖ω‖1 + 3c2%‖w‖Se
−βt/
√
ε .
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Choosing % so that c2% <
√
ε/6 and taking ‖ω‖1 ≤ c1% we obtain ‖Gw‖S < %.

Likewise, from (3.10) we get

‖r(v(·, t)) − r(w(·, t))‖ ≤
c3% e

−βt

√
ε
‖v(·, t)− w(·, t)‖1 , v, w ∈ S% . (3.48)

If c3% <
√
ε/2 , we find contraction ‖Gv − Gw‖S < 1

2‖v − w‖S . This shows
that the equation w = Gw has a unique solution w ∈ S% for every ω ∈ R(E2)
provided ‖ω‖1 ≤ c1%. Since the integral in the left-hand side of (3.44) is conver-
gent, this defines a unique function κ(ω) that clearly satisfies κ(ω) = O(%2/

√
ε).

Thus the lemma is proved. ♦

Using the results of Lemmas 3.4–3.5, we can improve slightly Lemma 3.5,
choosing the initial data w0 in the same ball of radius % and at a distance at
most %1 from the fast decaying stable manifold Yε :

Lemma 3.7 There exist positive constants c0, c1, c2, c3, depending on f only,
such that for all functions ω ∈ R(E2) and all z0 ∈ R(E1) satisfying

‖ω‖1 ≤ c1% , 0 < % < c0
√
ε , and ‖z0‖1 ≤ c2%1 , 0 < %1 < c3λ0

√
ε ,

exists a constant, κ(ω, z0) = O(%
2/
√
ε), such that the solution of (3.40) starting

at w(·, 0) = ω + κ(ω, z0)ω0 + z0 satisfies the estimate

‖w(·, t)‖1 ≤ %e
−λ1(ε)t/2 + %1e

−λ0(ε)t/2 , for all t > 0 . (3.49)

Proof. We split the solution in the parts y and z, w = y + z, satisfying

zt +Az = r(z), z(x, 0) = z0 , (3.50)

and

yt +Ay = r(y + z)− r(z), y(x, 0) = y0 := ω + κ(ω, z0)ω0 . (3.51)

By Lemma 3.4 we know that the solution of the problem (3.50) satisfies

‖z(·, t)‖1 ≤ %1e
−λ0(ε)t/2. (3.52)

For problem (3.51) we may repeat the proof of Lemma 3.5, if we keep in mind
that its right hand side can be written as a linear term y r′(z) that is exponen-
tially small as a consequence of (3.52), and a non-linear term r(y + z)− r(z)−
y r′(z) that satisfies the same properties as the non-linear term in Lemma 3.5.
So we find the estimate

‖y(·, t)‖1 ≤ %e
−λ1(ε)t/2. (3.53)

The lemma follows from (3.52–3.53). ♦

Remark 3.8 The function κ(ω, z0) is Lipschitz and κ(ω, 0) = κ(ω). Hence
the function κ(ω, z0) generates a family of submanifolds Yε(z0) with the same
properties as Yε.
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Now we can state our results about local stability of the equilibrium solution.
Namely, as a consequence of Lemmas 3.4, 3.5, and 3.7, we have respectively the
following theorems.

Theorem 3.9 The equilibrium solution Φe is asymptotically stable: There exist
positive constants C0, C1 depending only on f , and ε0 > 0, such that if u is the
solution of the problem (1.1)–(1.3) and

‖u0 − Φe(x, ε)‖he ≤ C1%1 , 0 < %1 < C0λ0(ε)
√
ε ,

then

‖u(·, t)− Φe(x, ε)‖he ≤ %1e
−λ0(ε)t/2ε , ∀ t > 0 and 0 < ε < ε0. (3.54)

Proof. Clearly this theorem follows from Lemma 3.4. We only have to trans-
late by (3.1), (3.4) and (3.24) the result from w-variables to u-variables; the
relation is:

w(x, t/ε) = (u(x, t)− Φe(x, ε))h(x), (3.55)

where h(x) = [εΦ′e(x, ε)]
−1/2 = he(x). ♦

In order to translate the result of Lemma 3.5, we have first to transform the
submanifold Yε. Using (3.55) and (3.24), we see that the submanifold Uε in the
original u-variables is given by the formula

Uε = {u0| (u0 − Φe)he ∈ Yε}. (3.56)

Theorem 3.10 The solution u of problem (1.1)–(1.3) starting at u0 ∈ Uε sat-
isfies for all t > 0 and 0 < ε < ε0 the estimate

‖u(·, t)− Φe(x, ε)‖he ≤ %e
−λ1(ε)t/2ε . (3.57)

Finally, from Lemma 3.7 we get the following slight improvement of Theorem
3.10, allowing the initial data u0 to be taken in a small neighborhood of the fast
decaying stable manifold Uε.

Theorem 3.11 There exist positive constants c0, c1, c2, c3, depending on f
only, such that for all functions ω ∈ R(E2) and all z0 ∈ R(E1) satisfying

‖ω‖1 ≤ c1% , 0 < % < c0
√
ε , and ‖z0‖1 ≤ c2%1 , 0 < %1 < c3λ0

√
ε ,

a constant κ(ω, z0) = O(%2/
√
ε) exists such that the solution u of the problem

(1.1)–(1.3) with initial condition u0 = Φe + (ω + κ(ω, z0)ω0 + z0)/he satisfies
the estimate

‖u(·, t)− Φe‖he ≤ %e
−λ1(ε)t/2ε + %1e

−λ0(ε)t/2ε , for all t > 0 . (3.58)

Remark 3.12 We remark that the error in the estimates (3.54), (3.57), and
(3.58) could be measured equally well in the norm ‖ · ‖hes based on the shock
layer profile.



EJDE–1998/30 P. P. N. de Groen & G. E. Karadzhov 25

4 Global stability of the equilibrium solution

As the conditions of Theorem 4.4, Ch. VI in [12] are satisfied, the problem (1.1)–
(1.3) has a unique classical solution for all t > 0. In Theorem 3.9 we have shown
that the solution u of (1.1)–(1.3) converges to the equilibrium solution if u starts
in a tiny neighborhood of this equilibrium. Using the strong maximum principle
for linear parabolic operators ([7]) and techniques of Bernstein and Filippov, we
can relax this and show uniform convergence of u and its derivative ux to the
equilibrium state as t tends to infinity for all continuous (and compatible) initial
data.
We use the maximum principle in the following form. If a and c are contin-

uous functions in the strip Qs := (−1, 1)× (0, s), then

(ε∂2x + a∂x − ∂t)w − cw ≥ 0 and c ≥ 0 implies w(x, t) ≤ sup
Γs

w, (4.1)

where Γs := {(x, 0) | − 1 ≤ x ≤ 1} ∪ {(±1, t) | 0 ≤ t ≤ s} is the part of the
boundary before time s. We can extend it to non-linear operators as follows:

Lemma 4.1 Let L be the non-linear operator

Lu = ε∂2xu+ f(u)∂xu− ∂tu .

If Lu and Lv are continuous in Qs, and if at least one of the derivatives ∂xu or
∂xv is bounded on Qs, then

Lu ≥ Lv in Qs and u ≤ v on Γs imply u ≤ v on Qs. (4.2)

Proof. Consider the case where ∂xv is bounded, and introduce the function
w := (u−v)e−αt for large positive α . This function is non-positive on Γs . Since

(ε∂2x + f(u)∂x − ∂t)w = e−αt (Lu− Lv) + αw + e−αt (f(v)− f(u)) ∂xv

≥ (α+O(1))w

and α+O(1) ≥ 0 for large positive α depending on the bound for ∂xv and the
maximal Lipschitz constant of f , the maximum principle implies w ≤ 0 in Qs .

Corollary 4.2 Let u1 and u2 be solutions of problem (1.1)–(1.2) whose initial
condition satisfies u1(x, 0) ≤ u2(x, 0) . Then u1(x, t) ≤ u2(x, t) for all t ≥ 0.

As in [1], if the time derivative is non-negative at the initial time t = 0 and at
the boundary points x = ±1 , then the solution is monotone with respect to t.

Lemma 4.3 Let the function u(x, t) satisfy the equation Lu = 0 , the initial
condition u(x, 0) = u0(x), where Lu0(x) ≤ 0, and the boundary conditions
u(±1, t) = u±(t), where ∂tu±(t) ≤ 0 and u+(0) = u0(1), u−(0) = u0(−1).
Then ∂tu(x, t) ≤ 0.
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Proof. Since u(x, t) ≤ u(x, 0) on Γs, the comparison lemma implies u(x, t) ≤
u(x, 0). Now v(x, t) := u(x, t+h) satisfies Lv = 0 and v ≤ u on Γs for all h > 0.
Hence the comparison lemma implies u(x, t+ h) ≤ u(x, t). ♦

To show that the solution of (1.1)–(1.3) has a bounded derivative, we squeeze
it between suitable barrier functions. By Bernstein’s method we show:

Lemma 4.4 Let u be a solution of Lu = 0 satisfying for some a ≥ 1 and t0 > 0
the boundary data

u(x, 0) = a , and u(±1, t) =

{
±1 if t ≥ t0 ,

a if 0 ≤ t ≤ 1
2 t0 ,

(4.3)

where u(±1, t) ∈ C3([0,∞)) and ∂tu(±1, t) ≤ 0 . Then u and ux are bounded
on Q∞ .

Proof. It is easily seen that the function

ψ(x, t) = 1
2 (1− x)u(−1, t) +

1
2 (1 + x)u(1, t)

is in C3(Q∞) and satisfies the same conditions on Γ∞ as u does. Hence, Theorem
6.1, Ch. V in [12] guarantees that u is the unique classical solution and u ∈
C1(Q∞) , for which we only have to find the bounds. From the previous lemma
it follows that u is non-increasing in time, and result 4.2 implies that u is
bounded from below by −1, hence u is bounded and ε∂2xu + f(u)∂xu ≤ 0.
Integrating this inequality we find

ε∂xu(1, t) + F (u(1, t)) ≤ ε∂xu(x, t) + F (u(x, t)) ≤ ε∂xu(−1, t) + F (u(−1, t)) ,

so it suffices to show that ∂xu(±1, t) is bounded. Let v := u−ψ, then v = 0 on
Γ∞ and

vt − εvxx = h(x, t) := f(v + ψ)(vx + ψx)− ψt .

Since u is bounded, a positive constant C exists such that |h(x, t)| ≤ C(1+|vx|) .
Consider z := ekv − 1 + λe−x. For sufficiently large constants k (depending on
ε) and λ (depending on k) it satisfies

zt − εzxx = ke
kv(vt − εvxx − εv

2
x)− λe

−x ≤ kekv(C +C|vx| − εv
2
x)− λe

−x ≤ 0 .

The maximum principle implies that z is bounded from above by its maximum
at Γ∞. Since

z(−1, t) = λe, z(1, t) = λ/e, and z(x, 0) ≤ λe

we have z(x, t) ≤ z(−1, t), and as a consequence zx(−1, t) ≤ 0 . This implies
that vx, and hence also ux, is bounded from above uniformly with respect to t
at x = −1. Analogously we show that it is bounded from above at x = 1 and
from below at x = ±1 uniformly with respect to t. ♦

Lemma 4.5 Let u be the solution of (1.1)–(1.3). Then ux(x, t) is uniformly
bounded for t ≥ t0 > 0, |x| ≤ 1 and x 7→ u(x, t) is in H2(−1, 1) for all t > 0.
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Proof. Assume a1 ≤ u0(x) ≤ a2. Clearly this implies a1 ≤ −1 and a2 ≥ 1 . Let
the functions u1 and u2 be solutions of Luj = 0 with initial values uj(x, 0) = aj
and monotone boundary values u(±1, t) in C3([0,∞)) satisfying for some t0 > 0

Luj = 0 , and

{
uj(±1, t) = uj(x, 0) = aj if t ≤ 1

2 t0 ,

uj(±1, t) = ±1 if t ≥ t0 .
(4.4)

According to Lemma 4.4, u1 is increasing and u2 is decreasing, and both have
a uniformly bounded x-derivative. Moreover, from result 4.1 we infer that

u1(x, t) ≤ u(x, t) ≤ u2(x, t). (4.5)

Since all three are equal at x = ±1 , u(±1, t) = uj(±1, t) = ±1 for t ≥ t0 , we
find for all t ≥ t0 the the inequalities

∂xu1(−1, t) ≤ lim inf
x→−1

∂xu(x, t) ≤ lim sup
x→−1

∂xu(x, t) ≤ ∂xu2(−1, t) , (4.6)

and the analogous estimate at x = +1 . Thus (4.6) implies that the function
x 7→ ux(x, t) is bounded in (−1, 1), uniformly for all t ∈ [t0,∞). In particular,
x 7→ u(x, t) is in H1(−1, 1) for t ≥ t0 . Now we consider u(x, t) as a solution to
the linear problem

wt = εwxx + f(u)wx , w(x, t0) = u(x, t0) w(±1, t) = ±1 .

According to Theorem 9.1, Ch. IV in [12], the x-derivative ux is an element of
H1(−1, 1)×H1[t0,∞), hence it is continuous on [−1, 1]× [t0 , ∞) . It remains to
prove that it is uniformly bounded on this strip. To this end we use Filippov’s
method (cf. [12] Ch. VI Lemma 5.1) and consider the function v defined by

εv(x, t) := εux(x, t) + F (u(x, t)). (4.7)

It satisfies the differential equation,

vt = εvxx + f(u)vx , (4.8)

its initial value v(·, t0) is continuous on [−1, 1], and its boundary values
v(±1, t) = ux(±1, t) are bounded and continuous for t ≥ t0 . Therefore the
maximum principle implies that v, and hence ux too, are uniformly bounded on
[−1, 1]× [t0 , ∞).

Lemma 4.6 Let u be the solution of (1.1)–(1.3). Then x 7→ u(x, t) is in
H2(−1, 1) and x 7→ ux(x, t) is of Hölder class C

1/2[−1, 1], uniformly for all
t ≥ t0 + 2, with t0 as above.

Proof. From the previous lemma we already know that u(·, t) ∈ H2(−1, 1) for
every t > 0 , so only the uniformity is a problem. It is sufficient to prove the
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lemma for the solution w(x, t) of the equivalent integral equation (3.17) with
g ≡ 0 in L2(−1, 1):

w(·, t) = eA(t0−t)w(·, t0) +

∫ t

t0

eA(s−t)r(w(·, s))ds ,

where ‖w(·, t)‖1 and, by (3.9), also ‖r(w(·, t))‖ are uniformly bounded for t > t0 .
Because of the equivalences

‖u‖1 � ‖A
1/2u‖+ ‖u‖ and ‖ε2uxx‖+ ‖u‖ � ‖Au‖+ ‖u‖ ,

it suffices to show that ‖Aw‖ is uniformly bounded with respect to t. First we
establish the Hölder-type estimate

‖A1/2(w(·, t+ h)− w(·, t))‖ ≤ hδ max
s
(‖w(·, s)‖ + 2

1−2δ‖r(w(·, s))‖), (4.9)

uniformly for all h > 0, δ ∈ (0, 12 ] and t ≥ t0 + 1 . The integral equation implies

A1/2(w(·, t+ h)− w(·, t)) =

= (e−Ah − 1)A1/2w(·, t) +

∫ t+h

t

A1/2eA(s−t−h)r(w(·, s)) ds.
(4.10)

Using (3.20), the second term of (4.10) is estimated by

‖

∫ t+h

t

A1/2eA(s−t−h)r(w(·, s)) ds ‖ ≤

∫ t+h

t

(t+ h− s)−
1
2 ‖r(w(·, s))‖ ds

≤ 1
2h
1/2 max

s
‖r(w(·, s))‖ .

In a way analogous to (3.20) we estimate in the first term of (4.10) the difference
operator by

‖A−α(1− e−Ah)u‖ ≤ hα‖u‖ max
s≥0

s−α(1− e−s) ≤ hα‖u‖ , if 0 ≤ α ≤ 1 ,

and we apply the integral equation and (3.20) again to find for any δ ∈ [0, 12 ),

(e−Ah − 1)A1/2w(·, t) =

= (e−Ah − 1)A1/2eA(τ−t)w(·, τ) +

∫ t

τ

(e−Ah − 1)A1/2eA(s−t)r(w(·, s))ds

≤ h1/2(t− τ)−1‖w(·, τ)‖ + hδ
∫ t

τ

(t− s)−
1
2−δ‖r(w(·, s))‖ ds .

If we choose τ = t− 1 ≥ t0 , this proves (4.9). In order to prove the bound for
‖Aw(·, t)‖ , we use again the integral equation

Aw(·, t) = AeA(τ−t)w(x, τ) +

∫ t

τ

AeA(s−t)r(w(·, t)) ds

+

∫ t

τ

AeA(s−t)(r(w(·, s)) − r(w(·, t)))ds .
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The norm of the first term in the right hand side is bounded by (t−τ)−1‖w(·, τ)‖.
In the second term we may integrate explicitly:

‖

∫ t

τ

AeA(s−t)r(w(·, t))ds‖ = ‖(1− eA(τ−t))r(w(·, t))‖ ≤ ‖r(w(·, t))‖ .

Since (3.10) and (4.9) imply the estimate

‖r(w(·, s)) − r(w(·, t))‖ ≤ C ‖w(·, s)− w(·, t)‖1 ≤ Cδ|t− s|
δ ,

we may estimate the norm of the third term by∫ t

τ

AeA(s−t)(r(w(·, s)) − r(w(·, t)))ds ≤ Cδ

∫ t

τ

(t− s)δ−1ds = Cδ(t− τ)
δ/δ .

With the choice τ = t − 1 we find that ‖Aw(·, t)‖ is uniformly bounded for
t ≥ t0 + 2. Standard embedding implies that the function x 7→ w(x, t) is of
Hölder class C3/2[−1, 1] uniformly if t− 2 ≥ t0 > 0.

Remark 4.7 The bound on ‖Aw(·, t)‖ depends on ε. We did not try to find
an optimal one. However, from the estimates used we easily find a rather pes-
simistic bound of the order O(ε−5/2). If the smoothness of f allows, we may
repeat this proof for higher order derivatives of u.

Lemma 4.8 Let u be the solution of (1.1)–(1.3). Then u(x, t) → Φe(x, ε) as
t→∞, uniformly in x ∈ [−1, 1].

Proof. According to (4.5) u is squeezed between u1 and u2 , so it is sufficient
to prove that both u1 and u2 converge to Φe as t→∞ uniformly for x ∈ [−1, 1].
Consider the lower bound u1 . It is bounded from above for all t by u2 and

t 7→ u1(x, t) is non-decreasing by Lemma (4.3). Hence it converges pointwise to
a limit τ(x) for every x ∈ [−1, 1]. Since the Lemmas 4.5 and 4.6 also apply to u1,
the x-derivative ∂xu1(x, t) is uniformly bounded in Q∞ and x 7→ ∂xu1(·, t) is of
Hölder class C1/2[−1, 1], uniformly for t ≥ t0. Using the Arzela-Ascoli theorem
twice, we conclude that τ ∈ C1[−1, 1] and hence

u1(x, t)→ τ(x) as t→∞, uniformly in x ∈ [−1, 1].

In particular, f(τ(x)) ∈ C1[−1, 1] and f(u1(t, x)) → f(τ(x)) uniformly in x ∈
[−1, 1]. Therefore Theorem 2, Ch. 6 in [7] implies that u1(x, t) converges for
t→∞ uniformly to the unique solution of

εν′′(x) + f(τ(x))ν′(x) = 0, ν(±1) = ±1.

Hence τ satisfies (2.4) with V = 0, and we conclude τ(x) = Φe(x).
In the same way, u2 converges to Φe(x) from above. ♦

Theorem 4.9 Let u(x, t) be the solution to the problem (1.1)–(1.3), where u0
is continuous. Then

u(x, t)→ Φe(x, ε) and ux(x, t)→ Φ
′
e(x, ε) as t→∞, (4.11)

uniformly in x ∈ [−1, 1] (and uniformly with respect to u0 in a bounded set in
C[−1, 1]).
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Proof. We notice that the Arzela-Ascoli theorem and Lemma 4.8 give a se-
quence tn → ∞ such that ux(x, tn) → Φ′e(x, ε) uniformly with respect to
x ∈ [−1, 1]. Since Φ′e(1, ε) = C − F (Φe(1, ε)) = C = Φ′e(−1, ε) by (1.4) and
(2.4), we find in particular that ux(±1, tn)→ C as tn →∞.
Now we can apply Theorem 2, Ch. 6 in [7] to the linear problem (4.8) and

conclude that v(x, t) → ω(x) as t → ∞ uniformly in x ∈ [−1, 1], where ω
satisfies the boundary value problem:

εω′′ + f(Φe)ω
′ = 0, ω(±1) = C .

Evidently, ω(x) = C. This and the definition of v(x, t) in (4.7) imply

εux(x, t)→ εC − F (Φe(x, ε)) = εΦ
′
e(x, ε) as t→∞,

uniformly in x ∈ [−1, 1]. ♦

Combining Theorem 3.9 and Theorem 4.9, we obtain the rate of convergence
in (4.11).

Corollary 4.10 Under the conditions of Theorem 4.9 we have for some tε,

‖u(x, t)− Φe(x, ε)‖he ≤ %1e
−λ0(t−tε)/2ε for all t ≥ tε (4.12)

and in particular,

|u(x, t)− Φe(x, ε)|he(x) ≤ Cλ0e
−λ0(t−tε)/2ε for all t ≥ tε .

5 Metastability of the slow motion

In this section our goal is to explain the behaviour of the solution when it is
still far away from the equilibrium state. We consider only the case when the
initial data is near a traveling wave, and prove that the solution moves in a
small neighborhood of the traveling wave with exponentially slow speed during
an exponentially long (but finite) time interval (0, Tε).
In the case of variations around the traveling wave profile Φ 6= Φe, the

velocity V in (3.2) is not zero and the inhomogeneous term is present in equa-
tion (3.12). Therefore in this subsection we consider only the inhomogeneous
equation (3.12):

wt +Aw = r(w) + g, w(x, 0) = w0(x). (5.1)

Our method is to solve the inhomogeneous integral equation (3.17) and to show
that the Sobolev norm of the solution ‖w(·, t)‖1 is small enough during an
exponentially large time interval (0, T ).
To prove the analogue to Lemma 3.5, we first consider the problem (5.1) with

zero initial data, which corresponds to the evolution starting at a traveling wave.
By Theorem 4.9 we know that the limit of z(x, t/ε) := [u(x, t)−Φ(x, ε)]h(x) is
the function [Φe(x) − Φ(x, ε)]h(x), so in general we can expect that the norm
‖z(·, t)‖1 will be small only in some finite (but exponentially long) time interval
(0, T ).
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Evolution starting at a traveling wave profile

Here we consider for given x0 the evolution problem (1.1)–(1.3) starting with
the particular initial condition

u(x, 0) = Φ(x, ε) = ψ(
x − x0
ε
;C, V ). (5.2)

We shall assume that x0 < xe and hence V > 0. The formulae for V < 0 are
analogous. First, from the comparison Lemma 4.1 we find immediately:

Corollary 5.1 If x0 < xe , the solution of (1.1)–(1.2)–(5.2) is squeezed between
Φ(x, ε) and Φ(x− V t, ε) and bounded from below by the equilibrium solution,

Φ(x, ε) ≥ u(x, t) ≥ Φ(x− V t, ε) and u(x, t) ≥ Φe(x, ε) (5.3)

for all t > 0 and V > 0. If x0 > xe and, hence, V < 0, the inequalities are
reversed.

From Lemma 4.3 we find the monotonicity:

Corollary 5.2 The solution u(x, t) of (1.1)–(1.2)–(5.2) is monotone in t :

ut = (εux + F (u))x ≤ 0 if V > 0 (5.4)

ut = (εux + F (u))x ≥ 0 if V < 0 .

A bound on the derivative ux can be derived as follows. In Corollary 5.1 we
have shown the inclusion

Φe(x, ε) ≤ u(x, t) ≤ Φ(x, ε) for all x and t if V > 0

with equality if x = ±1 . Hence, if V > 0, we have for all t

Φ′(1, ε) ≤ ux(1, t) ≤ Φ
′
e(1, ε) , Φ′e(−1, ε) ≤ ux(−1, t) ≤ Φ

′(−1, ε) . (5.5)

For V < 0 the inequality is reversed. Using the monotonicity (5.4) we find the
inequality

εux(1, t) ≤ εux(x, t) + F (u) ≤ εux(−1, t) (5.6)

and when we eliminate C from the identity εΦ′ + F (Φ) = −VΦ + C using the
values at ±1 we find

εΦ′(x, ε) + F (Φ) = εΦ′(±1, ε)− V (Φ(x, ε) − Φ(±1, ε)) .

Subtracting both formulae and using (5.5) we get the inequalities

ε(ux(x, t) − Φ′(x, ε)) + F (u(x, t)) − F (Φ(x, ε)){
≤ ε(ux(−1, t)− Φ′(−1, ε)) + V (Φ(x, ε)− Φ(−1, ε)) ,

≥ ε(ux(1, t)− Φ′(1, ε)) + V (Φ(x, ε)− Φ(1, ε)) .

(5.7)

This estimate, together with (5.5), implies
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Lemma 5.3 There is a constant c > 0, depending only on f, such that the
solution u of (1.1)–(1.2)–(5.2) satisfies

ε|ux(x, t)− Φ
′(x, ε)| ≤ c|u(x, t)− Φ(x, ε)|+ 2|V |. (5.8)

Now we can formulate our first result about metastability. It concerns only
the special solution starting at a traveling wave profile. We shall see that the
solution stays in a small neighborhood of the traveling wave and has almost the
same form during an exponentially long time interval.

Corollary 5.4 If |V |t ≤ ε , the solution u of (1.1)–(1.2)–(5.2) satisfies the
pointwise estimate

ε|ux(x, t)− Φ
′(x, ε)| + |u(x, t)− Φ(x, ε)| ≤ c|V |tΦ′(x, ε) + 2|V |, (5.9)

and the estimate in the weighted Sobolev norm,

‖u(·, t)− Φ‖hw ≤ c|V |t/
√
ε+ c|V |

√
ε/Rε . (5.10)

Proof. From Corollary 5.1 we have the pointwise estimate

|u(x, t)− Φ(x, ε)| ≤ |Φ(x− V t, ε)− Φ(x, ε)|, (5.11)

and Corollary 2.5 implies

|Φ(x− V t, ε)− Φ(x, ε)| ≤ C(δ)|V |tΦ′(x, ε) if |V |t ≤ ε, (5.12)

Evidently (5.9) follows from (5.11)–(5.12) and Lemma 5.3. Further, since

hw(x) = [εΦ
′(x, ε)]−1/2 and hw(x)/2 ≤ h(x) ≤ 2hw(x) for 0 < ε ≤ ε0(f, δ),

if x0 ∈ [−1 + δ, 1− δ], we get from (5.11) and (5.12) the estimate

‖(u(·, t)− Φ)hw‖ ≤ cδ|V |t/
√
ε if |V |t ≤ ε . (5.13)

Using the bound ‖hw‖ ≤ c
√
ε/Rε which is uniform with respect to x0 , we

obtain from Lemma 5.3 the estimate

‖ε(ux(·, t)− Φ
′)hw‖ ≤ C(δ)|V |t/

√
ε+ C(δ)|V |

√
ε/Rε

for |V |t ≤ ε . Together with (5.13) this implies (5.10). ♦

Remark 5.5 We can further improve estimate (5.3) on a finite time interval.
If in the case V > 0 we choose w in the proof of Lemma 4.1 as

w(x, t) := (u(x, t)− Φ(x + V t, ε))e−αt , we have (ε∂2x + f(u)∂x − ∂t)w ≥ 0 ,
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provided α is large enough. Hence, w is bounded from above by its value on Γt,

0 ≤ u(x, t)− Φ(x− V t, ε)

≤ eαt max
0≤s≤t

e−αsmax{1− Φ(1− V s, ε),−1− Φ(−1− V s, ε)}

≈ V eαt max
0≤s≤t

se−αsmax{Φ′(1, ε),Φ′(−1, ε)}(1 +O(Rε)) (5.14)

≈ V tmax{Φ′(1, ε),Φ′(−1, ε)}(1 +O(Rε))

if 0 ≤ t ≤ 1/α and and V > 0.
For V < 0 the signs are reversed. Since α = O(1/ε), this sharper estimate

implies only that the onset of the evolution is just the shift of the wave with
velocity V (ε, x0) towards the equilibrium position.

Contraction around a traveling wave profile

First, using contraction methods as in [9], Theorem 5.1.1, it is easily seen that
we have the following analogue to Lemma 3.4:

Lemma 5.6 There exist positive constants c1, c2 depending on f only, such
that for all functions w0 ∈ H10 (−1, 1) satisfying

‖w0‖1 ≤ c1σ1 , σ1 �
√
ε|V (ε, x0)|

and for all 0 < t < c2/
√
|V (ε, x0)| the solution of (5.1) satisfies

‖w(·, t)‖1 ≤ σ1 . (5.15)

Proof. We solve the integral equation (3.17), showing that G is a contraction
in a ball of radius σ1. To this end we use (3.9), (3.7), and (3.10) to get the
estimates:

‖Gw(·, t)‖1 ≤ C‖w0‖1 + Cσ
2
1T/
√
ε+ C

√
ε|V (ε, x0)|T,

for 0 < t < T, and

sup
0<t<T

‖Gv(·, t)−Gw(·, t)‖1 ≤ CTσ1/
√
ε sup
0<t<T

‖v(·, t)− w(·, t)‖1,

provided T > 1 and σ1 <
√
ε. Now we choose T and σ1 so that:

T = c2/
√
|V |, Cc2σ1 <

√
ε|V |/3, Cc2

√
ε|V | < σ1/3,

for some small c2 > 0. Therefore if ‖w0‖1 ≤ c1σ1 for some small c1 > 0, then

‖Gw(·, t)‖1 ≤ σ1

for all 0 < t < T and

sup
0<t<T

‖Gv(·, t)−Gw(·, t)‖1 ≤ 1/3 sup
0<t<T

‖v(·, t)− w(·, t)‖1.
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Remark 5.7 Another possible choice for T and σ1 is:

T = c2/
√
λ0 and σ1 �

√
ελ0 .

Now we will prove an analogue of Lemma 3.5, using the same technique.
However, we first have to single out the inhomogeneous part of the equation
and show that it is kept small during an exponentially long time by the non-
linearity. Of course, the initial data w0 have to be taken from the fast decaying
stable manifold Yε (cf. remark 3.6).

Lemma 5.8 Let −1 + δ ≤ x0 ≤ 1 − δ for some δ > 0. There exist positive
constants C0, C1, depending only on f and positive constants C(δ), ε0 = ε0(f, δ)
such that if 0 < ε ≤ ε0 and

w0 ∈ Yε, ‖w0‖1 ≤ C1% , 0 < % ≤ C0
√
ε , and 0 ≤ t ≤

γ

|V (ε, x0)|
, (5.16)

where γ may be taken arbitrarily in (0, 1), then the solution of (5.1) satisfies

‖w(·, t)‖1 ≤ % e
−λ1(ε)t/2 + C(δ) t|V (ε, x0)|

√
ε+ C(δ) |V (ε, x0)|

√
ε/Rε. (5.17)

Proof: We separate the influence of the inhomogeneous term on the solution
from the influence of the initial condition by splitting w = y+z and considering
first the solution of the inhomogeneous equation with zero initial conditions

zt +Az = r(z) + g , z(x, 0) = 0 (5.18)

and then the remainder:

yt +Ay = r̃(y) := r(y + z)− r(z) , y(x, 0) = w0(x) . (5.19)

Equation (5.18) is related to problem (1.1)–(1.2)–(5.2), considered in subsection
5.a, transformed by (3.4) and (3.1):

ut = εuxx + f(u)ux , u(x, 0) = Φ(x, ε), (5.20)

where
z(x, t/ε) = [u(x, t)− Φ(x, ε)]h(x) ,

in particular,

zx(x, t/ε) = [ux(x, t) − Φ
′(x, ε)]h(x) + z(x, t/ε) f(Φ(x, ε))/2ε (5.21)

From (5.10) we have the estimate

‖z(·, t)‖1 ≤ C(δ)|V |t
√
ε+ C(δ)|V |

√
ε/Rε if |V |t ≤ 1, (5.22)

where V := V (ε, x0).
Next we have to solve equation (5.19) with w0 ∈ Yε.We apply the technique

of Lemma 3.5, proving contraction in a ball S% as defined in (3.43). To this
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end we extend the function z from (5.19) to the whole time axis by assuming
z(·, t) = z(·, T ) for all t > T , where T = β0/|V | for small β0 > 0. Now we may
repeat the proof of Lemma 3.5 by replacing the estimates (3.47) and (3.48) by
the corresponding estimates for r̃. From (3.10) we find a constant a3, depending
only on f , such that

‖r̃(y)‖ = ‖r(y + z)− r(z)‖ ≤
a3√
ε
(%+ ‖z‖1) ‖y‖1 , (5.23)

if y ∈ S% and 0 < % ≤ C
√
ε. The term ‖z‖1 can be bounded by c

√
ε with small

c > 0, depending on β0 and δ. Likewise, we find

‖r̃(u(·, t))− r̃(v(·, t))‖ = ‖r(u(·, t) + z(·, t))− r(v(·, t) + z(·, t))‖

≤
a3√
ε
(%+ ‖z(·, t)‖1) ‖u(·, t)− v(·, t)‖1 ,

(5.24)

if u and v ∈ S% and 0 < % ≤ C
√
ε. As before, these inequalities imply the

existence of a constant C0, depending only on f, such that G is a contraction
inside S% if 0 < % ≤ C0

√
ε. ♦

Finally, we can prove a variant of Lemma 5.8, allowing the initial data w0 to
run in a small strip around the manifold Yε (see remark 3.6), arguing analogously
to the proof of Lemma 3.7.

Lemma 5.9 There exist positive constants c0 , c1 , c2, depending on f only,
such that for all functions ω ∈ R(E2) and all z0 ∈ R(E1) satisfying

‖ω‖1 ≤ c1% , 0 < % < c0
√
ε , and ‖z0‖1 ≤ c2σ1 , σ1 �

√
ε|V (ε, x0)| ,

a constant κ(ω, z0) = O(%
2/
√
ε) exists such that the solution of (5.1) starting at

w(·, 0) = ω + κ(ω, z0)ω0 + z0 satisfies

‖w(·, t)‖1 ≤ %e
−λ1(ε)t/2 + σ1, for all 0 < t < c3/

√
|V (ε, x0)|. (5.25)

Proof. We split the solution in parts y and z, w = y + z, satisfying

zt +Az = r(z) + g, z(x, 0) = z0, (5.26)

and

yt +Ay = r(y + z)− r(z), y(x, o) = y0 := ω + κ(ω, z0)ω0, (5.27)

By Lemma 5.6 we know that the solution of the problem (5.26) satisfies

‖z(·, t)‖1 ≤ σ1 for all 0 < t < c4/
√
|V (ε, x0)| . (5.28)

Now repeating the proof of Lemma 3.5, using (5.28) as in the proof of Lemma
5.8 while solving (5.19), we find the estimate

‖y(·, t)‖1 ≤ %e
−λ1(ε)t/2 for all 0 < t < c4/

√
|V (ε, x0)|. (5.29)

The lemma follows from (5.28)–(5.29). ♦
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Evolution starting near a traveling wave profile

Now we can state our results about metastability of the slow motion. This
means that the solution starting near a traveling wave profile stays in its small
neighborhood during an exponentially long time interval, the speed of movement
being exponentially small for small ε. Namely, as a consequence of Lemmas 5.6,
5.8, and 5.9, respectively, we have the following theorems.

Theorem 5.10 There exist positive constants C1, C2, depending only on f ,
such that for all functions u0 ∈ H1(−1, 1) satisfying

‖u0 − Φ‖hw ≤ C1σ1 , σ1 �
√
ε|V (ε, x0)|

and for all 0 < t < εC2/
√
|V (ε, x0)| the solution of (1.1)–(1.3) satisfies

‖u(·, t)− Φ‖hw ≤ σ1. (5.30)

Proof. This theorem follows from Lemma 5.6. We only have to translate the
result from w−coordinates to u−coordinates using the relation:

w(x, t/ε) = (u(x, t) − Φ(x, ε))h(x) , (5.31)

where h � hw. ♦

In order to translate the result of Lemma 5.8, we have first to translate the
submanifold Yε. Using (5.31) we see that the new submanifold, Uε, is given by
the formula

Uε = {u0|(u0 − Φ)h ∈ Yε}. (5.32)

Theorem 5.11 Assume −1+δ ≤ x0 ≤ 1−δ for some δ > 0. There exist positive
constants C0, C1, depending only on f , and positive constants C(δ), ε0 = ε0(δ)
such that for all ε ∈ (0, ε0] , for all initial values u0 ∈ Uε and for all t satisfying

‖u0 − Φ‖hw ≤ C1% , 0 < % ≤ C0
√
ε , and 0 ≤ t ≤

ε

|V (ε, x0)|
,

the solution u of (1.1)–(1.3) satisfies

‖u(·, t)− Φ‖hw ≤ % e
−λ1(ε)t/2ε + C(δ) |V (ε, x0)|

(
t
√
ε
+

√
ε

Rε

)
. (5.33)

Finally, from Lemma 5.9 we get the following slight improvement of Theorem
5.11, allowing the initial data u0 to be taken in a small strip around the fast
decaying stable manifold Uε.

Theorem 5.12 Assume −1 + δ ≤ x0 ≤ 1 − δ for some δ > 0. There exist
positive constants c0, c1, c2, depending only on f , such that for all functions
ω ∈ R(E2) and all z0 ∈ R(E1) satisfying

‖ω‖1 ≤ c1% , 0 < % < c0
√
ε , and ‖z0‖1 ≤ c2σ1 , σ1 �

√
ε|V (ε, x0)| ,

the solution of (1.1)–(1.3) with initial condition u0 = Φ+(ω+κ(ω, z0)ω0+z0)/h
satisfies the estimate

‖u(·, t)−Φ‖hw ≤ %e
−λ1(ε)t/2ε + σ1, for all 0 < t < c4ε/

√
|V (ε, x0)|. (5.34)
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6 Conclusions

In this paper we explained the behaviour of the solution at infinity where it
approaches the equilibrium. Concerning the previous stages, we were able to
explain that behaviour only for the solutions starting near a traveling wave
profile. We proved that such a solution moves in a small neighborhood of the
traveling wave profile with exponentially small speed during an exponentially
long time interval. In a future paper we are going to explain the behaviour of the
solution, starting from more general data, during the whole time interval (0, T )
for any T > 0. We expect that during an interval (0, T1) multiple interfaces are
created comparatively rapidly, which during the next time interval (T1, T2) coa-
lesce with a tempered speed so that finally only one internal layer is left. After
that moment, the solution is near a traveling wave profile, and, during the next
time interval (T2, T ), it moves with an exponentially small speed that decreases
very slowly until the solution reaches a neighborhood of the equilibrium with
an almost zero speed.
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