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#### Abstract

We establish the exact number of positive solutions for the boundaryvalue problem $$
\begin{aligned} -\left(\left|u^{\prime}\right|^{m-2} u^{\prime}\right)^{\prime} & =\lambda u^{q}+u^{p} \quad \text { in }(0,1) \\ u(0) & =u(1)=0, \end{aligned}
$$


where $0 \leq q<m-1<p$ and $\lambda$ is positive.

## 1 Introduction

We establish the exact number of positive solutions for the boundary-value problem

$$
\begin{align*}
-\left(\left|u^{\prime}\right|^{m-2} u^{\prime}\right)^{\prime} & =\lambda u^{q}+u^{p} \quad \text { in }(0,1)  \tag{1}\\
u(0) & =u(1)=0,
\end{align*}
$$

where $0 \leq q<m-1<p$ and $\lambda>0$. Problem (1) with $m=2$ was suggested by Ambrosetti, Brezis, and Cerami in [2]. Indeed, the equation

$$
\begin{gathered}
-\Delta u=\lambda u^{q}+u^{p} \quad \text { in } \Omega \\
u=0 \quad \text { on } \partial \Omega,
\end{gathered}
$$

with $0<q<1<p$ and $\Omega$ a bounded domain of $\mathbb{R}^{N}$ is studied in [2]. There, it was proved that there exists $\Lambda>0$ such that: if $\lambda \in(0, \Lambda)$, then the latter problem has at least two positive solutions; if $\lambda=\Lambda$, then it has at least one positive solution; finally, if $\lambda>\Lambda$, then it has no positive solution.

[^0]Using shooting methods, the existence and multiplicity of solutions for the quasi-linear problem

$$
\begin{align*}
-\left(\left|u^{\prime}\right|^{p-2} u^{\prime}\right)^{\prime} & =|u|^{p}-\mu \quad \text { in }(0,1)  \tag{2}\\
u(0) & =u(1)=0
\end{align*}
$$

was studied recently by Addou and Benmezaï [1]. For $\mu>0$, they determine a lower bound on the number of solutions of the problem (2), and their nodal properties. In the case $\mu \leq 0$, they also obtained the exact number of solutions.

We note that if $\lambda=-\mu, m=p$ and $q=0$, then the equation studied in [1], with $\mu<0$, turns out to be a particular case of our equation (1). This fact inspired us to apply the techniques developed by Addou and Benmezaï [1]. The strategy is to localize the critical points of a time mapping on a bounded interval $J$. We point out that this problem was simultaneously and independently studied by I. Addou and A. Benmezaï. We remark that the novelty of our result is that we obtain the exact number of solutions for an equation with concaveconvex nonlinearity, as well as their asymptotic behavior for small parameter $\lambda$. Finally, we should note that in $[2,3,4]$, the problem of determining the exact number of solution is not solved.

## 2 Results and Methods Employed

We first state our main result.
Theorem 1 There exists a number $\lambda^{*}>0$ such that:
(a) If $\lambda>\lambda^{*}$, then (1) has no solutions.
(b) If $\lambda=\lambda^{*}$, then (1) has exactly one positive solution.
(c) If $0<\lambda<\lambda^{*}$, then (1) has exactly two positive solutions, $u_{\lambda}$ and $v_{\lambda}$.
(d) The solutions $u_{\lambda}$ and $v_{\lambda}$ satisfy $\lim _{\lambda \rightarrow 0}\left\|u_{\lambda}\right\|_{\infty}=0$ and

$$
\left(\frac{2^{m}}{m^{\prime}} I_{p}^{m}(p+1)\right)^{1 /(p-m+1)} \leq \lim _{\lambda \rightarrow 0}\left\|v_{\lambda}\right\|_{\infty} \leq\left(\frac{2^{m}}{m^{\prime}} I_{q}^{m}(p+1)\right)^{1 /(p-m+1)}
$$

where $I_{r}=\int_{0}^{1}\left(1-t^{r+1}\right)^{-1 / m} d t$.
In this article we use a shooting method. More precisely, we study the ordinary differential equation

$$
\begin{align*}
-\left(\left|u^{\prime}\right|^{m-2} u^{\prime}\right)^{\prime} & =\lambda|u|^{q-1} u+|u|^{p-1} u \quad \text { in }(0,1) \\
u(0) & =0, \quad u^{\prime}(0)=E>0 \tag{3}
\end{align*}
$$

The solution to this problem is $4 T$-periodic function, with

$$
T=T(\lambda, S)=\left(m^{\prime}\right)^{-1 / m} S^{\frac{m-1-q}{m}} \int_{0}^{1}\left(S^{p-q} \frac{\left(1-t^{p+1}\right)}{p+1}+\lambda \frac{\left(1-t^{q+1}\right)}{q+1}\right)^{-1 / m} d t
$$

where $S=S(\lambda, E)$ is the first zero of the function $E^{m}-m^{\prime} G(\lambda, \cdot)$,

$$
G(\lambda, u)=\frac{\lambda u^{q+1}}{q+1}+\frac{u^{p+1}}{p+1}
$$

and $m^{\prime}$ is defined by $1 / m+1 / m^{\prime}=1$. See, e.g. [3, 4].
The solution $u$ to Problem (3) satisfies the following conditions

- $u(2 k T)=0$, with $k \in \mathbb{Z}$.
- $u(x)>0$, for $x \in(0,2 T)$ and $u(x)<0$, for $x \in(2 T, 4 T)$.
- Every hump of $u$ is symmetrical about the center of the interval of its definition, where we call hump of $u$ its restriction to the open interval $I=\left(x_{1}, x_{2}\right)$, with $x_{1}$ and $x_{2}$ two consecutive zeros of $u$.
- Every positive (resp. negative) hump of $u$ may be obtained by translating the first positive (resp. negative) hump.
- The derivative of each hump of $u$ vanishes once and only once.

Thus, when $T=1 / 2$, we obtain positive solutions of Problem (1). In order to prove Theorem 1, we need the following technical lemma.

Lemma 1 (a) $S(\lambda, \cdot)$ is an increasing function,

$$
S(\lambda, 0)=0 \quad \text { and } \quad \lim _{E \rightarrow+\infty} S(\lambda, E)=+\infty
$$

(b) $\lim _{E \rightarrow+\infty} T(\lambda, S(\lambda, E))=\lim _{E \rightarrow 0^{+}} T(\lambda, S(\lambda, E))=0$.
(c) $T(\lambda, S(\lambda, \cdot))$ has a unique maximum for each $\lambda>0$.
(d) $\lambda \rightarrow T\left(\lambda, S_{\lambda}^{*}\right)$ is a decreasing function that satisfies

$$
\lim _{\lambda \rightarrow 0^{+}} T\left(\lambda, S_{\lambda}^{*}\right)=+\infty \quad \text { and } \quad \lim _{\lambda \rightarrow+\infty} T\left(\lambda, S_{\lambda}^{*}\right)=0
$$

where $S_{\lambda}^{*}=S\left(\lambda, E^{*}(\lambda)\right)$ and $E^{*}(\lambda)$ is the unique critical point of the function $T(\lambda, S(\lambda, \cdot))$.
(e) For each $\lambda$ sufficiently small, the solutions $S_{1}$ and $S_{2}$ of $T(\lambda, S)=1 / 2$ satisfy

$$
\begin{gathered}
S_{1} \leq\left(\lambda\left(\frac{m-1-q}{p-m+1}\right) \frac{(p+1)}{(q+1)}\right)^{1 /(p-q)} \\
\frac{2^{m}}{m^{\prime}} I_{p}^{m}(p+1) \leq S_{2}^{p-m+1} \leq \frac{2^{m}}{m^{\prime}} I_{q}^{m}(p+1)
\end{gathered}
$$

## 3 Proof of the Main Results

Proof of Theorem 1. By Lemma 1 and the continuity of the function $\lambda \rightarrow$ $T\left(\lambda, S_{\lambda}^{*}\right)$, there exists $\lambda^{*}$ which satisfies $T\left(\lambda^{*}, S_{\lambda^{*}}^{*}\right)=1 / 2$ and such that:

- If $\lambda>\lambda^{*}$, then $T(\lambda, S(\lambda, E))<\frac{1}{2}$, for each $E>0$.
- If $\lambda=\lambda^{*}$, then $\max _{E>0} T(\lambda, S(\lambda, E))=1 / 2$.
- If $\lambda<\lambda^{*}$, then $\max _{E>0} T(\lambda, S(\lambda, E))>1 / 2$ and for each $\lambda$ sufficiently small we have that

$$
\left\|u_{\lambda}\right\|_{\infty} \leq\left(\lambda\left(\frac{m-1-q}{p-m+1}\right) \frac{(p+1)}{(q+1)}\right)^{1 /(p-q)}
$$

and

$$
\left(\frac{2^{m}}{m^{\prime}} I_{p}^{m}(p+1)\right)^{1 /(p-m+1)} \leq\left\|v_{\lambda}\right\|_{\infty} \leq\left(\frac{2^{m}}{m^{\prime}} I_{q}^{m}(p+1)\right)^{1 /(p-m+1)}
$$

From these three statements and Lemma 1, Theorem 1 follows.

Proof of Lemma 1. The proof of (a) and (b) can be found in [3] and [4]. Concerning (c), using statements (a) and (b) it suffices to show that the function $S \rightarrow T(\lambda, S)$ has a unique critical point for each $\lambda>0$. On the other hand, it is easy to prove that

$$
\frac{\partial T}{\partial S}=\left(m^{\prime}\right)^{-\frac{1}{m}} \int_{0}^{S} \frac{A(\lambda, S)-A(\lambda, \eta)}{m S(G(\lambda, S)-G(\lambda, \eta))^{\frac{m+1}{m}}} d \eta
$$

where $A(\lambda, u)=\left(\frac{m-1-q}{q+1}\right) \lambda u^{q+1}-\left(\frac{p-m+1}{p+1}\right) u^{p+1}$. Direct computations show that

$$
\begin{equation*}
\frac{\partial T}{\partial S}>0, \quad \text { for } S \in\left[0, \rho_{1}\right] \quad \text { and } \quad \frac{\partial T}{\partial S}<0, \quad \text { for } S \in\left[\rho_{2},+\infty\right) \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{1}=\left(\lambda\left(\frac{m-1-q}{p-m+1}\right)\right)^{1 /(p-q)} \quad \text { and } \quad \rho_{2}=\left(\lambda \frac{(m-1-q)(p+1)}{(p-m+1)(q+1)}\right)^{1 /(p-q)} \tag{5}
\end{equation*}
$$

Moreover, $A(\lambda, 0)=A\left(\lambda, \rho_{2}\right)=0$ and $\rho_{2}>\rho_{1}$. Thus the critical points of $T(\lambda, \cdot)$ belong to the interval $J:=\left[\rho_{1}, \rho_{2}\right]$.

By the same arguments as in Lemma 7 of [1], it is not difficult to verify that

$$
\frac{\partial^{2} T}{\partial S^{2}}=\left(m^{\prime}\right)^{-1 / m} \int_{0}^{1} \frac{S\left(1-\eta^{p+1}\right)^{2} P(x(\eta))}{m^{2}(G(\lambda, S)-G(\lambda, \eta S))^{(2 m+1) / m}} d \eta
$$

where

$$
x(\eta)= \begin{cases}\frac{q+1}{p+1} & \text { if } \eta=1 \\ \frac{1-\eta^{q+1}}{1-\eta^{p+1}} & \text { if } \eta \in[0,1)\end{cases}
$$

and

$$
P(x)=\frac{(q-m+1)}{q+1} \lambda^{2} S^{2 q} x^{2}-C(m, p, q) \lambda S^{p+q} x+\frac{(p-m+1)}{p+1} S^{2 p}
$$

Since $0 \leq q<m-1<p$, there exists $x_{1}<0<x_{2}$ such that:

- $P\left(x_{1}\right)=P\left(x_{2}\right)=0 ;$
- $P(x)>0, x \in\left(x_{1}, x_{2}\right)$;
- $P(x)<0, x \in\left(-\infty, x_{1}\right) \cup\left(x_{2},+\infty\right)$.

Indeed,

$$
\begin{aligned}
x_{2}= & \frac{S^{p-q}}{2 \lambda(p+1)(m-1-q)} \\
& \times\left(\sqrt{\mu}-\left(m\left(p^{2}+q^{2}\right)-2(m+1) p q+(m-2)(p+q)+2(m-1)\right)\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\mu= & \left(m\left(p^{2}+q^{2}\right)-2(m+1) p q+(m-2)(p+q)+2(m-1)\right)^{2} \\
& +4(p+1)(q+1)(p-m+1)(m-1-q)
\end{aligned}
$$

On the other hand, using that

$$
\alpha(x)=(p+1) x^{q+1}-(q+1) x^{p+1}, \quad \text { for } 0 \leq x \leq 1
$$

is an increasing function, it is easy to see that

$$
x(\eta) \in\left[\frac{q+1}{p+1}, 1\right], \quad \text { for all } \eta \in[0,1]
$$

We note that the function $S \rightarrow x_{2}(S)$ is an increasing function that satisfies

$$
x_{2}\left(\rho_{2}\right)=\frac{\sqrt{\mu}-\left(m\left(p^{2}+q^{2}\right)-2(m+1) p q+(m-2)(p+q)+2(m-1)\right)}{2(q+1)(p-m+1)} .
$$

We now claim that

$$
x_{2}\left(\rho_{2}\right)<\frac{q+1}{p+1} .
$$

For this, we consider the function

$$
\begin{aligned}
F(x)= & ((m+1) q+1) x^{3}-\left(2(m+1) q^{2}+q+(m-1)\right) x^{2} \\
& +q\left((m+1) q^{2}-q+2(m-1)\right) x-q^{2}(m-1-q)
\end{aligned}
$$

Let us show that the function $F$ satisfies

$$
F(x)>0, \quad \text { for } x>m-1
$$

This statement will follow, if we prove that $F(m-1) \geq 0, F^{\prime}(m-1)>0$ and $F$ is convex in $[m-1,+\infty)$. In fact,

$$
\begin{aligned}
F(m-1) & =(m-1)\left((m+1) q^{3}-\left(2 m^{2}-1\right) q^{2}+m^{2}(m-1) q\right)-q^{2}(m-1-q) \\
& =m^{2} q^{3}-2 m^{2}(m-1) q^{2}+m^{2}(m-1)^{2} q \\
& =m^{2} q(q-m+1)^{2} \geq 0
\end{aligned}
$$

On the other hand,
$F^{\prime}(x)=3((m+1) q+1) x^{2}-2\left(2(m+1) q^{2}+q+m-1\right) x+q\left((m+1) q^{2}-q+2(m-1)\right)$.
Thus

$$
\begin{aligned}
F^{\prime}(m-1)= & (m-1)\left(3(m-1)((m+1) q+1)-2\left(2(m+1) q^{2}+q+m-1\right)\right) \\
& +(m+1) q^{3}-q^{2}+2(m-1) q \\
= & (m-1)\left(-4(m+1) q^{2}+\left(3 m^{2}-5\right) q+m-1\right)+(m+1) q^{3} \\
& -q^{2}+2(m-1) q \\
= & (m+1) q^{3}-\left(4 m^{2}-3\right) q^{2}+3(m-1)^{2}(m+1) q+(m-1)^{2}
\end{aligned}
$$

We note that the point $x=m-1$ is a zero of the algebraic equation

$$
(m+1) x^{3}-\left(4 m^{2}-3\right) x^{2}+3(m-1)^{2}(m+1) x+(m-1)^{2}=0
$$

Thus

$$
\begin{aligned}
F^{\prime}(m-1) & =(q-m+1)\left((m+1) q^{2}-\left(3 m^{2}-2\right) q-m+1\right) \\
& =(q-m+1)\left((q-m+1)((m+1) q+1)-2 m^{2} q\right)>0
\end{aligned}
$$

We now prove that $F$ is convex in $[m-1,+\infty)$. Note that

$$
F(x)=\alpha x^{3}+\beta x^{2}+\gamma x+\delta
$$

where

$$
\begin{gathered}
\alpha=(m+1) q+1, \quad \beta=-\left(2(m+1) q^{2}+q+m-1\right) \\
\gamma=q\left((m+1) q^{2}-q+2(m-1)\right), \quad \delta=-q^{2}(m-1-q)
\end{gathered}
$$

Then it easily follows that $F^{\prime \prime}(x)>0$ if and only if $x>-\beta /(3 \alpha)$. Thus, $F$ is convex in $[m-1,+\infty)$ when

$$
m-1 \geq-\frac{\beta}{3 \alpha}=\frac{2(m+1) q^{2}+q+m-1}{3((m+1) q+1)}
$$

which is equivalent to saying that

$$
G(q)=2(m+1) q^{2}+\left(4-3 m^{2}\right) q-2(m-1) \leq 0
$$

But $G(q) \leq 0$, when $q \in\left(r_{1}, r_{2}\right)$, where

$$
r_{1}=\frac{3 m^{2}-4-m \sqrt{9 m^{2}-8}}{4(m+1)} \quad \text { and } \quad r_{2}=\frac{3 m^{2}-4+m \sqrt{9 m^{2}-8}}{4(m+1)} .
$$

Since $r_{1}<0<m-1<r_{2}$, we obtain that $G(q) \leq 0$, for each $q \in[0, m-1)$. Hence $F$ is convex in $[m-1,+\infty)$. Thus

$$
\left[\frac{q+1}{p+1}, 1\right] \subseteq\left(x_{2}(S),+\infty\right), \quad \text { for each } S \in\left[\rho_{1}, \rho_{2}\right]
$$

Now using that $P(x)<0$ for each $x \in\left(-\infty, x_{1}\right) \cup\left(x_{2},+\infty\right)$, we have that $P(x(\eta))<0$, for all $\eta \in[0,1]$. Hence

$$
\frac{\partial^{2} T}{\partial S^{2}}<0, \quad \text { for each } S \in\left[\rho_{1}, \rho_{2}\right]
$$

which proves (c), that is, the uniqueness of the critical point of the function $T(\lambda, S(\lambda, \cdot))$.

To prove (d), we note that

$$
\frac{d}{d E}\left(T(\lambda, S(\lambda, E))=\left(m^{\prime}\right)^{-1 / m} \frac{\partial S}{\partial E} \int_{0}^{S} \frac{A(\lambda, S)-A(\lambda, \eta)}{m S(G(\lambda, S)-G(\lambda, \eta))^{\frac{m+1}{m}}} d \eta\right.
$$

and

$$
\begin{aligned}
\frac{\partial T}{\partial \lambda}= & \left(m^{\prime}\right)^{-\frac{1}{m}} \frac{\partial S}{\partial \lambda} \int_{0}^{S} \frac{A(\lambda, S)-A(\lambda, \eta)}{m S(G(\lambda, S)-G(\lambda, \eta))^{\frac{m+1}{m}}} d \eta \\
& -\left(m^{\prime}\right)^{-\frac{1}{m}} \int_{0}^{S} \frac{S^{q+1}-\eta^{q+1}}{m(q+1)(G(\lambda, S)-G(\lambda, \eta))^{\frac{m+1}{m}}} d \eta
\end{aligned}
$$

Let $\Delta=-\frac{\partial S}{\partial \lambda} \frac{d}{d E}\left(T(\lambda, S(\lambda, E))+\frac{\partial S}{\partial E} \frac{\partial T}{\partial \lambda}\right.$. Thus

$$
\Delta=-\left(m^{\prime}\right)^{-\frac{1}{m}} \frac{\partial S}{\partial E} \int_{0}^{S} \frac{S^{q+1}-\eta^{q+1}}{m(q+1)(G(\lambda, S)-G(\lambda, \eta))^{\frac{m+1}{m}}} d \eta
$$

Hence $\Delta<0$, for each $E>0$ and $\lambda>0$.
Using that $\frac{d}{d E}\left(T\left(\lambda, S\left(\lambda, E^{*}(\lambda)\right)\right)=0\right.$ and by part (a), we see that

$$
\frac{\partial T}{\partial \lambda}\left(\lambda, S\left(\lambda, E^{*}(\lambda)\right)\right)<0, \text { for each } \lambda>0
$$

Therefore $T\left(\lambda, S_{\lambda}^{*}\right)$ is a decreasing function of $\lambda$.
On the other hand, we know that the function $T(\lambda, S(\lambda, \cdot))$ is increasing in $\left(0, E_{1}(\lambda)\right)$, where $E_{1}(\lambda)=\left(m^{\prime} G\left(\lambda, \rho_{1}\right)\right)^{1 / m}$, hence $E^{*}(\lambda)$ is the unique maximum of the function $T(\lambda, S(\lambda, \cdot))$. Then $E^{*}(\lambda) \geq E_{1}(\lambda)$. By part (a), we have that

$$
S\left(\lambda, E^{*}(\lambda)\right) \geq S\left(\lambda, E_{1}(\lambda)\right)
$$

Thus

$$
T\left(\lambda, S\left(\lambda, E^{*}(\lambda)\right) \leq\left(m^{\prime}\right)^{-1 / m} \rho_{1}^{\frac{m-1-p}{m}} \int_{0}^{1}\left(\frac{1-t^{p+1}}{p+1}\right)^{-1 / m} d t\right.
$$

Since $\lim _{\lambda \rightarrow+\infty} \rho_{1}=\lim _{\lambda \rightarrow+\infty}\left(\lambda \frac{(m-1-q)}{(p-m+1)}\right)^{1 /(p-q)}=+\infty$, it follows that

$$
\lim _{\lambda \rightarrow+\infty} T\left(\lambda, S_{\lambda}^{*}\right)=0
$$

From the fact that $\rho_{1}=S\left(\lambda, E_{1}(\lambda)\right)$, then after some computations, we obtain that

$$
\begin{aligned}
T\left(\lambda, S\left(\lambda, E_{1}(\lambda)\right)=\right. & \lambda^{\frac{m-1-p}{m(p-q)}}\left(m^{\prime}\right)^{-\frac{1}{m}}\left(\frac{m-1-q}{p-m+1}\right)^{\frac{m-1-q}{m(p-q)}} \\
& \times \int_{0}^{1}\left(\left(\frac{m-1-q}{p-m+1}\right)\left(\frac{1-t^{p+1}}{p+1}\right)+\frac{1-t^{q+1}}{q+1}\right)^{-\frac{1}{m}} d t
\end{aligned}
$$

Hence

$$
\lim _{\lambda \rightarrow 0^{+}} T\left(\lambda, S\left(\lambda, E^{*}(\lambda)\right) \geq \lim _{\lambda \rightarrow 0^{+}} T\left(\lambda, S\left(\lambda, E_{1}(\lambda)\right)=+\infty\right.\right.
$$

which proves (d). In order to prove (e), using the concavity of the function $T(\lambda, \cdot)$ and assertions (4) and (5), we obtain that $S_{1}<\rho_{2}$ which prove the first inequality of (e). Using the hypothesis that $T(\lambda, S)=1 / 2$, we have

$$
\frac{2^{m}}{m^{\prime}} I_{p}^{m} S^{p} \leq \frac{S^{p+1}}{p+1}+\lambda \frac{S^{q+1}}{q+1} \leq \frac{2^{m}}{m^{\prime}} I_{q}^{m} S^{m}
$$

Since $S_{2}>\rho_{1}$, the above inequalities imply

$$
\frac{2^{m}}{m^{\prime}} I_{p}^{m}(p+1) \leq S_{2}^{p-m+1} \leq \frac{2^{m}}{m^{\prime}} I_{q}^{m}(p+1)
$$

Hence the proof of Lemma 1 is now complete.

Remark 1. If $\lambda=0$, then it is easy to prove that the time mapping function is a decreasing function of $S$. Therefore (1) has a unique positive solution.

Remark 2. Using the methods developed in this article, it is possible to find the exact number of solutions with $k$ nodes in the interval $(0,1)$ for the problem

$$
\begin{gathered}
-\left(\left|u^{\prime}\right|^{m-2} u^{\prime}\right)^{\prime}=\lambda|u|^{q-1} u+|u|^{p-1} u, \quad \text { in }(0,1) \\
u(0)=u(1)=0
\end{gathered}
$$

In this case the same time mapping $T(\lambda, S)$ may be used.

Remark 3. We conjecture that the same techniques developed in [1] may be applied to determine a lower bound on the number of solutions together with their nodal properties for the problem (1), with $\lambda<0$.
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