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A PRIORI ESTIMATES FOR GLOBAL SOLUTIONS

AND MULTIPLE EQUILIBRIA OF A SUPERLINEAR

PARABOLIC PROBLEM INVOLVING MEASURES

Pavol Quittner

Abstract. We consider a noncoercive elliptic problem in a bounded domain with
a power nonlinearity and measure data. It is known that the problem possesses a

stable solution and we prove existence of three further solutions. The proof is based
on uniform bounds of global solutions of the corresponding parabolic problem and

on a topological degree argument.

1. INTRODUCTION

In this paper we consider the problem

ut = ∆u+ |u|p−1u+ µ, x ∈ Ω, t > 0,
u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω̄,

(1.1)

where Ω ⊂ Rn is a smoothly bounded domain with n ≥ 2, µ is a positive bounded
Radon measure on Ω and

p > 1, p <
n

n− 2
if n > 2. (1.2)

The restriction p(n− 2) < n is not of technical nature, it is necessary for the local
existence of the solution (see [7] or [26] and the references therein).

If µ = 0 and p > 1, p(n − 2) < n + 2, then the Ljusternik-Schnirelman theory
guarantees the existence of infinitely many stationary solutions of problem (1.1).
A generalization of this result for µ 6= 0, µ regular, was obtained under various
additional assumptions on µ and p using perturbation methods in [25], [5], [23],
[6] (see [9] and the references therein for the case of non-homogeneous boundary
conditions and related problems). Variational methods were used also in [27] for the
proof of existence of at least four solutions of the homogeneous Dirichlet problem
for the equation 0 = ∆u + f(u), where f was a superlinear (non-symmetric) C1-
function with subcritical growth (see [8] for additional properties of these solutions
and further references).
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In the present paper, we assume (1.2) and we consider a general measure µ of
the form

µ = aµ0, where a ∈ R+ and µ0 is a bounded positive Radon measure on Ω.
(1.3)

Denote
a∗ = sup{a > 0 : (1.1) has a positive equilibrium}.

It follows from [7] (see also [4] for a more general setting) that a∗ > 0. Assuming

0 < a < a∗, (1.4)

we show existence of at least four stationary solutions of (1.1). We use a dynamical
method which consists in looking for stationary solutions in the ω-limit sets of
some global trajectories of (1.1). This approach does not require any symmetry of
the problem so that one can use it also for more general problems (for example,
ut = ∆u + f(u) + µ, where f is as in [27]). In general, our method can yield
different solutions from those obtained by variational methods: see [19], where it is
used in the study of the Dirichlet problem for the equation 0 = ∆u+up+−u

q
− with

0 < q < 1 < p, p(n− 2) < n+ 2.
The crucial prerequisites for our approach are a priori estimates for global solu-

tions of (1.1). In the case µ = 0 and p > 1, p(n − 2) < n + 2, it is known that all
global solutions of (1.1) are bounded and the corresponding bound depends only on
a suitable norm of the initial function u0, see [20]. In this paper we generalize the
a priori estimates from [20] to the case µ 6= 0 (under assumptions (1.2),(1.3),(1.4))
and then we use these estimates for the dynamical proof of existence of multiple
equilibria. The main difficulty in this generalization and the subsequent application
consists in the fact that the solutions of (1.1) are not regular enough for the direct
use of the technical tools exploited in [20],[19] (for example, the standard Lyapunov
functional is not well defined in our situation). These difficulties also rule out a
straightforward use of variational methods for the proof of the multiplicity result.

Positive stationary solutions of problem (1.1) were studied by several authors,
see references in [4]. If problem (1.1) has a positive equilibrium then there exists a
minimal positive equilibrium v1 of this problem (see [4]). It follows from [4, The-
orems 1.2, 1.3] that assuming (1.2),(1.3),(1.4), problem (1.1) admits at least two
positive equilibria. The proof of this multiplicity result was based on a priori esti-
mates of positive stationary solutions and the computation of the Leary-Schauder
index of the solution v1. In the present paper, we shall use the local information
on the solution v1 and our a priori estimates of global solutions of (1.1) in order
to prove the existence of equilibria v2, v3, v4 such that v2 > v1 > v3 and v4 − v1

changes sign.
Assumption (1.4) is crucial also for the proof of a priori estimates of global

solutions of (1.1): instead of estimating the singular solution u(t) (which need not
be even continuous, in general), we estimate the difference w(t) = u(t)− v1 which
turns out to be a Hölder continuous function.

Let us mention that a priori estimates of global or periodic solutions of similar
superlinear parabolic problems with regular data were already used for the proof of
existence of positive stationary solutions (see [17], [10], [24]), sign-changing station-
ary solutions (see [19], [13]), infinitely many stationary solutions (see [22]), periodic
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solutions (see [11], [12], [16]), for establishing the blow-up rate of nonglobal solu-
tions (see [15], [14]), and for the study of the boundary of domains of attraction of
stable equilibria (see [18]).

This paper is organized as follows. Section 2 deals with existence and regularity
of solutions of (1.1). Main results of the paper are stated in Theorem 3.1 (a priori
estimates) and Theorem 4.5 (existence of multiple stationary solutions).

2. PRELIMINARIES

Let q ∈ (1,∞), q′ = q/(q − 1), let W z
q (Ω), z ≥ 0, denote the usual Sobolev-

Slobodeckii space and γ the trace operator, γ : W z
q (Ω)→W

z−1/q
q (∂Ω) for z > 1/q.

For θ ∈ Iq := [−2, 2] \ {1/q +m : m ∈ Z} put

W θ := W θ
q,γ :=


{u ∈W θ

q (Ω) : γu = 0} if 1/q < θ,

W θ
q (Ω) if 0 ≤ θ < 1/q,(
W−θq′,γ

)′ if θ < 0,

 (2.1)

and let | · |θ,q denote the norm in W θ
q,γ . The norm in W 0

q,γ = Lq(Ω) will be denoted
simply by | · |q. The norm in the Hölder space C0,α(Ω̄) will be denoted by ‖ · ‖0,α.

Let M = M(Ω) be the space of bounded Radon measures on Ω. The spaces
W θ
q,γ are ordered Banach spaces and M(Ω) is a Banach lattice (cf. [4, Section 5]).

Moreover, M(Ω) ↪→ W θ
q,γ provided θ < −n/q′. For u, v ∈ W θ

q,γ , we write u < v if
v − u belongs to the positive cone of W θ

q,γ and u 6= v. We denote also [u, v] = {w :
u ≤ w ≤ v} and we put a ∧ b := min{a, b}, a ∨ b := max{a, b}. By c and C we
denote positive constants which may vary from step to step; by c1, C1, c2, C2, . . .
we denote fixed positive constants.

Let A2 : W 2 → W 0 : u 7→ −∆u. It is well known that A2 is an isomorphism
of W 2 onto W 0 and it generates an analytic semigroup in W 0. Moreover, the
operator A2 can be extended to an isomorphism A0 : W 0 → W−2 such that the
W θ−2-realization Aθ of A0 is an isomorphism of W θ onto W θ−2 and it generates
an analytic semigroup e−tAθ in W θ−2 for any θ ∈ Iq, θ ≥ 0,

|e−tAθu|η,q ≤ Ce−ct
(
|u|η,q ∧ t(θ−η)/2−1|u|θ−2,q

)
(2.2)

for any η ∈ Iq ∩ (θ − 2, θ) (see [2]).
The results of [2, Section 12] imply that problem (1.1) admits a unique maximal

solution u ∈ C
(
[0, T ),W z

q,γ

)
satisfying the variation-of-constants formula

u(t) = e−tAzu0 +
∫ t

0

e−(t−τ)Az (|u(τ)|p−1u(τ) + µ) dτ (2.3)

provided u0 ∈W z
q,γ and

−n
p
≤ z − n

q
< 2− n, q > 1, z ≥ 0, z ∈ Iq. (2.4)

The existence of a unique u satisfying (2.3) can be proved directly in the following
way. Condition (2.4) guarantees W z

q,γ ↪→ Lp(Ω) and L1(Ω) ↪→ M(Ω) ↪→ W z−2+ε
q,γ
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for some ε > 0, hence the mapping F : W z
q,γ → W z−2+ε

q,γ : u 7→ |u|p−1u + µ is well
defined and Lipschitz continuous. Now using (2.2) we obtain

|e−tAzu0|z,q ≤ C|u0|z,q ≤ C,

|e−tAzF (u)|z,q ≤ Ct−1+ε/2|F (u)|z−2+ε,q

≤ Ct−1+ε/2
(
1 + |u|pz,q

)
,

|e−tAz
(
F (u)− F (v)

)
|z,q ≤ Ct−1+ε/2

(
1 + |u|p−1

z,q + |v|p−1
z,q

)
|u− v|z,q.

(2.5)

These inequalities easily imply that the operator

R(u)(t) = e−tAzu0 +
∫ t

0

e−(t−τ)AzF
(
u(τ)

)
dτ

is a contraction in an appropriate ball of the Banach space C
(
[0, T ],W z

q,γ

)
if T is

small enough. The fixed point of R is the solution of (2.3), hence of (1.1).
Solutions of (1.1) are not continuous, in general. Anyhow, if u, v : [0, T ] →

W z
q,γ are two solutions of (1.1) with initial conditions u0, v0, respectively, then the

difference w(t) = u(t) − v(t) is Hölder continuous for t > 0 and its C0,α(Ω̄)-norm
(where α > 0 is sufficiently small) can be estimated by the W z

q,γ-norm of w(0).
More precisely, the following lemma is true.

Lemma 2.1. Let u, v : [0, T ] → W z
q,γ be two solutions of (1.1) with initial condi-

tions u(·, 0) = u0, v(·, 0) = v0. Put w = u− v and denote

Ku = sup
τ∈[0,T ]

|u(τ)|z,q. (2.6)

There exist r > n and α > 0 such that w(t) ∈ C0,α(Ω̄) ∩W 1
r,γ for any t > 0 and

|w(t)|z,q + |w(t)|1,r + ‖w(t)‖0,α ≤ c(t0, T,Ku ∨Kv)|w(0)|z,q (2.7)

for any t ∈ [t0, T ] and t0 > 0. Moreover, w ∈ C0,α̃([t0, T ], C0,α(Ω̄)∩W 1
r,γ) for some

α̃ > 0 and the norm of w in this space can be bounded by a constant depending on
t0, T,Ku ∨Kv.

Proof. Let z̃, q satisfy (2.4) (with z replaced by z̃), z̃ > z. Estimating the W z̃
q,γ-

norm in (2.3) we obtain

|u(t)|z̃,q ≤ Ctz−z̃|u0|z,q + C

∫ t

0

e−c(t−τ)(t− τ)−1+ε̃/2
∣∣F (u(τ)

)∣∣
z̃−2+ε̃

dτ

≤ C(Ku)(1 + tz−z̃),

where ε̃ > 0 is small enough. Using the imbeddingW z1
q1,γ ↪→W z2

q2,γ if z1− n
q1
> z2− n

q2
and z1 ≥ z2 and repeating the estimate above with different z, z̃, q, if necessary, we
get

|u(t)|z̃,q̃ ≤ C(δ,Ku) for any t ∈ [δ, T ], (2.8)

whenever z̃, q̃ satisfy (2.4). Analogous estimates and the generalized Gronwall in-
equality [1, Theorem II.3.3.1] imply

|w(t)|z̃,q̃ ≤ C(δ, T,Ku,Kv)|w(0)|z,q for any t ∈ [δ, T ]. (2.9)
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Estimates (2.8) and (2.9) imply that we may assume both z = 1 and the bound-
edness of u(τ), v(τ), τ ∈ [0, T ], in W z̃

q̃,γ for any z̃, q̃ satisfying (2.4). In particular,
u(τ), v(τ) are bounded in W 1

q,γ for any q < n/(n − 1), hence in Lr(Ω) for any
r < n/(n− 2).

The function w solves the equation wt = ∆w + Φ(u, v) in Ω with

|Φ(u, v)| =
∣∣|u|p−1u− |v|p−1v

∣∣ ≤ C|w|ϕ, ϕ :=
(
|u|+ |v|

)p−1
,

where the function ϕ(t) is bounded in Ls(Ω) for some s > n
2 . Put Q = q, R = 1

and choose β > 0 and ε > 0 small. Then

LR(Ω) ↪→W β−1+ε
Q,γ and W 1+β

Q,γ ↪→ LsR/(s−R)

due to
1
R
<

1
Q

+
1− β
n

and
1
R
≥ 1
Q

+
1
s
− 1 + β

n
, s > R, (2.10)

hence

|Φ
(
u(τ), v(τ)

)
|β−1+ε,Q ≤ C|Φ

(
u(τ), v(τ)

)
|R = C|w(τ)ϕ(τ)|R

≤ C|w(τ)|sR/(s−R)|ϕ(τ)|s ≤ C|w(τ)|1+β,Q.

This and the variation-of-constants formula imply

|w(t)|1+β,Q ≤ Ct−β |w0|1,Q + C

∫ t

0

(t− τ)−1+ε/2|Φ
(
u(τ), v(τ)

)
|β−1+ε,Q dτ

≤ Ct−β |w0|1,Q + C

∫ t

0

(t− τ)−1+ε/2|w(τ)|1+β,Q,

so that the Gronwall inequality implies

|w(t)|1+β,Q ≤ C1(t)|w0|1,Q,

where C1(t) is bounded for t lying in compact subsets of (0, T ]. Now W 1+β
Q,γ ↪→W 1

Q̃,γ

for some Q̃ > Q. If Q̃ ≤ n then repeating the estimates above with Q replaced by
Q̃, R by R̃ and β by β̃ such that (2.10) remains true, we obtain

|w(2t)|1+β̃,Q̃ ≤ C2(t)|w(t)|1,Q̃ ≤ CC1(t)C2(t)|w0|1,Q.

A standard bootstrap argument yields the estimate of w in W 1
Q,γ for some Q > n,

hence in C0,α(Ω̄) for some α > 0. This shows (2.7). Notice that an upper bound
for the bootstrap procedure is given by 1/Q > 1/s− 1/n.

The Hölder continuity of w : [t0, T ] → W 1
Q,γ for some Q > n follows from the

variation-of-constants formula, the estimates above and the estimates∣∣∣ ∫ t2

t1

e−(t2−τ)AzΦ(u(τ), v(τ)) dτ
∣∣∣
1,Q
≤ C

∫ t2

t1

(t2 − τ)−1+ε/2 dτ ≤ C(t2 − t1)ε/2,

|e−(t2−t1)Azf − f |1,Q ≤ C(t2 − t1)β/2|f |1+β,Q,

where T ≥ t2 > t1 ≥ t0 and f :=
∫ t1

0
e−(t1−τ)AzΦ(u(τ), v(τ)) dτ (cf. also [1, Theo-

rem II.5.3.1]). �
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Remark 2.2. Let u and v be solutions of (1.1) on [0, T ] with initial conditions
u(·, 0) = u0 and v(·, 0) = v0, where u0, v0 ∈W z

q,γ and z, q satisfy (2.4). Let µk → µ
in M(Ω) and u0,k → u0, v0,k → v0 in W z

q,γ . Let uk, vk be solutions of (1.1) with µ
replaced by µk and initial conditions uk(·, 0) = u0,k, vk(·, 0) = v0,k. Put w = u− v,
wk = uk − vk. Then the variation-of-constants formula, estimates (2.5), Gronwall’s
inequality and obvious modifications of estimates in the proof of Lemma 2.1 imply
that uk, vk are well defined on [0, T ] for k large enough, supt∈[0,T ] |u(t)−uk(t)|z,q →
0 as k →∞ and supt∈[t0,T ] |w(t)−wk(t)|1,r → 0 as k →∞ for some r > n and any
t0 > 0.

The following theorem follows from [21, Theorem 3.1].

Theorem 2.3. Let z, q satisfy (2.4) and u ∈ C
(
[0, T ),W z

q,γ

)
be the maximal so-

lution of (1.1). Let u(t) be bounded in Lr(Ω) for t ∈ [0, T ), where r > n
2 (p − 1),

r > 1. Then T = +∞ and u(t) is bounded in W z
q,γ for t ∈ [0,∞).

3. A PRIORI ESTIMATES

The main result of this section is the following

Theorem 3.1. Assume (1.2),(1.3),(1.4). Let u be a global solution of (1.1) and let
z, q satisfy (2.4). Then |u(t)|z,q ≤ c, where c depends only on the norm of u0 in
W z
q,γ .

Proof. Assumption (1.4) guarantees existence of the minimal positive stationary
solution v1. Let u be a global solution of (1.1) and put w(t) := u(t)− v1.

The functions v1 and w are solutions of the following problems

0 = ∆v1 + vp1 + µ, x ∈ Ω,
v1 = 0, x ∈ ∂Ω,

(3.1)

and
wt = ∆w + h(w), x ∈ Ω, t > 0,

w = 0, x ∈ ∂Ω, t > 0,

w(x, 0) = u0(x)− v1(x), x ∈ Ω̄
(3.2)

where
h(w) := |w + v1|p−1(w + v1)− vp1 .

Due to Lemma 2.1, we have

w(t) ∈W 1
r,γ ↪→ C0,α(Ω̄)

for some r > n, α > 0 and any t > 0. Moreover, putting

f(w) :=
1

p+ 1
(
|w + v1|p+1 − vp+1

1

)
− wvp1 ,

the regularity of w and the mean value theorem imply

|f(w)| ≤ p
(
|w|+ |v1|

)p−1|w|2 ≤ C(w)
(
1 + |v1|p−1

)
∈ Ls(Ω)
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for some s > n
2 , since v1 ∈ Lr(Ω) for any r < n

n−2 (see [4]). Consequently, the
energy functional

E(w) :=
1
2

∫
Ω

|∇w|2 dx−
∫

Ω

f(w) dx (3.3)

is well defined along the solution w = w(t). Multiplying the equation in (3.2) by w
and integrating by parts yields

1
2
d

dt

∫
Ω

w(t)2 dx = −2E
(
w(t)

)
+
∫

Ω

g
(
w(t)

)
dx, (3.4)

where

g(w) =
p− 1
p+ 1

|w + v1|p+1 − |w + v1|p−1(w + v1)v1 + wvp1 +
2

p+ 1
vp+1

1 .

We shall show in Lemma 3.2 that there exist positive constants c0, c1, . . . , c4 such
that

g(w) ≥ c0|w|p+1 − c1w2vp−1
1 ,

c2|w|p+1 + c3w
2vp−1

1 ≥ f(w) ≥ c4|w|p+1.
(3.5)

Assume that ε > 0. Integrating inequalities in (3.5) and using the estimate∫
Ω

w2vp−1
1 dx ≤ |w|2r1 |v1|p−1

r2 = C|w|2r1 ≤ ε|∇w|
2
2 + Cε|w|22 (3.6)

(where r1 <
2n
n−2 and r2 <

n
n−2 are suitable exponents required by the corresponding

Hölder inequality) one obtains∫
Ω

g(w) dx ≥
∫

Ω

(
C0|w|p+1 − C1w

2 − ε|∇w|2
)
dx,∫

Ω

(
C2|w|p+1 + C3w

2 + ε|∇w|2
)
dx ≥

∫
Ω

f(w) dx ≥
∫

Ω

C4|w|p+1 dx,

(3.7)

where C0, C1, . . . , C4 are positive constants (and C1, C3 depend on ε). The choice
of r1, r2 in (3.6) is possible due to

2
n− 2

2n
+ (p− 1)

n− 2
n

< 1.

Now (3.4), (3.7) and the choice ε ≤ 1/4 ∧ C0/(8C2) imply

1
2
d

dt

∫
Ω

w(t)2 dx ≥ −2(1 + 2ε)E
(
w(t)

)
+ C̃0

∫
Ω

|w|p+1 dx− C̃1

∫
Ω

w2 dx

≥ −2(1 + 2ε)E
(
w(t)

)
+ Ĉ0

(∫
Ω

w2 dx
)(p+1)/2

− Ĉ1.

(3.8)

Let t1 < t2 be fixed positive numbers and let µk be smooth positive functions,
µk → µ in M(Ω). Denote by (1.1)k problem (1.1) with µ replaced by µk. Then
problem (1.1)k admits a classical solution uk defined on [0, t2] for k large enough
(cf. Remark 2.2). Moreover, for k large enough, [4, Theorem 6.3] implies existence
of positive stationary solutions v1,k of (1.1)k such that v1,k → v1 in W z

q,γ . Set
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wk = uk − v1,k and denote by (3.2)k problem (3.2) with w replaced by wk and
h(w) by hk(wk) := |wk + v1,k|p−1(wk + v1,k)− vp1,k. Multiplying (3.2)k by ∂twk and
integrating over (x, t) ∈ Q := Ω× (t1, t2) yields∫ t2

t1

∫
Ω

(wk)2
t dx dt = Ek

(
wk(t1)

)
− Ek

(
wk(t2)

)
, (3.9)

where
Ek(wk) :=

1
2

∫
Ω

|∇wk|2 dx−
∫

Ω

fk(wk) dx,

fk(wk) :=
1

p+ 1
(
|wk + v1,k|p+1 − vp+1

1,k

)
− wkvp1,k.

Since the right-hand side of (3.9) is uniformly bounded due to Remark 2.2, we may
assume that (wk)t converges weakly in L2(Q) to some function w̃. Remark 2.2
implies the pointwise convergence of wk to w in Q̄, hence h(wk)→ h(w) in Lr(Q)
for any r < n/[p(n − 2)] (recall that v1 ∈ LR(Ω) for any R < n/(n − 2)). Passing
to the limit in the weak formulation of (3.2)k shows w̃ = wt. Thus, passing to the
limit in (3.9) gives ∫ t2

t1

∫
Ω

w2
t dx dt ≤ E

(
w(t1)

)
− E

(
w(t2)

)
. (3.10)

Consequently, the function t 7→ E
(
w(t)

)
is nonincreasing. Now (3.8) and the global

existence of w imply both ∣∣E(w(t)
)∣∣ ≤ c (3.11)

and ∫
Ω

w2(t) dx ≤ c (3.12)

(otherwise the function y(t) :=
∫

Ω
w2(t) dx has to blow up in finite time). Estimates

(3.11) and (3.10) entail ∫ ∞
0

∫
Ω

w2
t dx dt ≤ c. (3.13)

Now (3.3),(3.7),(3.11) and (3.4),(3.7),(3.11) show that∫
Ω

|∇w|2 dx ≤ c
(

1 +
∫

Ω

|w|p+1 dx
)
≤ c
(

1 +
1
2
d

dt

∫
Ω

w2 dx
)
,

hence ∫
Ω

|w|p+1 dx+
∫

Ω

|∇w|2 dx ≤ c
(

1 +
∣∣∣ ∫

Ω

wwt dx
∣∣∣). (3.14)

Squaring (3.14) and integrating over time yields∫ t+1

t

(∫
Ω

|w|p+1 dx
)2

dt+
∫ t+1

t

(∫
Ω

|∇w|2 dx
)2

dt ≤ c, (3.15)

where we have used∫ t+1

t

∣∣∣ ∫
Ω

wwt dx
∣∣∣2dt ≤ ∫ t+1

t

|w|22|wt|22 dt ≤ c
∫ t+1

t

|wt|22 dt ≤ c



EJDE–2001/29 A priori estimates for global solutions 9

(see (3.12) and (3.13)). Estimates (3.13), (3.15) and [10, the proof of Proposition 2]
imply uniform bounds (depending only on |u0|z,q) for |w(t)|r if r < 6n/(3n − 4).
Since v1 ∈ Ls(Ω) for any s < n/(n − 2), the last estimate, (1.2) and Theorem 2.3
imply the a priori bound for |u(t)|z,q if n > 2.

If n = 2 then one can make a bootstrap argument based on maximal regularity
as in [20] to get a priori bound in Lr(Ω) for any r > 1. Since it is not completely
clear which estimate corresponds to [20, (16)] in our case (and also for the reader’s
convenience) we repeat the whole argument from [20].

We already know by (3.11) that

−C ≤ 1
2

∫
Ω

|∇w(t)|2 dx−
∫

Ω

f
(
w(t)

)
dx ≤ C. (3.16)

Moreover, (3.15) implies

sup
t≥t0

∫ t+1

t

|w(s)|(p+1)r
p+1 ds < C (3.17)

for any t0 > 0 and r = 2. The interpolation theorem in [10, Appendice], (3.13) and
(3.17) imply

sup
t≥t0
|w(t)|λ < C (3.18)

for any

λ < λ(r) := p+ 1− p− 1
r + 1

.

Due to Theorem 2.3 and the definition of w, estimate (3.18) guarantees the required
bound in W z

q,γ if

λ(r) >
n

2
(p− 1) = p− 1,

or, equivalently,
p < p(r) := 2r + 3.

Fix t0 ∈ (0, 1). Our bootstrap argument is as follows: assuming (3.17) for some
r ≥ 2, we shall show the same estimate for some r̃ > r (with the difference r̃ − r
bounded away from zero). Thus, after finitely many steps we prove (3.17) with
some r satisfying 2r + 3 > p which will conclude the proof.

Hence, let (3.17) be true for some r ≥ 2. Then (3.18) is true for λ < λ(r).
Choose λ ∈

(
2, λ(r)

)
and denote

θ =
p+ 1
p− 1

λ− 2
λ

, λ′ =
λ

λ− 1
and p1 =

p+ 1
p

.

Then θ ∈ (0, 1) and λ′ ∈ (p1, 2) due to λ < p+ 1. Moreover,

θ

p1
+

1− θ
2

=
1
λ′
.

Using (3.14), Hölder’s inequality, (3.18) and interpolation, we obtain

|w(t)|21,2 ≤ C|∇w(t)|22 ≤ C
(
1 + |w(t)wt(t)|1

)
≤ C

(
1 + |wt(t)|λ′

)
≤ C

(
1 + |wt(t)|θp1

|wt(t)|1−θ2

)
.

(3.19)
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Let t ≥ t0 and δ ∈ (0, t0/2) be given. Then (3.15) implies∫ t−δ/2

t−δ
|w(s)|21,2 ds < C,

hence there exists τ1 ∈ (t− δ, t− δ/2) such that

|w(τ1)|1,2 < C5,

where C5 depends on δ but it does not depend on t. Given q̃ < n/(n − 1) = 2,
the last estimate and v1 ∈ W 1

q̃ (Ω) (cf. [4]) imply |u(τ1)|1,q̃ < C̃5, where C̃5 =
C̃5(C5, v1, q̃). The existence proof for (1.1) based on (2.5) shows that there exists
δ1 = δ1(C5, C̃5) > 0 small (δ1 ≤ δ/4) such that u and w stay bounded on (τ1, τ1 +
2δ1) in W 1

q̃,γ by a constant C6 = C6(C5, C̃5, δ1). By Lemma 2.1, w(t) stays bounded
in C(Ω̄) on (τ1 + δ1, τ1 + 2δ1) by a constant C7 = C7(C6, δ1). Since v1 ∈ Ls(Ω) for
any s and |h(w)| ≤ C̃|v1|p−1 if |w| ≤ C, the function h stays bounded in Lρ(Ω) (for
some ρ > p1) on (τ1 + δ1, τ1 + 2δ1) by a constant C8 = C8(C7, v1, ρ). Now standard
estimates in the variation-of-constants formula for w on (τ1 + δ1, τ1 + 2δ1) imply

|w(τ1 + 2δ1)|2−ε,ρ ≤ C9,

where C9 = C9(C8, δ1, ε) and ε > 0 is small. Choose ε < 2/p1 − 2/ρ. Then
W 2−ε
ρ (Ω) ↪→ XP , where XP := (E0, E1)1−1/P,P is the real interpolation space

between E0 = Lp1(Ω) and E1 = W 2
p1

(Ω), and P > 1 is arbitrary. Consequently,

‖w(τ)‖XP ≤ C10, (3.20)

where τ := τ1 + 2δ1 ∈ (t− δ, t). Notice that given t ≥ t0 and δ ∈ (0, t0/2) we have
found τ ∈ (t− δ, t) and C10 = C10(δ, v1, |u0|z,q, P ) such that (3.20) is true and C10

is independent of w and t.
We have 1− θ = 2

p−1

(
p+1
λ − 1

)
< 2

r for λ sufficiently close to λ(r) since the last
inequality is satisfied for λ = λ(r). Now choose r̃ > r such that

β :=
2

(1− θ)r̃
> 1

and notice that θr̃β′ > 1 where β′ = β/(β − 1). Next we use (3.7) and (3.16),
then (3.19), Hölder’s inequality, (3.13), maximal Sobolev regularity (see [1, Theo-
rem III.4.10.7]), (3.20) and inequality |h(w)| ≤ C(|w|p + |v1|p) to get∫ t+1

τ

|w(s)|r̃(p+1)
p+1 ds ≤ C

(
1 +

∫ t+1

τ

|w(s)|2r̃1,2 ds
)

≤ C
(

1 +
∫ t+1

τ

|wt(s)|θr̃p1
|wt(s)|(1−θ)r̃2 ds

)
≤ C

(
1 +

(∫ t+1

τ

|wt(s)|θr̃β
′

p1
ds
)1/β′ (∫ t+1

τ

|wt(s)|22 ds
)1/β

︸ ︷︷ ︸
≤C

)

≤ C
(

1 +
(∫ t+1

τ

|h(w(s))|θr̃β
′

p1
ds
)1/β′

+ ‖w(τ)‖θr̃XP
)

≤ C
(

1 +
(∫ t+1

τ

|w(s)|pθr̃β
′

p+1 ds
)1/β′)

,
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where P = θr̃β′. Now we see that the last estimate implies (3.17) with r̃ instead
of r provided pθr̃β′ ≤ r̃(p+ 1), that is if θβ′ ≤ p1. This condition is equivalent to

p ≤ λ(r̃ − 1)− r̃
r̃ − 2

. (3.21)

Considering r̃ → r+ and λ→ λ(r)− we see that it is sufficient to verify

p(r − 2) < λ(r)(r − 1)− r,

which is equivalent to (p − 1)2r > 0. Consequently, the sufficient condition for
bootstrap is satisfied and we are done. Note that the possibility of choosing r̃ − r
bounded away from zero follows by an easy contradiction argument. �

Lemma 3.2. The functions f, g from the proof of Theorem 3.1 satisfy (3.5) for
any w ∈ R and v1 > 0.

Proof. Since f and g can be viewed as positively homogeneous functions of two
variables w, v1 and v1 > 0 one can put v1 = 1. Consequently, we have to show

g1(w) ≥ c0|w|p+1 − c1w2,

c2|w|p+1 + c3w
2 ≥ f1(w) ≥ c4|w|p+1,

where

f1(w) =
1

p+ 1
(
|w + 1|p+1 − 1

)
− w,

g1(w) =
p− 1
p+ 1

|w + 1|p+1 − |w + 1|p−1(w + 1) + w +
2

p+ 1
.

First let us show f1(w) ≥ c4|w|p+1. If w > −1 then f ′1(w) = (w + 1)p − 1 has
the same sign as w and f1(w) = 0, hence f1(w) > 0 if w > −1, w 6= 0. Obviously,
f1(w) ≥ − 1

p+1 −w > 0 if w ≤ −1. Since f1(w) ≈ p
2w

2 as w → 0, there exists δ1 > 0
such that f1(w) ≥ |w|p+1 for |w| ≤ δ1. Since f1(w)/|w|p+1 → 1

p+1 as |w| → ∞,
there exists K1 > δ1 such that f1(w) ≥ 1

2(p+1) |w|
p+1 for |w| ≥ K1. The function f1

is positive and continuous on the compact set M1 := [−K1,−δ1] ∪ [δ1,K1], hence
there exists ε > 0 such that f1(w) ≥ εKp+1

1 ≥ ε|w|p+1 for w ∈ M1. Consequently,
it is sufficient to choose c4 = 1 ∧ ε ∧ 1

2(p+1) .
The same arguments as above show f1(w) ≤ c2|w|p+1 + c3w

2 if c2, c3 are suffi-
ciently large.

The inequality for g1 is equivalent to G1(w) + c1w
2 ≥ G2(w), where

G1(w) =
p− 1
p+ 1

|w + 1|p+1 + w +
2

p+ 1
,

G2(w) = |w + 1|p−1(w + 1) + c0|w|p+1.

Fix c0 <
p−1
p+1 and assume c1 ≥ 1. Since G1(w) − G2(w) = o(w2) as w → 0, there

exists δ2 > 0 such that G1(w) + c1w
2 ≥ G2(w) for |w| ≤ δ2 (and δ2 does not

depend on c1 ≥ 1). Since G1(w)/G2(w) → p−1
(p+1)c0

> 1 as |w| → ∞, there exists
K2 > δ2 such that G1(w) ≥ G2(w) for |w| ≥ K2. Since the function G2 is bounded
on the compact set M2 := [−K2,−δ2] ∪ [δ2,K2] by some constant D2, the choice
c1 > D2/δ

2
2 guarantees c1w2 ≥ D2 ≥ G2(w) on M2. �
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4. STATIONARY SOLUTIONS

In this section we consider the problem

0 = ∆u+ |u|p−1u+ µ, x ∈ Ω,
u = 0, x ∈ ∂Ω,

(4.1)

where Ω ⊂ R
n is a smoothly bounded domain, n ≥ 2, p satisfies (1.2), and µ

satisfies (1.3) and (1.4). Recall that assumption (1.4) guarantees the existence of
the minimal positive solution v1 of (4.1).

We fix z = 1 and q satisfying (2.4) and denote

X = W z
q,γ , Y = W z−2

q,γ and Z = Lp(Ω).

Notice that X ↪→ Z ↪→ L1(Ω) ↪→ M(Ω) ↪→ Y . Recall also from Section 2 that
A := Az : X → Y is a linear isomorphism and denote

F (u) = |u|p−1u+ µ and S = A−1F.

The results of [4] imply that A−1 ≥ 0, F : Z → Y and S : Z → X are nonde-
creasing, S is compact. The solutions of (4.1) correspond to the fixed points of the
operator S|X : X → X. We denote by E the set of all solutions of (4.1).

In our study we shall use also the semiflow generated by problem (1.1). The
considerations in Section 2 imply that this semiflow can be considered both in X
and in Z. Due to [4, Theorem 5.1] and [1, Theorem II.6.4.1], this semiflow is order
preserving.

We call u ∈ Z a supersolution of (4.1) if u ≥ S(u) and (1−e−tA)(u−S(u)) ≥ 0
for all t > 0. If u ∈ X then these conditions may be replaced by a single condition
Au ≥ Fu: this follows from the following facts: A−1 ≥ 0, e−tA ≥ 0, 1−e−tA

t w → Aw

if t → 0, w ∈ X, and (1 − e−tA)w =
∫ t

0
e−sAAw ds ≥ 0 if w ∈ X, Aw ≥ 0. The

subsolution is defined in an analogous way. One of the basic properties of sub- and
supersolutions is formulated in the following

Proposition 4.1. If u+ ∈ Z is a supersolution of (4.1) and u0 ∈ X, u0 ≤ u+, then
the solution u : [0, Tmax) → X of (1.1) satisfies u(t) ≤ u+ for any t ∈ [0, Tmax),
where Tmax is the maximal existence time of this solution. Analogous assertion is
true for subsolutions.

Proof. The solution u can be (locally) obtained as the limit of the sequence {uk},
where u1(t) ≡ u0 and

uk+1(t) = e−tAu0 +
∫ t

0

e−(t−s)AF
(
uk(s)

)
ds.

(cf. the existence proof in Section 2). We shall show by induction that uk(t) ≤ u+.
Obviously, u1(t) ≤ u+. Hence assume uk(t) ≤ u+. Then F (uk(s)) ≤ F (u+) =
AS(u+), so that

uk+1(t) ≤ e−tAu+ +
∫ t

0

e−(t−s)AAS(u+) ds

= e−tAu+ + S(u+)− e−tAS(u+) ≤ u+. �
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In what follows, we shall construct a subsolution vε and a supersolution vε such
that

vε ≥ v1 + ε, vε ≤ −ε and [vε, vε] ∩ E = {v1}.

Due to [4, Section 12], the operator F : Z → Y is of the class C1 and the operator
u 7→ u − S′(v1)u is an isomorphism considered both as an operator X → X and
Z → Z. Consequently, v1 is an isolated stationary solution of (1.1) both in X and
in Z.

Similarly, the operator F̃ : Z → Y : u 7→ |u|p + µ is C1 and F̃ ′(v1) = F ′(v1),
hence the implicit function theorem guarantees the unique solvability of the equa-
tion u = A−1F̃ (u+ε) in the neighbourhood of v1 if ε > 0 is small enough. Denoting
this solution by uε, the function vε := uε + ε satisfies 0 = ∆vε + |vε|p + µ in Ω and
vε = ε on ∂Ω. Since ∆vε ≤ 0, we have uε = vε − ε ≥ 0, hence uε = S(uε + ε) and
vε − S(vε) = ε. Consequently, vε is a supersolution of problem (4.1).

Next we show that

any positive supersolution v+ of (4.1) fulfils v+ ≥ v1. (4.2)

Indeed, assuming the contrary and denoting y = v1∧v+ we have S(y) ≤ S(v1) = v1

and S(y) ≤ S(v+) ≤ v+, hence S(y) ≤ y. Since 0 is a subsolution of (4.1), and the
operator S : [0, y] → [0, y] is nondecreasing and compact, there exists a solution
of the problem u = S(u) in the order interval [0, y] (see [3, Corollary 6.2]). Since
y < v1, we obtain a contradiction with the minimality of v1.

We have vε ≥ v1, vε−v1 = ε on ∂Ω and ∆(vε−v1) = vp1−(vε)p ≤ 0 in Ω, therefore
vε ≥ v1 + ε. Finally, choosing ε small enough we may assume [v1, v

ε] ∩ E = {v1}.
Similarly as above, the implicit function theorem used for the problem

0 = ∆u+ |u|p−1u, x ∈ Ω,
u = 0, x ∈ ∂Ω

(4.3)

yields the existence of a unique solution vε of the problem 0 = ∆v + |v|p−1v in Ω,
v = −ε on ∂Ω, in the neighbourhood of the zero solution of (4.3). Obviously, vε is
a subsolution of both (4.3) and (4.1). Standard regularity estimates imply that the
C(Ω̄)-norm of vε + ε can be bounded by Cεp (where C is a given constant), hence
vε < 0 if ε > 0 is small enough. Since ∆vε = −vε|vε|p−1 > 0 in Ω and vε = −ε
on ∂Ω, we have vε ≤ −ε in Ω̄. As before, the order interval [vε, 0] does not contain
any solution of (4.3) different from 0 if ε is small enough.

Next we show that

any supersolution v+ of (4.1) satisfying v+ ≥ vε fulfils v+ ≥ v1. (4.4)

Assume the contrary and let v+ ≥ vε be a supersolution of (4.1), v+ 6≥ v1. Then
v+ cannot be positive due to (4.2). Since v+ is also a supersolution of (4.3), the
function y := v+ ∧ 0 < 0 is a supersolution of (4.3) as well. Consequently, we
can find a solution of (4.3) between the subsolution vε and the supersolution y, a
contradiction.

Notice that (4.4) and [v1, v
ε] ∩ E = {v1} imply [vε, vε] ∩ E = {v1}.

Now denote DA the domain of attraction of the equilibrium v1 (that is DA is
the set of all initial conditions u0 ∈ X for which the solution u(t) of (1.1) exists
globally and tends to v1 in X as t→ +∞). Summarizing the considerations above
we obtain the following
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Lemma 4.2. The sets {v ∈ X : v ≥ vε} and {v ∈ X : v ≤ vε} are invariant
under the semiflow defined by (1.1). The set [vε, vε]∩X is a subset of DA. The set
DA is open in X.

Proof. The invariance follows from Proposition 4.1.
If u0 ∈ [vε, vε] then the corresponding solution u(t) of (1.1) stays in the same

order interval, hence it is global due to Theorem 2.3. The existence of the Lya-
punov functional (see (3.10)), the boundedness of u(t) and the compactness of the
semiflow imply that the ω-limit set ω(u0) of this solution is a nonempty compact
set consisting of equilibria. Since ω(u0) ⊂ [vε, vε] and [vε, vε] ∩ E = {v1}, we have
ω(u0) = {v1}.

Now let u0 ∈ DA, δ > 0, K := ‖v1‖X + 1 and η = ε
2c , where c = c(δ, δ,K) is the

constant from (2.7). Since u(t)→ v1 in X as t→∞, there exists t1 > 0 such that
‖u(t)− v1‖X ≤ η if t ≥ t1. Put T = t1 + δ. Then (2.7) implies

‖u(T )− v1‖0,α ≤ c(δ, δ,K)‖u(t1)− v1‖X ≤
ε

2
.

If y0 ∈ X, ‖y0 − u0‖X ≤ 1
2 , and y is the solution of (1.1) with the initial condition

y0, then there exists β > 0 (independent of y0) such that y(t) exists and ‖y(t) −
u(t)‖X ≤ 1 for t ≤ β. If we require ‖y0 − u0‖X ≤ ε

2c , where c = c(β, T,Ku + 2)
is the constant from (2.7), then (2.7) implies existence of y(t) for t ≤ T and the
estimate

‖y(T )− u(T )‖0,α ≤ c(β, T,Ku + 2)‖u0 − y0‖X ≤
ε

2
,

hence
‖y(T )− v1‖0,α ≤ ‖y(T )− u(T )‖0,α + ‖u(T )− v1‖0,α ≤ ε,

so that y(T ) ∈ [vε, vε] ∩X ⊂ DA. This implies that the set DA is open in X. �

Lemma 4.3. Let V be a finite dimensional subspace of X. Then the set DA ∩ V
is bounded.

Proof. We shall proceed by contradiction. Assume uk ∈ DA ∩ V , ‖uk‖X → ∞ as
k → ∞. Then ‖uk − v1‖X → ∞ as well. Since the solution Uk(t) of (1.1) with
the initial condition uk fulfils Uk(t)− v1 ∈ W 1

2,γ for t > 0 and W 1
2,γ ↪→ X, we may

assume uk − v1 ∈ W 1
2,γ and αk := |uk − v1|1,2 → ∞. Denote wk = (uk − v1)/αk,

Ak =
∫

Ω
|∇wk|2 dx, Bk =

∫
Ω
|w|p+1

k dx. The sequence wk is bounded in W 1
2,γ and

belongs to a finite dimensional subspace, hence it is relatively compact and we
may assume wk → w in W 1

2,γ , |w|1,2 = 1. Moreover, we have Ak ≤ 1, Bk →∫
Ω
|w|p+1 dx > 0. Using (3.3),(3.7) we obtain

E(uk − v1) = E(αkwk) ≤ α2
kAk − α

p+1
k C4Bk ≤ −Ĉ1

for k sufficiently large, where Ĉ1 is the constant from (3.8). Since t 7→ E
(
(Uk −

v1)(t)
)

is nonincreasing, (3.8) implies

1
2
d

dt

∫
Ω

(Uk − v1)2 dx ≥ Ĉ0

(∫
Ω

(Uk − v1)2 dx
)(p+1)/2

+ Ĉ1,

so that Uk cannot exist globally, a contradiction. �
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In what follows put

V = {v1 + α1y1 + α2y2 : α1, α2 ∈ R},

where y1, y2 ∈ X are continuous functions such that y1 > 0 and y2 changes sign.
Denote E+ = {v ∈ E : v > v1} and E− = {v ∈ E : v < v1}. Let ∂DA be
the boundary of DA in X and ∂VDA be the boundary of DA ∩ V in V . Obvi-
ously, ∂VDA ⊂ ∂DA. Our a priori assumptions imply that any solution of (1.1)
with the initial condition belonging to ∂DA exists globally and is bounded in X.
Consequently, its ω-limit set consists of equilibria. We put

∂VD
±
A = {u ∈ ∂VDA : ω(u) ∩ E± 6= ∅}.

Lemma 4.4. If u0 ∈ ∂VD±A then ω(u0) ⊂ E±. The sets ∂VD±A are open in ∂VDA.

Proof. Let u0 ∈ ∂VD
+
A . Then there exists v+ ∈ E+ and tk → ∞ such that the

solution u of (1.1) fulfils u(tk)→ v+ in X. Choosing δ > 0, inequality (2.7) implies
‖u(tk + δ)− v+‖0,α → 0 as k →∞, hence

u(tk + δ) ≥ v+ − ε

2
≥ vε +

ε

2
≥ vε (4.5)

for k large enough. Fix k and put T = tk + δ. We have u(t) ≥ vε for t ≥ T , hence
ω(u0) ⊂ E+. Moreover, if y denotes the solution of (1.1) with the initial condition
y0 ∈ ∂VDA then (2.7) implies

‖(u− y)(T )‖0,α ≤
ε

2
provided ‖u0 − y0‖X < η, (4.6)

where η > 0 is small enough (cf. the proof of Lemma 4.2). Estimates (4.5) and (4.6)
imply y ≥ vε, hence ω(y0) ⊂ E+. Consequently, the set ∂VD+

A is open in ∂VDA.
The proofs in the case ∂VD−A are analogous. �

Theorem 4.5. Assume (1.2), (1.3), (1.4) and let v1 be the minimal positive solu-
tion of (4.1). Then there exist solutions v2, v3, v4 of (4.1) such that v2 > v1 > v3

and the function v4 − v1 changes sign.

Proof. The proof is similar to the corresponding proof in [19].
Due to Lemmata 4.2-4.3, there exists u0 ∈ ∂DA, u0 > v1. The a priori estimates

from Section 3 guarantee that the ω-limit set ω(u0) is a nonempty compact subset
consisting of equlibria (cf. the proof of Lemma 4.2). Proposition 4.1 and (4.4)
imply ω(u0) ⊂ E+, hence there exists v2 ∈ E+. Similarly one obtains the existence
of v3 ∈ E−.

The existence of v4 will be shown by contradiction. Hence, assume the contrary;
then the compact set ∂VDA can be written as a union of two open disjoint subsets
∂VD

±
A . Consequently, both ∂VD

+
A = ∂VDA \ ∂VD−A and ∂VD

−
A are compact and

their distance is positive. Moreover, ∂VD±A ∩ {v1 ∓ λy1 : λ > 0} = ∅ so that the
following homotopy

H(t, u) =


v1 + (1− 2t)(u− v1) + 2ty1, u ∈ ∂VD+

A , t ∈ [0, 1/2]

v1 + (1− 2t)(u− v1)− 2ty1, u ∈ ∂VD−A , t ∈ [0, 1/2]

v1 + (2− 2t)y1 + (2t− 1)y2, u ∈ ∂VD+
A , t ∈ [1/2, 1]

v1 + (2− 2t)(−y1) + (2t− 1)y2, u ∈ ∂VD−A , t ∈ [1/2, 1],
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fulfils H(t, u) 6= v1 for u ∈ ∂VDA. The homotopy invariance property of the
topological degree in V yields

1 = deg (H(0, ·), v1, DA ∩ V ) = deg (H(1, ·), v1, DA ∩ V ) = 0,

which is a contradiction. �
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