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Existence results for functional differential

inclusions ∗

M. Benchohra & S. K. Ntouyas

Abstract

In this note we investigate the existence of solutions to functional dif-
ferential inclusions on compact intervals. We use the fixed point theorem
introduced by Covitz and Nadler for contraction multi-valued maps.

1 Introduction

This note is concerned with the existence of solutions defined on a compact real
interval for the following initial and boundary-value problems of the functional
differential inclusions

y′ ∈ F (t, yt), a. e. t ∈ [0, T ] (1.1)
y(t) = φ(t), t ∈ [−r, 0] (1.2)

and

y′′ ∈ F (t, yt), a. e. t ∈ [0, T ] (1.3)
y(t) = φ(t), t ∈ [−r, 0], y′(0) = η, (1.4)

where F : J × C([−r, 0], E) → P(E) is a multi-valued map, φ ∈ C([−r, 0], E),
η ∈ E, P(E) is the family of all subsets of a real separable Banach space E with
norm ‖ · ‖.

For any continuous function y defined on the interval [−r, T ] and any t ∈
[0, T ], we denote by yt the element of C([−r, 0], E) defined by

yt(θ) = y(t+ θ), θ ∈ [−r, 0].

Here yt(·) represents the history of the state from time t− r to the time t.
The approach used here is to reduce the existence of solutions to problems

(1.1)-(1.2) and (1.3)-(1.4) to the search for fixed points of a suitable multi-valued
map on the Banach space C([−r, T ], E). To prove the existence of fixed points,
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we use a fixed point theorem for Contraction multi-valued maps, introduced by
Covitz and Nadler [2] (see also Deimling [3]).

For a review of recent results on boundary-value problems for functional
differential equations we refer the reader to the books by Erbe, Qingai and
Zhang [5] and by Henderson [7], to the papers by Ntouyas [12], by Nieto, Jiang
and Jurang [11], by Liz and Nieto [10], and the references cited therein. The
methods used in these problems are usually the topological transversality by
Granas [4] and the monotone iterative method combined with upper and lower
solutions [9].

2 Preliminaries

In this section, we introduce notations, definitions, and preliminary facts from
multi-valued analysis which are used throughout this note.

Let C([−r, 0], E) be the Banach space consisting of all continuous functions
from [−r, 0] to E with the norm

‖φ‖ = sup{|φ(θ)| : −r ≤ θ ≤ 0}.

Similarly C([0, T ], E) denotes the Banach space of continuous functions on [0, T ]
with norm ‖ · ‖[0,T ].

Let L1([0, T ], E) denote the Banach space of measurable functions y : [0, T ]→
E which are Lebesgue integrable with norm

‖y‖L1 =
∫ T

0

‖y(t)‖dt.

For a metric space (X, d), we define

P (X) = {Y ∈ P(X) : Y 6= ∅},
Pcl(X) = {Y ∈ P (X) : Y is closed },
Pb(X) = {Y ∈ P (X) : Y is bounded }.

Let Hd : P (X)× P (X)→ R+ ∪ {∞} be the operator

Hd(A,B) = max
{

sup
a∈A

d(a,B), sup
b∈B

d(A, b)
}
,

where d(A, b) = infa∈A d(a, b) and d(a,B) = infb∈B d(a, b). Then (Pb,cl(X),Hd)
is a metric space and (Pcl(X),Hd) is a generalized metric space.

Definition Let N : X → Pcl(X) be a multi-valued operator. Then

• N is γ-Lipschitz if there exists γ > 0 such that for each x and y in X,
H(N(x), N(y)) ≤ γd(x, y).

• N is a contraction if N is γ-Lipschitz with γ < 1.
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• N is completely continuous if N(B) is relatively compact for every B ∈
Pb(X).

• N has a fixed point if there is x ∈ X such that x ∈ N(x). The fixed point
set of the multi-valued operator N will be denoted by FixN .

For more details on multi-valued maps and the proof of the results cited in this
section, we refer the reader to the books by Deimling [3], by Gorniewicz [6], and
by Hu and Papageorgiou [8].

Our results are based on the following fixed point theorem for contraction
multi-valued operators intorduced by Covitz and Nadler in 1970 [2] (see also
Deimling, [3, Theorem 11.1]).

Lemma 2.1 Let (X, d) be a complete metric space. If N : X → Pcl(X) is a
contraction, then FixN 6= ∅.

3 Main Results

Now, we are able to state and prove our main theorems. The first result of this
note concerns the initial value problem (1.1)–(1.2). Before stating and proving
this result, we give the definition of solution.

Definition A function y : [−r, 0] → E is called solution of (1.1)-(1.2) if y ∈
C([−r, T ], E)∩AC([0, T ], E) and satisfies the differential inclusion (1.1) a.e. on
[0, T ] and the past conditions (1.2).

Theorem 3.1 Assume that:

(H1) F : [0, T ]× C([−r, 0], E)→ Pcl(E) has the property that F (·, u) : [0, T ]→
Pcl(E) is measurable for each u ∈ C([−r, 0], E);

(H2) H(F (t, u), F (t, u)) ≤ l(t)‖u−u‖, for each t ∈ [0, T ] and u, u ∈ C([−r, 0], E),
where l ∈ L1([0, T ],R).

Then (1.1)-(1.2) has at least one solution on [−r, T ].

Proof Transform the problem into a fixed point problem. Consider the multi-
valued operator, N : C([−r, T ], E)→ P(C([−r, T ], E)) defined by:

N(y) :=
{
h ∈ C([−r, T ], E) : h(t) =

{ φ(t) if t ∈ [−r, 0]
φ(0) +

∫ t
0
g(s) ds if t ∈ [0, T ],

}
where

g ∈ SF,y =
{
g ∈ L1([0, T ], E) : g(t) ∈ F (t, yt) for a.e. t ∈ [0, T ]

}
.
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Remarks:

(i) It is clear that the fixed points of N are solutions to (1.1)-(1.2).

(ii) For each y ∈ C([−r, T ], E) the set SF,y is nonempty since by (H1) F has
a measurable selection [1, Theorem III.6].

We shall show that N satisfies the assumptions of Lemma 2.1. The proof
will be given in two steps.

Step 1: N(y) ∈ Pcl(C(−r, T ], E) for each y ∈ C([−r, T ], E). Indeed, let
(yn)n≥0 ∈ N(y) such that yn → ỹ in C[−r, T ], E). Then ỹ ∈ C[−r, T ], E) and

yn(t) ∈ φ(0) +
∫ t

0

F (s, ys) ds for each t ∈ [0, T ].

Because
∫ t

0
F (s, ys) ds is closed for each t ∈ [0, T ], then

yn(t)→ ỹ(t) ∈ φ(0) +
∫ t

0

F (s, ys) ds, for t ∈ [0, T ].

So ỹ ∈ N(y).

Step 2: H(N(y1), N(y2)) ≤ γ‖y1−y2‖ for each y1, y2 ∈ C[−r, T ], E) with γ <
1. Let y1, y2 ∈ C[−r, T ], E) and h1 ∈ N(y1). Then there exists g1(t) ∈ F (t, yt)
such that

h1(t) = φ(0) +
∫ t

0

g1(s) ds, t ∈ [0, T ].

From (H2) it follows that

H(F (t, y1t), F (t, y2t)) ≤ l(t)‖y1t − y2t‖.

Hence there is w ∈ F (t, y2t) such that

‖g1(t)− w‖ ≤ l(t)‖y1t − y2t‖, t ∈ [0, T ].

Consider U : [0, T ]→ P(E), given by

U(t) = {w ∈ E : ‖g1(t)− w‖ ≤ l(t)‖y1t − y2t‖}.

Since the multi-valued operator V (t) = U(t) ∩ F (t, y2t) is measurable [1, Prop.
III.4] there exists g2(t) a measurable selection for V . So, g2(t) ∈ F (t, y2t) and

‖g1(t)− g2(t)‖ ≤ l(t)‖y1 − y2‖, for each t ∈ J.
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For t ∈ J , let h2(t) = φ(0) +
∫ t

0
g2(s) ds. Then

‖h1(t)− h2(t)‖ ≤
∫ t

0

‖g1(s)− g2(s)‖ ds

≤
∫ t

0

l(s)‖y1(s)− y2(s)‖ds

=
∫ t

0

l(s)e−τL(s)eτL(s)‖y1(s)− y2(s)‖ ds

≤ ‖y1 − y2‖B
∫ t

0

l(s)eτL(s)ds

= ‖y1 − y2‖B
1
τ

∫ t

0

(eτL(s))′ds

≤ ‖y1 − y2‖B
τ

eτL(t)ds,

where L(t) =
∫ t

0
l(s) ds, τ > 1, and ‖·‖B is the Bielecki-type norm on C([0, T ], E),

‖y‖B = max
t∈[0,T ]

{‖y(t)‖e−τL(t)}.

Then ‖h1 − h2‖B ≤ 1
τ ‖y1 − y2‖B . By the analogous relation, obtained by

interchanging the roles of y1 and y2, it follows that

H(N(y1), N(y2)) ≤ 1
τ
‖y1 − y2‖B .

Therefore, N is a contraction and thus, by Lemma 2.1, it has a fixed point y,
which is a solution to (1.1)-(1.2). ♦

The next theorem gives an existence result for the boundary-value problem
(1.3)–(1.4).

Definition A function y : [−r, T ] → E is called solution of (1.3)-(1.4) if
y ∈ C([−r, 0], E) ∩ AC1([0, T ], E) and satisfies the differential inclusion (1.3)
a.e. on [0, T ] and the condition (1.4).

Theorem 3.2 Let F satisfy (H1) and (H2). Then (1.3)-(1.4) has at least one
solution on [−r, T ].

Proof As in Theorem 3.1 we transform the problem into a fixed point prob-
lem. Consider the multi-valued operator, N1 : C([−r, T ], E)→ P(C([−r, T ], E))
defined by

N1(y) :=
{
h ∈ C([−r, T ], E) such that

h(t) =
{ φ(t) if t ∈ [−r, 0]
φ(0) + tη +

∫ t
0
(t− s)g(s) ds if t ∈ [0, T ],

}
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where

g ∈ SF,y =
{
g ∈ L1([0, T ], E) : g(t) ∈ F (t, yt) for a.e. t ∈ [0, T ]

}
.

Remark It is clear that the fixed points of N1 are solutions to (1.3)-(1.4).

We shall show that N1 satisfies the assumptions of Lemma 2.1. Using
the same reasoning as in Step 1 of Therem 3.1 we can show that N1(y) ∈
Pcl(C(−r, T ], E), for each y ∈ C([−r, T ], E).

N1 is a contraction multi-valued map. Indeed, let y1, y2 ∈ C[−r, T ], E) and
h1 ∈ N1(y1). Then there exists g1(t) ∈ F (t, yt) such that

h1(t) = φ(0) + tη +
∫ t

0

(t− s)g1(s) ds, t ∈ [0, T ].

From (H2) it follows that

H(F (t, y1t), F (t, y2t)) ≤ l(t)‖y1t − y2t‖.

Hence there is w ∈ F (t, y2t) such that

‖g1(t)− w‖ ≤ l(t)‖y1t − y2t‖, t ∈ [0, T ].

Consider U : [0, T ]→ P(E), given by

U(t) = {w ∈ E : ‖g1(t)− w‖ ≤ l(t)‖y1t − y2t‖}.

Since the multi-valued operator V (t) = U(t) ∩ F (t, y2t) is measurable [1, Prop.
III.4] there exists g2(t) a measurable selection for V . So, g2(t) ∈ F (t, y2t) and

‖g1(t)− g2(t)‖ ≤ l(t)‖y1 − y2‖, for each t ∈ J.

For t in J , let us define h2(t) = φ(0) + tη +
∫ t

0
(t− s)g2(s) ds. Then we have

‖h1(t)− h2(t)‖ ≤
∫ t

0

(t− s)‖g1(s)− g2(s)‖ ds

≤
∫ t

0

(t− s)l(s)‖y1(s)− y2(s)‖ds

=
∫ t

0

(t− s)l(s)e−τL(s)eτL(s)‖y1(s)− y2(s)‖ ds

≤ ‖y1 − y2‖B
∫ t

0

(t− s)l(s)eτL(s)ds

≤ ‖y1 − y2‖B
T

τ

∫ t

0

(eτL(s))′ds

≤ T‖y1 − y2‖B
τ

eτL(t)ds.
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Then ‖h1 − h2‖B ≤ T
τ ‖y1 − y2‖B . By the analogous relation, obtained by

interchanging the roles of y1 and y2, it follows that

H(N1(y1), N1(y2)) ≤ T

τ
‖y1 − y2‖B .

Therefore, when τ > T , N1 is a contraction, and thus, by Lemma 2.1, it has a
fixed point y, which is solution to (1.3)-(1.4). ♦

Remark It seems that the reasoning used above can be applied for other
boundary value problems for functional differential inclusions such as

y′′ ∈ F (t, yt), a.e. t ∈ [0, T ] (3.1)
y(t) = φ(t) t ∈ [−r, 0], y(T ) = η. (3.2)
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