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#### Abstract

We study the existence and exponential attractivity of periodic solutions to Cohen-Grossberg neural network with distributed delays. Our results are obtained by applying the continuation theorem of coincidence degree theory and a general Halanay inequality.


## 1. Introduction

Since 1983, when Cohen and Grossberg [1] proposed a class of neural networks, their model has received increasing interest due to its promising potential for applications in classification, parallel computing, associative memory, and specially in solving some optimization problems. Such applications rely not only on the existence of equilibrium points, or on the unique equilibrium point and the qualitative properties of stability, but on the dynamic behavior, such as periodic oscillatory behavior, almost periodic oscillatory properties, chaos, and bifurcation [6]. Thus, the qualitative analysis of the dynamic behavior is a prerequisite step for the practical design and application of neural networks.

Li 4] used the continuation theorem of coincidence degree theory and Liapunov functions to study the existence and stability of periodic solutions for the following Cohen-Grossberg neural network with multiple delays

$$
\frac{\mathrm{d} x_{i}}{\mathrm{~d} t}=-a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)-\sum_{k=0}^{K} \sum_{j=1}^{n} t_{i j}^{k}(t) s_{j}\left(x_{j}\left(t-\tau_{k}\right)\right)+J_{i}(t)\right],
$$

for $i=1,2, \ldots, n$, where the $n \times n$ matrixes $T_{k}=\left(t_{i j}^{k}(t)\right)$ represent the interconnections which are associated with delay $\tau_{k}$ and the delays $\tau_{k}, k=0,1, \ldots, K, J_{i}$, $i=1,2, \ldots, n$ denote the inputs at time $t$ from outside the system.

[^0]In this paper, we are concerned with the Cohen-Grossberg neural networks with distributed delays:

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)-\sum_{j=1}^{n} c_{i j}(t) g_{j}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}(s) d s\right)+I_{i}(t)\right], \tag{1.1}
\end{equation*}
$$

for $i=1,2, \ldots, n$, where the delay kernel functions $l_{i j}$ are piecewise continuous and satisfy

$$
l_{i j}(t) \geq 0, \quad \int_{0}^{\infty} l_{i j}(t) d t=1, \quad \int_{0}^{\infty} t l_{i j}(t) d t<\infty
$$

Throughout this paper, we assume that
(H1) $c_{i j}, I_{i}, i=1,2, \ldots, n$, are continuous $\omega$-periodic functions on $R$, and $\tau=$ $\max \left\{\tau_{i j} \geq 0, i, j=1,2, \ldots, n,\right\}$.
(H2) For each $i=1,2, \ldots, n,\left|g_{i}(x)\right| \leq M_{i}, x \in R$ for some constant $M_{i}>0$.
(H3) For each $i=1,2, \ldots, n, a_{i} \in C\left(R^{2},(0,+\infty)\right)$ is $\omega$-periodic with respect to its first argument.
(H4) For each $i=1,2, \ldots, n, b_{i} \in C\left(R^{2}, R\right)$ is $\omega$-periodic with respect to its first argument, $\lim _{u \rightarrow+\infty} b_{i}(t, u)=+\infty$ and $\lim _{u \rightarrow-\infty} b_{i}(t, u)=-\infty$ are uniformly in $t$, respectively.
The purpose of this paper is to investigate the existence and exponential attactivity of solutions to (1.1). This paper is organized as follows. In Sections 2, we shall use Mawhin's continuation theorem [2 to establish the existence of periodic solutions of (1.1). In Sections 3, by using a general Halanay inequality we shall derive sufficient conditions to ensure that the periodic solution of (1.1) is exponential attractivity. In Sections 4, we give an example to illustrate that the conditions of our results are feasible.

## 2. Existence of positive periodic solutions

In this section, based on the Mawhin's continuation theorem, we study the existence of at least one positive periodic solution of 1.1). First, we shall make some preparations.

Let $X, Y$ be normed vector spaces, $L: \operatorname{Dom} L \subset X \rightarrow Y$ be a linear mapping, and $N: X \rightarrow Y$ be a continuous mapping. The mapping $L$ will be called a Fredholm mapping of index zero if $\operatorname{dim}$ Ker $L=$ codim $\operatorname{Im} L<+\infty$ and $\operatorname{Im} L$ is closed in $Y$. If $L$ is a Fredholm mapping of index zero and there exist continuous projectors $P: X \rightarrow X$ and $Q: Y \rightarrow Y$ such that $\operatorname{Im} P=\operatorname{Ker} L$, Ker $Q=\operatorname{Im} L=\operatorname{Im}$ $(I-Q)$, it follows that mapping $\left.L\right|_{\text {Dom } L \cap \operatorname{Ker} P}:(I-P) X \rightarrow \operatorname{Im} L$ is invertible. We denote the inverse of that mapping by $K_{P}$. If $\Omega$ is an open bounded subset of $X$, the mapping $N$ will be called $L$-compact on $\bar{\Omega}$ if $Q N(\bar{\Omega})$ is bounded and $K_{P}(I-Q) N: \bar{\Omega} \rightarrow X$ is compact. Since $\operatorname{Im} Q$ is isomorphic to Ker $L$, there exists an isomorphism $J: \operatorname{Im} Q \rightarrow$ Ker $L$.

Now, we introduce Mawhin's continuation theorem [2, p.40] as follows.
Lemma 2.1. Let $\Omega \subset X$ be an open bounded set and let $N: X \rightarrow Y$ be a continuous operator which is L-compact on $\bar{\Omega}$. Assume
(a) For each $\lambda \in(0,1), x \in \partial \Omega \cap \operatorname{Dom} L, L x \neq \lambda N x$
(b) For each $x \in \partial \Omega \cap$ Ker $L, Q N x \neq 0$
(c) $\operatorname{deg}(J N Q, \Omega \cap \operatorname{Ker} L, 0) \neq 0$.

Then $L x=N x$ has at least one solution in $\bar{\Omega} \cap \operatorname{Dom} L$.

Theorem 2.2. Assume that (H1)-(H4) hold. Then the system 1.1) has at least one positive $\omega$-periodic solution.

Proof. To apply the continuation theorem of coincidence degree theory and establish the existence of an $\omega$-periodic solution of (1.1), we take

$$
X=Y=\left\{x \in C\left(R, R^{n}\right): x(t+\omega)=x(t), t \in R\right\}
$$

and denote

$$
\|x\|=\sup _{t \in[0, \omega]}\left\{\left|x_{i}(t)\right|, i=1,2, \ldots, n\right\}
$$

Then $X$ is a Banach space. Set

$$
L: \text { Dom } L \cap X, \quad L x=\dot{x}(t), \quad x \in X
$$

where $\operatorname{Dom} L=\left\{x \in C^{1}\left(R, R^{n}\right)\right\}$ and $N: X \rightarrow X$

$$
N x_{i}=-a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)-\sum_{j=1}^{n} c_{i j}(t) g_{i}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}(s) d s\right)+I_{i}(t)\right]
$$

$i=1,2, \ldots, n$. Define two projectors $P$ and $Q$ as

$$
Q x=P x=\frac{1}{\omega} \int_{0}^{\omega} x(s) d s, \quad x \in X
$$

Clearly, Ker $L=R^{n}$,

$$
\operatorname{Im} L=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T} \in X: \int_{0}^{\omega} x_{i}(t) d t=0, i=1,2, \ldots, n\right\}
$$

is closed in $X$ and $\operatorname{dim} \operatorname{Ker} L=\operatorname{codim} \operatorname{Im} L=n$. Hence, $L$ is a Fredholm mapping of index 0 . Furthermore, similar to the proof in [6, Theorem 1], one can easily show that $N$ is $L$-compact on $\bar{\Omega}$ with any open bounded set $\Omega \subset X$. Corresponding to operator equation $L x=\lambda N x, \lambda \in(0,1)$, we have

$$
\begin{equation*}
\frac{d x_{i}}{d t}=-\lambda a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)-\sum_{j=1}^{n} c_{i j}(t) g_{i}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}(s) d s\right)+I_{i}(t)\right] \tag{2.1}
\end{equation*}
$$

$i=1,2, \ldots, n$. Suppose that $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in X$ is a solution of 2.1 for some $\lambda \in(0,1)$. Let $\xi_{i} \in[0, \omega]$ such that $x_{i}\left(\xi_{i}\right)=\max _{t \in[0, \omega]} x_{i}(t), i=1,2, \ldots, n$, then
$-\lambda a_{i}\left(\xi_{i}, x_{i}\left(\xi_{i}\right)\right)\left[b_{i}\left(\xi_{i}, x_{i}\left(\xi_{i}\right)\right)-\sum_{j=1}^{n} c_{i j}\left(\xi_{i}\right) g_{i}\left(\int_{\xi_{i}-\tau_{i j}}^{\xi_{i}} l_{i j}\left(\xi_{i}-s\right) x_{j}(s) d s\right)+I_{i}\left(\xi_{i}\right)\right]=0$, $i=1,2, \ldots, n$. In view of (H3), we have

$$
\begin{align*}
b_{i}\left(\xi_{i}, x_{i}\left(\xi_{i}\right)\right) & \leq \sum_{j=1}^{n}\left|c_{i j}\left(\xi_{i}\right)\right|\left|g_{i}\left(\int_{\xi_{i}-\tau_{i j}}^{\xi_{i}} l_{i j}\left(\xi_{i}-s\right) x_{j}(s) d s\right)\right|+\left|I_{i}\left(\xi_{i}\right)\right|  \tag{2.2}\\
& \leq n\|c\| \bar{M}+\|I\|, \quad i=1,2, \ldots, n
\end{align*}
$$

where $\bar{M}=\sup \left\{M_{i}, i=1,2, \ldots, n\right\}$. According to (H4), we know that there exists a constant $A_{1}>0$ such that

$$
x_{i}\left(\xi_{i}\right) \leq A_{1}, \quad i=1,2, \ldots, n
$$

Similarly, let $\eta_{i} \in[0, \omega]$ such that $x_{i}\left(\eta_{i}\right)=\min _{t \in[0, \omega]} x_{i}(t), i=1,2, \ldots, n$, then
$-\lambda a_{i}\left(\eta_{i}, x_{i}\left(\eta_{i}\right)\right)\left[b_{i}\left(\eta_{i}, x_{i}\left(\eta_{i}\right)\right)-\sum_{j=1}^{n} c_{i j}\left(\eta_{i}\right) g_{i}\left(\int_{\eta_{i}-\tau_{i j}}^{\eta_{i}} l_{i j}\left(\eta_{i}-s\right) x_{j}(s) d s\right)+I_{i}\left(\eta_{i}\right)\right]=0$, $i=1,2, \ldots, n$. Then,

$$
\begin{aligned}
b_{i}\left(\xi_{i}, x_{i}\left(\xi_{i}\right)\right) & \geq-\sum_{j=1}^{n}\left|c_{i j}\left(\xi_{i}\right)\right|\left|g_{i}\left(\int_{\xi_{i}-\tau_{i j}}^{\xi_{i}} l_{i j}\left(\xi_{i}-s\right) x_{j}(s) d s\right)\right|-\left|I_{i}\left(\xi_{i}\right)\right| \\
& \geq-n\|c\| \bar{M}-\|I\|, \quad i=1,2, \ldots, n .
\end{aligned}
$$

where $\bar{M}$ is the same as those in 2.2 . Therefore, there exists a constant $A_{2}>0$ such that

$$
x_{i}\left(\eta_{i}\right) \geq-A_{2}, \quad i=1,2, \ldots, n
$$

Denote $D=\max \left\{A_{1}, A_{2}\right\}$, clearly, $D$ is independent of $\lambda$. Now, we take $\Omega=\{x \in$ $X,\|x\|<D\}$. This $\Omega$ satisfies condition (a) in Lemma 2.1.

When $x \in \partial \Omega \cap \operatorname{Ker} L=\partial \Omega \cap R^{n}, x$ is a constant vector in $R^{n}$ with $\|x\|=D$. Then

$$
\begin{aligned}
x^{T} Q N x= & \frac{1}{\omega} \sum_{i=1}^{n} x_{i} \int_{0}^{\omega}-a_{i}\left(t, x_{i}(t)\right)\left[b_{i}\left(t, x_{i}(t)\right)\right. \\
& \left.-\sum_{j=1}^{n} c_{i j}(t) g_{i}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}(s) d s\right)+I_{i}(t)\right] d t \\
\leq & -\frac{1}{\omega} \sum_{i=1}^{n} x_{i} \int_{0}^{\omega} a_{i}\left(t, x_{i}\right)\left[b_{i}\left(t, x_{i}\right)-n\|c\| \bar{M}-\|I\|\right] d t<0
\end{aligned}
$$

$i=1,2, \ldots, n$. If necessary, we let $D$ be large enough such that

$$
-\frac{1}{\omega} \sum_{i=1}^{n} x_{i} \int_{0}^{\omega} a_{i}\left(t, x_{i}\right)\left[b_{i}\left(t, x_{i}\right)-n\|c\| \bar{M}-\|I\|\right] d t<0 .
$$

So for any $x \in \partial \Omega \cap$ ker $L, Q N x \neq 0$. This prove that condition (b) in Lemma 2.1 is satisfied.

Finally, we prove that condition (c) in Lemma 2.1 is also satisfied. Indeed, let $\psi(\nu ; x)=-\nu x+(1-\nu) Q N x$, then for any $x \in \partial \Omega \cap \operatorname{Ker} L, x^{T} \psi(\nu, x)<0$, we get

$$
\operatorname{deg}(J Q M, \Omega \cap \text { Ker } L, 0) \neq 0
$$

Thus, by Lemma 2.1, we conclude that $L x=N x$ has at least one solution in $X$, that is, (1.1) has at least one positive $\omega$-periodic solution. The proof is complete.

## 3. Attractivity of Periodic solution

First, we introduce the general Halanay inequality whose proof can be found in (3).

Lemma 3.1. Let $a>b>0$, and $x(t)$ be a nonnegative continuous function on [ $\left.t_{0}-\tau, t_{0}\right]$, and as $t \geq t_{0}$, satisfies the following inequality:

$$
D^{+} x(t) \leq-a x(t)+b \bar{x}(t)
$$

where $\bar{x}(t)=\sup _{t-\tau \leq s \leq t} x(s)$, $\tau$ is a constant, and $\tau \geq 0$, then as $t \geq t_{0}$, the following inequality holds

$$
x(t) \leq \bar{x}\left(t_{0}\right) e^{-\lambda\left(t-t_{0}\right)}
$$

in which $\lambda$ is unique positive solution of the equation $\lambda=a-b e^{\lambda \tau}$.
Next, we use this general Halanay inequality to prove that all solution to (1.1) converge exponentially to an $\omega$-periodic solution. In fact, this $\omega$-periodic solution is unique.

Let $x(t)=\left(x_{1}(t), \ldots, x_{n}(t)\right)$ be a solution of 1.1 and $x^{*}(t)=\left(x_{1}^{*}(t), \ldots, x_{n}^{*}(t)\right)$ be an $\omega$-periodic solution of (1.1). Set $u(t)=x(t)-x^{*}(t)$. Then

$$
\begin{equation*}
\frac{d u_{i}}{d t}=-\alpha_{i}\left(u_{i}(t)\right)+\beta_{i}\left(u_{i}(t)\right)+\gamma\left(u_{i}(t)\right)-\delta\left(u_{i}(t)\right), \quad i=1,2, \ldots, n \tag{3.1}
\end{equation*}
$$

where

$$
\begin{gathered}
\alpha_{i}\left(u_{i}(t)\right)=a_{i}\left(t, x_{i}(t)\right) b_{i}\left(t, x_{i}(t)\right)-a_{i}\left(t, x_{i}^{*}(t)\right) b_{i}\left(t, x_{i}^{*}(t)\right) \\
\beta_{i}\left(u_{i}(t)\right)=a_{i}\left(t, x_{i}(t)\right) \sum_{j=1}^{n} c_{i j}(t)\left[g_{j}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}(s) d s\right)\right. \\
\left.-g_{j}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}^{*}(s) d s\right)\right] \\
\gamma\left(u_{i}(t)\right)=\left[a_{i}\left(t, x_{i}(t)\right)-a_{i}\left(t, x_{i}^{*}(t)\right)\right] \sum_{j=1}^{n} c_{i j}(t) g_{j}\left(\int_{t-\tau_{i j}}^{t} l_{i j}(t-s) x_{j}^{*}(s) d s\right), \\
\delta\left(u_{i}(t)\right)=\left[a_{i}\left(t, x_{i}(t)\right)-a_{i}\left(t, x_{i}^{*}(t)\right)\right] I_{i}(t), \quad i=1,2, \ldots, n .
\end{gathered}
$$

In the sequel, we use the notation

$$
\bar{a}=\sup _{t \in[0, \omega], x \in R}\left\{\left|a_{i}(t, x)\right|, i=1,2, \ldots, n\right\}, \quad \bar{A}=\max \left\{A_{i}, i=1,2, \ldots, n\right\}
$$

For the next theorem, we assume:
(H5) For each $i=1,2, \ldots, n, g_{i}: R \rightarrow R$ is globally Lipschitz continuous with a Lipschitz constant $L_{i}$.
(H6) For each $i=1,2, \ldots, n, a_{i}$ is bounded on $\mathbb{R}^{2}$ and there exists a constant $A_{i} \geq 0$ such that

$$
\left|a_{i}(t, x)-a_{i}(t, y)\right| \leq A_{i}|x-y|, \quad x, y \in R, t \in[0, \omega]
$$

Moreover, $a_{i} b_{i} \in C^{1}\left(R^{2}, R\right)$ and there exists a positive constant $E^{a b}$ such that

$$
\begin{gather*}
{\left[a_{i}(t, u) b_{i}(t, u)\right]_{u}^{\prime} \geq E^{a b}, \quad t \in[0, \omega], \quad u \in \mathbb{R}} \\
E^{a b}-n\|c\| \overline{A M}-\bar{A}\|I\|>n \tau \bar{a}\|c\| \bar{L} \tag{H7}
\end{gather*}
$$

Theorem 3.2. Assume that (H1)-(H7) hold. Then all solutions of (1.1) converge exponentially to the unique $\omega$-periodic solution.

Proof. Set $\|u(t)\|_{0}=\max _{i \in\{1,2, \ldots, n\}}\left|u_{i}(t)\right|=\left|u_{i_{0}}(t)\right|$. Then

$$
\begin{aligned}
& \frac{d\|u(t)\|_{0}}{d t}=\frac{d\left|u_{i_{0}}(t)\right|}{d t} \\
& =\operatorname{sign}\left(u_{i_{0}}(t)\right)\left\{-\alpha_{i_{0}}\left(u_{i_{0}}(t)\right)+\beta_{i_{0}}\left(u_{i_{0}}(t)\right)+\gamma\left(u_{i_{0}}(t)\right)-\delta\left(u_{i_{0}}(t)\right)\right\} \\
& \leq-E^{a b}\left|u_{i_{0}}(t)\right|+\left|\beta_{i_{0}}\left(u_{i_{0}}(t)\right)\right|+\left|\gamma\left(u_{i_{0}}(t)\right)\right|+\left|\delta\left(u_{i_{0}}(t)\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
\leq & -E^{a b}\left|u_{i_{0}}(t)\right|+\left|a_{i_{0}}\left(t, x_{i_{0}}(t)\right)\right| \sum_{j=1}^{n}\left|c_{i_{0} j}(t)\right| \mid g_{j}\left(\int_{t-\tau_{i_{0} j}}^{t} l_{i_{0} j}(t-s) x_{j}(s) d s\right) \\
& -g_{j}\left(\int_{t-\tau_{i_{0} j}}^{t} l_{i_{0} j}(t-s) x_{j}^{*}(s) d s\right)\left|+\left|a_{i_{0}}\left(t, x_{i_{0}}(t)\right)-a_{i_{0}}\left(t, x_{i_{0}}^{*}(t)\right)\right|\right. \\
& \sum_{j=1}^{n}\left|c_{i_{0} j}(t)\right|\left|g_{j}\left(\int_{t-\tau_{i_{0} j}}^{t} l_{i_{0} j}(t-s) x_{j}^{*}(s) d s\right)\right| \\
& +\left|a_{i_{0}}\left(t, x_{i_{0}}(t)\right)-a_{i_{0}}\left(t, x_{i_{0}}^{*}(t)\right)\right|\left|I_{i_{0}}(t)\right| \\
\leq & -E^{a b}\left|u_{i_{0}}(t)\right|+n \bar{a}\left\|c| | \bar{L} \sup _{t-\tau \leq s \leq t}\right\| u(s)\left\|_{0}+n\right\| c\left\|\overline{A M}\left|u_{i_{0}}(t)\right|+\bar{A}\right\| I \|\left|\left|u_{i_{0}}(t)\right|\right. \\
\leq & -\left(E^{a b}-n\|c \mid \overline{A M}-\bar{A}\| I \|\right)\|u(t)\|_{0}+n \bar{a}\|c\| \bar{L} \sup _{t-\tau \leq s \leq t}\|u(s)\|_{0} .
\end{aligned}
$$

By the general Halanay inequality, we derive that there exist constant $\lambda>0, K>0$ such that

$$
\|u(t)\|_{0} \leq K e^{-\lambda\left(t-t_{0}\right)}
$$

where $K=\sup _{t_{0}-\tau \leq s \leq t_{0}}\|u(s)\|_{0}$. This implies that all solution of 1.1) converge exponentially to the unique periodic solution. This completes the proof.
Example. Consider the Cohen-Grossberg neural network with distributed delays

$$
\begin{align*}
\binom{\dot{x_{1}}}{\dot{x_{2}}}= & \left(\begin{array}{cc}
2+\cos t & 0 \\
0 & 3+\sin t
\end{array}\right)\left[\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)\binom{6 x_{1}+\sin t}{3 x_{2}-\frac{1}{6} \cos x_{2}}\right. \\
& \left.-\left(\begin{array}{cc}
\sin t & \frac{1}{7} \cos t \\
\cos t & \frac{1}{5} \sin t
\end{array}\right)\binom{\sin \left(\int_{t-1}^{t} x_{1}(s) d s\right)}{\cos \left(\int_{t-1}^{t} x_{2}(s) d s\right)}+\binom{\frac{2}{9} \sin t}{\cos t}\right] . \tag{3.2}
\end{align*}
$$

Clearly, $n=2, \omega=2 \pi, \bar{M}=1,\|c\|=\frac{1}{5},\|I\|=\frac{2}{9}, \bar{L}=1, \bar{A}=4, \bar{a}=4, E^{a b}=5$, and

$$
E^{a b}-n\|c\| \overline{A M}-\bar{A}\|I\|=\frac{13}{3}>n \bar{a}\|c\| \bar{L}=\frac{8}{5} .
$$

By Theorems 2.2 and 3.2 the system 3.2 has a periodic solution and all other solution of the system (3.2) converge exponentially to the unique periodic solution.

## References

[1] M. Cohen, S. Grossberg; Absolute stability and global pattern formation and parallel memory storage by competitive neural networks, IEEE Trans. Syst. Man Cybernet. SMC-13 (1983) 815-826.
[2] R. E. Gaines, J. L. Mawhin; Coincidence Degree and Nonlinear Differential Equations, Springer-Verlag, Berlin, 1977.
[3] K. Gopalsamy; Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer Academic, Dordrecht, 1992.
[4] Y. K. Li; Existence and stability of periodic solutions for Cohen-Grossberg neural networks with multiple delays, Chaos, Solitons and Fractals, 20 (3)(2004) 459-466.
[5] Y. K. Li, Y. Kuang; Periodic solutions of periodic delay Lotka-Volterra equations and systems, J. Math. Anal. Appl., 255(2001) 260-280.
[6] J. J. Wei, S. G. Ruan; Stability and bifurcation in a neural network model with two delays, Phys. D 130 (1999) 255-272.

Department of Mathematics, Yunnan University, Kunming, Yunnan 650091, China
E-mail address: yklie@ynu.edu.cn


[^0]:    2000 Mathematics Subject Classification. 34K13, 34K20, 92C05.
    Key words and phrases. Cohen-Grossberg neural network; distributed delays;
    periodic solution; continuation theorem; coincidence degree theory; Halanay inequality.
    (C) 2005 Texas State University - San Marcos.

    Submitted December 19, 2004. Published January 27,2005.
    Supported by grants 10361006 and 2003A0001M from the National Natural Science
    Foundation of China and of Yunnan Province.

