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CONSTRUCTION OF ALMOST PERIODIC SEQUENCES WITH
GIVEN PROPERTIES

MICHAL VESELÝ

Abstract. We define almost periodic sequences with values in a pseudometric
space X and we modify the Bochner definition of almost periodicity so that

it remains equivalent with the Bohr definition. Then, we present one (easily
modifiable) method for constructing almost periodic sequences in X . Using this

method, we find almost periodic homogeneous linear difference systems that

do not have any non-trivial almost periodic solution. We treat this problem in
a general setting where we suppose that entries of matrices in linear systems

belong to a ring with a unit.

1. Introduction

First of all we mention the article [9] by Fan which considers almost periodic
sequences of elements of a metric space and the article [22] by Tornehave about
almost periodic functions of the real variable with values in a metric space. In these
papers, it is shown that many theorems that are valid for complex valued sequences
and functions are no longer true. For continuous functions, it was observed that the
important property is the local connection by arcs of the space of values and also
its completeness. However, we will not use their results or other theorems and we
will define the notion of the almost periodicity of sequences in pseudometric spaces
without any conditions, i.e., the definition is similar to the classical definition of
Bohr, the modulus being replaced by the distance. We also refer to [31] (or [28]).
We add that the concept of almost periodic functions of several variables with
respect to Hausdorff metrics can be found in [19] which is an extension of [8].

In Banach spaces, a sequence {ϕk}k∈Z is almost periodic if and only if any se-
quence of translates of {ϕk} has a subsequence which converges and its convergence
is uniform with respect to k in the sense of the norm. In 1933, the continuous case
of the previous result was proved by Bochner in [4], where the fundamental theo-
rems of the theory of almost periodic functions with values in a Banach space are
proved too – see, e.g., [2], [3, pp. 3–25] or [15], where the theorems have been re-
demonstrated by the methods of the functional analysis. We add that the discrete
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version of this result can be proved similarly as in [4]. We also mention directly the
papers [26] and [17].

In pseudometric spaces, the above result is not generally true. Nevertheless, by
a modification of the Bochner proof of this result, we will prove that a necessary
and sufficient condition for a sequence {ϕk}k∈Z to be almost periodic is that any
sequence of translates of {ϕk} has a subsequence satisfying the Cauchy condition,
uniformly with respect to k.

The paper is organized as follows. The next section presents the definition of
almost periodic sequences in a pseudometric space, the above necessary and suffi-
cient condition for the almost periodicity of a sequence {ϕk}k∈Z, and some basic
properties of almost periodic sequences in pseudometric spaces (see also, e.g., [16]).

In Section 3, we show the way one can construct almost periodic sequences in
pseudometric spaces. We present it in the below given theorems. In Theorem 3.1,
we consider almost periodic sequences for k ∈ N0; in Theorem 3.3 and Corolla-
ry 3.4, sequences for k ∈ Z obtained from almost periodic sequences for k ∈ N0;
and, in Theorems 3.5 and 3.6, sequences for k ∈ Z. We remark that our process is
comprehensible and easily modifiable. We add that methods of generating almost
periodic sequences are mentioned also in [16, Section 4].

Then, in Section 4, we use results from the second and the third section of this
paper to obtain a theorem which will play important role in the article [23], where it
is proved that the almost periodic homogeneous linear difference systems which do
not have any nonzero almost periodic solutions form a dense subset of the set of all
considered systems. Using our method, one can get generalizations of statements
from [21] and [24], where unitary (and orthogonal) systems are studied (see also
[25]).

We will analyse systems of the form

xk+1 = Ak · xk, k ∈ Z (or k ∈ N0),

where {Ak} is almost periodic. We want to prove that there exists a system of the
above form which does not have an almost periodic solution other than the trivial
one. (See Theorem 4.7.) A closer examination of the methods used in constructions
reveals that the problem can be treated in possibly the most general setting:

(1) almost periodic sequences attain values in a pseudometric space;
(2) the entries of almost periodic matrices are elements of an infinite ring with

a unit.
We note that many theorems about the existence of almost periodic solutions

of almost periodic difference systems of general forms are published in [11, 12,
18, 28, 29, 31] and several these existence theorems are proved there in terms of
discrete Lyapunov functions. Here, we can also refer to the monograph [27] and
[32, Theorems 3.6, 3.7, 3.8]. We add that the existence of an almost periodic
homogeneous linear differential system, which has nontrivial bounded solutions
and, at the same time, all the systems from some neighbourhood of it have no
nontrivial almost periodic solutions, is proved in [20].

As usual, R denotes the real line, R+
0 the set of all nonnegative reals, C the

complex plane, Z denotes the set of integers, N the set of natural numbers, and N0

the set of positive integers including the zero 0.
Let X 6= ∅ be an arbitrary set and let d : X × X → R+

0 have these properties:
(i) d(x, x) = 0 for all x ∈ X ,
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(ii) d(x, y) = d(y, x) for all x, y ∈ X ,
(iii) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X .

We say that d is a pseudometric on X and (X , d) a pseudometric space.
For given ε > 0, x ∈ X , in the same way as in metric spaces, we define the

ε-neighbourhood of x in X as the set {y ∈ X ; d(x, y) < ε}. It will be denoted
by Oε(x).

All sequences, which we will consider, will be subsets of X . The scalar (and
vector) valued sequences will be denoted by the lower-case letters, the matrix valued
sequences by the capital letters (X is a set of matrices in this case), and each one
of the scalar and matrix valued sequences by the symbols {ϕk}, {ψk}, {χk}.

2. Almost periodic sequences in pseudometric spaces

Now we introduce a “natural” generalization of the almost periodicity. We re-
mark that our approach is very general and that the theory of almost periodic se-
quences presented here does not distinguish between x ∈ X and y ∈ X if d(x, y) = 0.

Definition 2.1. A sequence {ϕk} is called almost periodic if, for any ε > 0, there
exists a positive integer p(ε) such that any set consisting of p(ε) consecutive integers
(nonnegative integers if k ∈ N0) contains at least one integer l with the property
that

d(ϕk+l, ϕk) < ε, k ∈ Z (or k ∈ N0).
In the above definition, l is called an ε-translation number of {ϕk}.

Consider again ε > 0. Henceforward, the set of all ε-translation numbers of
a sequence {ϕk} will be denoted by T({ϕk}, ε).

Remark 2.2. If X is a Banach space (d(x, y) is given by ||x−y ||), then a necessary
and sufficient condition for a sequence {ϕk}k∈Z to be almost periodic is it to be
normal ; i.e., {ϕk} is almost periodic if and only if any sequence of translates of
{ϕk} has a subsequence, uniformly convergent for k ∈ Z in the sense of the norm.
This statement and the below given Theorem 2.3 are not valid if {ϕk} is defined
for k ∈ N0 and if we consider only translates to the right – see the example X = R,
ϕ0 = 1, and ϕk = 0, k ∈ N. But, if we consider translates to the left, then both of
results are valid for k ∈ N0 too.

It is seen that the above result is no longer valid if the space of values fails to
be complete. Especially, in a pseudometric space (X , d), it is not generally true
that a sequence {ϕk}k∈Z is almost periodic if and only if it is normal. Nevertheless,
applying the methods from any one of the proofs of the results [6, Theorem 1.10,
p. 16], [10, Theorem 1.14, pp. 9–10], and [3, Statement (ζ), pp. 8–9], one can
easily prove that every normal sequence {ϕk}k∈Z is almost periodic. Further, we
can prove the next theorem which we will need later. We add that its proof is
a modification of the proof of [6, Theorem 1.26, pp. 45–46].

Theorem 2.3. Let {ϕk}k∈Z be given. For an arbitrary sequence {hn}n∈N ⊆ Z,
there exists a subsequence {h̃n}n∈N ⊆ {hn}n∈N with the Cauchy property with re-
spect to {ϕk}, i.e., for any ε > 0, there exists M ∈ N for which the inequality

d
(
ϕk+h̃i

, ϕk+h̃j

)
< ε

holds for all i, j, k ∈ Z, i, j > M , if and only if {ϕk}k∈Z is almost periodic.
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Proof. If any sequence of translates of {ϕk} has a subsequence which has the Cauchy
property, then {ϕk} is almost periodic. It can be proved similarly as [6, Theo-
rem 1.10, p. 16], where it is not used that X is complete. To prove the opposite
implication, we will assume that {ϕk} is almost periodic, and we will use the known
method of the diagonal extraction.

Let {hn}n∈N ⊆ Z and ϑ > 0 be arbitrary. By Definition 2.1, there exists a po-
sitive integer p such that, in any set {hn − p, hn − p + 1, . . . , hn}, there exists
a ϑ-translation number ln. We know that 0 ≤ hn − ln ≤ p for all n ∈ N. We put
kn := hn− ln, n ∈ N. Clearly, kn = c = const. (a constant value from {0, 1, . . . , p})
for infinitely many values of n. Since

d(ϕk+hn
, ϕk+kn

) = d(ϕ(k+hn−ln)+ln , ϕk+hn−ln) < ϑ, k ∈ Z,

there exists a subsequence {h1
n} of {hn} and an integer c1 such that

d(ϕk+h1
n
, ϕk+c1) < ϑ, k ∈ Z, n ∈ N. (2.1)

Consider now a sequence of positive numbers ϑ1 > ϑ2 > · · · > ϑn > . . . con-
verging to 0. We extract from the sequence {ϕk+hn

} a subsequence {ϕk+h1
n
} which

satisfies (2.1) for ϑ = ϑ1. From this sequence we extract a subsequence {ϕk+h2
n
} for

which an inequality analogous to (2.1) is valid. Of course, c will not be the same,
but will depend on the subsequence. We proceed further in the same way. Next,
we form the sequence {ϕk+hn

n
}n∈N. Assume that ε > 0 is given and that we have

2ϑm < ε for m ∈ N. As a result, for i, j > m, i, j ∈ N, we obtain

d
(
ϕk+hi

i
, ϕk+hj

j

)
≤ d
(
ϕk+hi

i
, ϕk+cm

)
+ d
(
ϕk+cm , ϕk+hj

j

)
< ε, k ∈ Z,

where cm is the number corresponding to the sequence {ϕk+hm
n
}n∈N and ϑm. �

Theorem 2.4. Let X1,X2 be arbitrary pseudometric spaces and Φ : X1 → X2 be
a uniformly continuous map. If {ϕk} is almost periodic, then the sequence {Φ◦ϕk}
is almost periodic too.

Proof. Taking ε > 0 arbitrarily, let δ(ε) > 0 be the number corresponding to ε
from the definition of the uniform continuity of Φ. Now, Theorem 2.4 follows from
the fact that the set of all ε-translation numbers of {Φ ◦ϕk} contains the set of all
δ(ε)-translation numbers of {ϕk}, i.e., from the inclusion

T({ϕk}, δ(ε)) ⊆ T({Φ ◦ ϕk}, ε).
�

We note that we can prove many theorems which are valid in the classical case
also for pseudometric spaces. For example, we mention the following result:

(a) For every sequence of almost periodic sequences {ϕ1
k}, . . . , {ϕn

k}, . . . , the
sequence of limn→∞ ϕn

k is almost periodic if the convergence is uniform
with respect to k.

Taking n ∈ N and using Theorem 2.3 (and Remark 2.2) n-times, one can easily
prove also:

(b) If (X1, d1), . . . , (Xn, dn) are pseudometric spaces and {ϕ1
k}, . . . , {ϕn

k} are
arbitrary almost periodic sequences with values in X1, . . . ,Xn, respectively,
then the sequence {ψk}, with values in X1 × · · · × Xn given by

ψk := (ϕ1
k, . . . , ϕ

n
k ) for all considered k,

is also almost periodic.
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(c) Let the sequences {ϕ1
k}, . . . , {ϕn

k} (k ∈ Z or k ∈ N0) be given. Then, the
sequence {ψk} which is defined by

ψk := ϕi+1
j for all considered k,

where k = jn + i, j ∈ Z (j ∈ N0), i ∈ {0, . . . , n − 1}, is almost periodic if
and only if all sequences {ϕ1

k}, . . . , {ϕn
k} are almost periodic.

For the first result (in C), see [6, Theorem 6.4, p. 139]. We remark that one can
use the above theorems to obtain more general versions of Theorems 3.1, 3.5, 3.6.

3. Construction of almost periodic sequences

Now we prove several theorems which facilitate to find almost periodic sequences
having certain specific properties:

Theorem 3.1. Let m ∈ N0, ϕ0, . . . , ϕm ∈ X , and j ∈ N be arbitrarily given. Let
{rn}n∈N be an arbitrary sequence of nonnegative real numbers such that

∞∑
n=1

rn < +∞. (3.1)

Then, any sequence {ϕk}k∈N0 ⊆ X , where (n > 2, n ∈ N)

ϕk ∈ Or1(ϕk−(m+1)), k ∈ {m+ 1, . . . , 2m+ 1},
ϕk ∈ Or1(ϕk−2(m+1)), k ∈ {2(m+ 1), . . . , 3(m+ 1)− 1},

. . .

ϕk ∈ Or1(ϕk−j(m+1)), k ∈ {j(m+ 1), . . . , (j + 1)(m+ 1)− 1},
ϕk ∈ Or2(ϕk−(j+1)(m+1)), k ∈ {(j + 1)(m+ 1), . . . , 2(j + 1)(m+ 1)− 1},
ϕk ∈ Or2(ϕk−2(j+1)(m+1)), k ∈ {2(j + 1)(m+ 1), . . . , 3(j + 1)(m+ 1)− 1},

. . .

ϕk ∈ Or2(ϕk−j(j+1)(m+1)), k ∈ {j(j + 1)(m+ 1), . . . , (j + 1)2(m+ 1)− 1},
. . .

ϕk ∈ Orn
(ϕk−(j+1)n−1(m+1)), k ∈

{
(j + 1)n−1(m+ 1),

. . . , 2(j + 1)n−1(m+ 1)− 1
}
,

ϕk ∈ Orn
(ϕk−2(j+1)n−1(m+1)), k ∈

{
2(j + 1)n−1(m+ 1),

. . . , 3(j + 1)n−1(m+ 1)− 1
}
,

. . .

ϕk ∈ Orn
(ϕk−j(j+1)n−1(m+1)), k ∈

{
j(j + 1)n−1(m+ 1),

. . . , (j + 1)n(m+ 1)− 1}, . . .

are arbitrary too, is almost periodic.

Proof. Consider an arbitrary ε > 0. We need to prove that the set of all ε-trans-
lation numbers of {ϕk} is relative dense in N0. Using (3.1), one can find n(ε) for
which

∞∑
n=n(ε)

rn <
ε

2
. (3.2)
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We see that
ϕk+(j+1)n(ε)−1(m+1) ∈ Orn(ε)(ϕk),

ϕk+2(j+1)n(ε)−1(m+1) ∈ Orn(ε)(ϕk),
. . .

ϕk+j(j+1)n(ε)−1(m+1) ∈ Orn(ε)(ϕk)

(3.3)

for
0 ≤ k < (j + 1)n(ε)−1(m+ 1).

Next, from (iii) and (3.3) it follows (i ∈ {(j + 1)n, . . . , (j + 1)n+1 − 1}, n ∈ N)

ϕk+(j+1)(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1(ϕk),
. . .

ϕk+((j+1)2−1)(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1(ϕk),
. . .

ϕk+i(j+1)n(ε)−1(m+1) ∈ Orn(ε)+rn(ε)+1+···+rn(ε)+n
(ϕk),

. . .

for k ∈ {0, . . . , (j + 1)n(ε)−1(m+ 1)− 1}. Therefore (consider (3.2)), we have

ϕk+l(j+1)n(ε)−1(m+1) ∈ O ε
2
(ϕk), 0 ≤ k < (j + 1)n(ε)−1(m+ 1), l ∈ N0. (3.4)

We put
q(ε) := (j + 1)n(ε)−1(m+ 1). (3.5)

Any p ∈ N0 can be expressed uniquely in the form

p = k(p) + l(p)q(ε) for some k(p) ∈ {0, . . . , q(ε)− 1} and l(p) ∈ N0.

Applying (3.4), we obtain

d(ϕp, ϕp+lq(ε)) = d(ϕk(p)+l(p)q(ε), ϕk(p)+l(p)q(ε)+lq(ε))

≤ d(ϕk(p)+l(p)q(ε), ϕk(p)) + d(ϕk(p), ϕk(p)+(l+l(p))q(ε))

<
ε

2
+
ε

2
= ε,

(3.6)

where p, l ∈ N0 are arbitrary; i.e., lq(ε) is an ε-translation number of {ϕk} for all
l ∈ N0. The fact that the set {lq(ε); l ∈ N0} is relative dense in N0 proves the
theorem. �

Remark 3.2. From the proof of Theorem 3.1 (see (3.5) and (3.6)), for any ε > 0
and any sequence {ϕk} considered there, we get the existence of n(ε) ∈ N such that
the set of all ε-translation numbers of {ϕk} contains {l(j+1)n(ε)−1(m+1); l ∈ N};
i.e., we have

T ({ϕk}, n(ε)) := {l(j + 1)n(ε)−1(m+ 1); l ∈ N} ⊆ T({ϕk}, ε) (3.7)

for every ε > 0.

Theorem 3.3. Let {ϕk}k∈N0 be an almost periodic sequence and let the sequences
{rn}n∈N ⊂ R+

0 and {ln}n∈N ⊆ N be such that

rnln → 0 as n→∞. (3.8)
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If, for all n, there exists a set T (rn) of some rn-translation numbers of {ϕk} which
is relative dense in N0 and, for every nonzero l = l(rn) ∈ T (rn), there exists
i = i(l) ∈ {1, . . . , ln + 1} with the property that

ϕ(i−1)l+k ∈ Ornln(ϕil−k), k ∈ {0, . . . , l}, (3.9)

then the sequence {ψk}k∈Z, given by the formula

ψk := ϕk for k ∈ N0 and ψk := ϕ−k for k ∈ Z \ N0, (3.10)

is almost periodic.
If, for all n, there exists a set T̃ (rn) of some rn-translation numbers of {ϕk}

which is relative dense in N0 and, for every nonzero m = m(rn) ∈ T̃ (rn), there
exists i = i(m) ∈ {1, . . . , ln + 1} with the property that

ϕ(i−1)m+k ∈ Ornln(ϕim−k−1), k ∈ {0, . . . ,m− 1}, (3.11)

then the sequence {χk}k∈Z, given by the formula

χk := ϕk for k ∈ N0 and χk := ϕ−(k+1) for k ∈ Z \ N0, (3.12)

is almost periodic.

Proof. We will prove only the first part of Theorem 3.3. The proof of the second
case (the almost periodicity of {χk}) is analogical. Let ε > 0 be arbitrarily small.
Consider n ∈ N satisfying (see (3.8))

rnln <
ε

3
. (3.13)

We will prove that the set T({ψk}, ε) of all ε-translation numbers of {ψk} contains
the numbers {±l; l ∈ T (rn)}; i.e., we will get the inequality

d(ψk, ψk±l) < ε, l ∈ T (rn), k ∈ Z (3.14)

which proves the theorem because {±l; l ∈ T (rn)} is relative dense in Z.
First of all we choose arbitrary l ∈ T (rn). From the theorem, we have i = i(l).

Without loss of the generality, we can consider only +l. (For −l, we can proceed
similarly.) Because of ln ∈ N and l ∈ T (rn), from (3.10) and (3.13) it follows

d(ψk, ψk+l) <
ε

3
, k /∈ {−l, . . . ,−1}, k ∈ Z. (3.15)

Let k ∈ {−l, . . . ,−1} be also arbitrarily chosen. Evidently, we have

k + (1− i)l ∈ {−il, . . . ,−(i− 1)l − 1}
and

d(ψk, ψk+l) ≤ d(ψk, ψk+(1−i)l) + d(ψk+(1−i)l, ψk+l)

= d(ϕ−k, ϕ(i−1)l−k) + d(ϕ(i−1)l−k, ϕl+k).
(3.16)

The number (i − 1)l is an ε
3 -translation number of {ϕk}. Indeed, it follows from

(iii), (3.13), and from i ≤ ln + 1. Therefore, we have

d(ϕ−k, ϕ(i−1)l−k) <
ε

3
. (3.17)

Using (3.9) and (3.13), we get

d(ϕ(i−1)l−k, ϕil+k) < rnln <
ε

3
.

Thus, it holds

d(ϕ(i−1)l−k, ϕl+k) <
2ε
3
. (3.18)
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Indeed, (i−1)l is an ε
3 -translation number of {ϕk} (consider again (iii), (3.13), and

the inequality i− 1 ≤ ln).
Altogether, from (3.16), (3.17), and (3.18), we obtain

d(ψk, ψk+l) <
ε

3
+

2ε
3

= ε. (3.19)

Since the choice of k, l was arbitrary (see (3.15)), (3.19) gives (3.14). �

Corollary 3.4. Let m ∈ N0, j ∈ N, and the sequence {ϕk}k∈N0 be from Theo-
rem 3.1 and M > 0 be arbitrary. If, for all n > M , n ∈ N, there exists at least one
i ∈ {1, . . . , j} satisfying

ϕi(j+1)n(m+1)+k = ϕ(i+1)(j+1)n(m+1)−k, k ∈ {0, . . . , (j + 1)n(m+ 1)}, (3.20)

then the sequence {ψk}k∈Z given by (3.10) is almost periodic. If, for all n > M ,
n ∈ N, there exists at least one i ∈ {1, . . . , j} satisfying

ϕi(j+1)n(m+1)+k = ϕ(i+1)(j+1)n(m+1)−k−1, k ∈ {0, . . . , (j+1)n(m+1)−1}, (3.21)

then the sequence {χk}k∈Z given by (3.12) is almost periodic.

Proof. We put

rn :=
1
n
, ln := 1, T (rn) := T ({ϕk}, n(

rn
2

)) for all n ∈ N,

where T ({ϕk}, n(ε)) is defined by (3.7). Because we can assume that n( 1
2 ) > M−1,

it suffices to consider Theorem 3.3 and Remark 3.2 (from (iii), using (3.20) and
(3.21), we get (3.9) and (3.11), respectively). �

For k ∈ Z, we can prove (analogously as Theorem 3.1) the following two theo-
rems:

Theorem 3.5. Let m ∈ N0, ψ0, . . . , ψm ∈ X , j ∈ N, and the sequences of non-
negative real numbers {r1n}n∈N, . . . , {rj

n}n∈N be arbitrarily given so that
∞∑

n=1

ri
n < +∞, i ∈ {1, . . . , j} (3.22)

holds. Then, every sequence {ψk}k∈Z ⊆ X for which it is true

ψk ∈ Or1
1
(ψk−(m+1)), k ∈ {m+ 1, . . . , 2(m+ 1)− 1};

. . .

ψk ∈ Orj
1
(ψk−j(m+1)), k ∈ {j(m+ 1), . . . , (j + 1)(m+ 1)− 1};

ψk ∈ Or1
2
(ψk+(j+1)(m+1)), k ∈ {−(j + 1)(m+ 1), . . . ,−1};

. . .

ψk ∈ Orj
2
(ψk+j(j+1)(m+1)),

k ∈ {−j(j + 1)(m+ 1), . . . ,−(j − 1)(j + 1)(m+ 1)− 1};
ψk ∈ Or1

3
(ψk−(j+1)2(m+1)),

k ∈ {(j + 1)(m+ 1), . . . , (j + 1)(m+ 1) + (j + 1)2(m+ 1)− 1};
. . .
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ψk ∈ Orj
3
(ψk−j(j+1)2(m+1)),

k ∈ {(j + 1)(m+ 1) + (j − 1)(j + 1)2(m+ 1), . . . ,

(j + 1)(m+ 1) + j(j + 1)2(m+ 1)− 1};
ψk ∈ Or1

4
(ψk+(j+1)3(m+1)),

k ∈ {−(j + 1)3(m+ 1)− j(j + 1)(m+ 1), . . . ,−j(j + 1)(m+ 1)− 1};
. . .

ψk ∈ Orj
4
(ψk+j(j+1)3(m+1)),

k ∈ {−j(j + 1)3(m+ 1)− j(j + 1)(m+ 1), . . . ,

− (j − 1)(j + 1)3(m+ 1)− j(j + 1)(m+ 1)− 1};
. . .

ψk ∈ Or1
2n

(ψk+(j+1)2n−1(m+1)),

k ∈ {−((j + 1)2n−1 + · · ·+ j(j + 1)3 + j(j + 1))(m+ 1),

. . . ,−((j + 1)2n−3 + · · ·+ j(j + 1)3 + j(j + 1))(m+ 1)− 1};
. . .

ψk ∈ Orj
2n

(ψk+j(j+1)2n−1(m+1)),

k ∈ {−(j(j + 1)2n−1 + · · ·+ j(j + 1)3 + j(j + 1))(m+ 1),

. . . ,−((j − 1)(j + 1)2n−1 + · · ·+ j(j + 1)3 + j(j + 1))(m+ 1)− 1};
ψk ∈ Or1

2n+1
(ψk−(j+1)2n(m+1)),

k ∈ {(j + 1)(m+ 1) + j(j + 1)2(m+ 1) + · · ·+ j(j + 1)2n−2(m+ 1),

. . . , (j + 1)(m+ 1) + j(j + 1)2(m+ 1)+

· · ·+ j(j + 1)2n−2(m+ 1) + (j + 1)2n(m+ 1)− 1};
. . .

ψk ∈ Orj
2n+1

(ψk−j(j+1)2n(m+1)),

k ∈ {(j + 1)(m+ 1) + j(j + 1)2(m+ 1)+

· · ·+ j(j + 1)2n−2(m+ 1) + (j − 1)(j + 1)2n(m+ 1),

. . . (j + 1)(m+ 1) + j(j + 1)2(m+ 1) + · · ·+ j(j + 1)2n(m+ 1)− 1};
. . .

is almost periodic.

Proof. We put rn := max1≤i≤j r
i
n, n ∈ N. Then (3.22) implies

∑∞
n=1 rn < +∞. Let

the number n(ε) ∈ N satisfy the condition (3.2). We can show that, for arbitrarily
given ε > 0, in any set Z ⊆ Z consisting of

(j + 1)n(ε)−1(m+ 1) consecutive integers,

there exists an ε-translation number of {ψk}. From it follows the theorem. �
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Theorem 3.6. Let ϕ0, . . . , ϕm ∈ X be given, {ri}i∈N ⊂ R+
0 , {ji}i∈N ⊆ N, and

n ∈ N0 be arbitrary such that m+ n is even and
∞∑

i=1

riji < +∞. (3.23)

For any ϕm+1, . . . , ϕm+n, if we set

ψk := ϕk+ m+n
2
, k ∈ {−m+ n

2
, . . . ,

m+ n

2
},

M :=
m+ n

2
, N := m+ n

and we choose arbitrarily

ψk ∈ Or1(ψk+N+1), k ∈ {−N −M − 1, . . . ,−M − 1},
. . .

ψk ∈ Or1(ψk+N+1), k ∈ {−j1N −M − 1, . . . ,−(j1 − 1)N −M − 1},
ψk ∈ Or1(ψk−N−1), k ∈ {M + 1, . . . , N +M + 1},

. . .

ψk ∈ Or1(ψk−N−1), k ∈ {(j1 − 1)N +M + 1, . . . , j1N +M + 1},
. . .

ψk ∈ Ori
(ψk+pi

), k ∈ {−pi − pi−1 − · · · − p1, . . . ,−pi−1 − · · · − p1},
. . .

ψk ∈ Ori(ψk+pi),

k ∈ {−jipi − pi−1 − · · · − p1, . . . ,−(ji − 1)pi − pi−1 − · · · − p1},
ψk ∈ Ori

(ψk−pi
), k ∈ {pi−1 + · · ·+ p1, . . . , pi + pi−1 + · · ·+ p1},

. . .

ψk ∈ Ori(ψk−pi), k ∈ {(ji − 1)pi + pi−1 + · · ·+ p1, . . . , jipi + pi−1 + · · ·+ p1},
. . .

where

p1 := (j1N +M + 1) + 1, p2 := 2(j1N +M + 1) + 1,

p3 := (2j2 + 1)p2, . . . , pi := (2ji−1 + 1)pi−1, . . . ,

then the resulting sequence {ψk}k∈Z is almost periodic.

Proof. Consider arbitrary ε > 0 and a positive integer n(ε) ≥ 2 for which (see
(3.23))

∑∞
i=n(ε) ri ji <

ε
4 . One can show that {lpn(ε); l ∈ Z} ⊆ T({ψk}, ε) which

completes the proof. �

4. An application

Let m ∈ N be arbitrarily given. We will analyse almost periodic systems of m
homogeneous linear difference equations of the form

xk+1 = Ak · xk, k ∈ Z (or k ∈ N0), (4.1)

where {Ak} is almost periodic. Let X denote the set of all systems (4.1). Our aim
is to study the existence of a system Ŝ ∈ X which does not have any nontrivial
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almost periodic solutions. We are going to treat this problem in a very general
setting and this motivates our requirements on the set of values of matrices Ak.

We need the set of entries of Ak to be a subset of a set R with two operations
and unit elements such that R with them is a ring because the multiplication of
matrices Ak has to be associative (consider the natural expression of solutions of
(4.1)). We also need the set of all considered Ak to form a set X which has the
below given properties (4.5), and we need that there exists at least one of the below
mentioned functions F1, F2 : [−1, 1] → X – see (4.6), (4.7), respectively. The
conditions (4.6) are common, natural, and simple. However, the main theorem of
this article (the existence of the above system Ŝ ∈ X) is true for many subsets of
the set of all unitary or orthogonal matrices which contain of matrices that have
the eigenvalue λ = 1. Thus, we will consider the existence of F2.

We remark that it is possible to obtain results about the nonexistence of non-
trivial almost periodic solutions using different methods than those presented in
our paper. For example, if the zero solution of a system S of the form (4.1)
is asymptotically (or even exponentially) stable, then it is obviously that we can
choose Ŝ := S. See [14] and more general [7], [13], and [32], where the method of
Lyapunov function(al)s is used.

Let R = (R,⊕,�) be an infinite ring with a unit and a zero denoted as e1 and
e0, respectively. The symbol M(R,m) will denote the set of all m ×m matrices
with elements from R. If we consider the i-th column of U ∈ M(R,m), then we
write Ui; and Rm if we consider the set of all m× 1 vectors with entries attaining
values from R. As usual, we define the multiplication · of matrices from M(R,m)
(and U · v, U ∈ M(R,m), v ∈ Rm) by ⊕ and �. Let d be a pseudometric on R
and suppose that

the operations ⊕ and � are continuous with respect to d. (4.2)

It gives the pseudometrics in Rm and M(R,m) because M(R,m) can be expressed
as Rm×m; i.e., d in Rm and M(R,m) is the sum of m and m2 nonnegative numbers
given by d in R, respectively. For simplicity, we will also denote these pseudometrics
as d.

The vector v ∈ Rm is called nonzero (or nontrivial) if d
(
v, (e0, . . . , e0)T

)
> 0. We

say that a nonzero vector (r1, . . . , rm)T , where r1, . . . , rm ∈ R, is an e1-eigenvector
of U ∈M(R,m) if

d

(
U ·

 r1
...
rm

 ,

 r1
...
rm

) = 0,

and that V ∈M(R,m) is regular for a nonzero vector (r1, . . . , rm)T ∈ Rm if

d

(
V ·

 r1
...
rm

 ,

e0...
e0

) > 0. (4.3)

Next, we set

I :=


e1 e0 . . . e0
e0 e1 . . . e0
...

...
. . .

...
e0 e0 . . . e1

 ∈M(R,m).
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If, for given U ∈ M(R,m) and X ⊆ M(R,m), there exists the unique matrix
V ∈ X (we put V = W if d(V,W ) = 0) for which

U · V = V · U = I,

then we define U−1 := V and we say that V is the inverse matrix of U in X.
For any function H : [a, b] → X (a ≤ 0 < b, a, b ∈ R) and s ∈ R, we extend its

domain of definition as follows

H(s) :=

{
H(σ) · (H(b))l for s ≥ 0,
(H(a))l ·H(σ) for s < 0 if a < 0,

(4.4)

where s = lb + σ for l ∈ N0, σ ∈ [0, b) or s = la + σ for l ∈ N0, σ ∈ (a, 0].
Hereafter, we will restrict coefficients Ak in (4.1) to be elements of an infinite set
X ⊆M(R,m) with the following properties:

I ∈ X; U, V ∈ X =⇒ U · V ∈ X, U−1 exists in X; (4.5)

and either

there exists a continuous function F1 : [−1, 1] → X satisfying

F1(0) = I; F1(t) = F−1
1 (−t), t ∈ [0, 1]; (4.6)

and the matrix F1(1) has no e1-eigenvector

or

there exist continuous F2 : [−1, 1] → X, t1, . . . , tq ∈ (0, 1], δ > 0
such that

F2(0) = I; F2

( p∑
i=1

si

)
=

p∏
i=1

F2(si), s1, . . . , sp ∈ [−1, 1]; (4.7)

and, for any v ∈ Rm, one can find j ∈ {1, . . . , q} for which v is not
an e1-eigenvector of F2(t), t ∈ (max{0, tj − δ},min{tj + δ, 1}).

We mention that, for U1, . . . , Up ∈ X (p ∈ N), we define

p∏
i=1

Ui := U1 · U2 · · ·Up,
1∏

i=p

Ui := Up · Up−1 · · ·U1.

For the above function H, we also use the conventional notation

(H(s))0 := I, H−1(s) :=
(
H(s)

)−1 for all considered s ∈ R.

We remark that, because of (4.2), the requirement for the existence of δ > 0 (in
(4.7)) can be dropped. Now we comment our assumptions on R and X: We note
that R does not need to be commutative, and thus the set of all solutions of (4.1)
is not generally a modulus over R with the scalar multiplication given by

r

x
1
k
...
xm

k

 :=

r � x1
k

...
r � xm

k

 ,

where {(x1
k, . . . , x

m
k )T } is a solution of (4.1), r ∈ R, k ∈ Z (k ∈ N0).
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We need a sequence {ak}k∈N0 of real numbers, which has special properties
(mentioned in the below given Lemmas 4.1–4.4), to prove the main theorem of this
paper. We define the sequence {ak}k∈N0 by the recurrent formula

a0 := 1, a1 := 0, a2n+k := ak −
1
2n
, k = 0, . . . , 2n − 1, n ∈ N. (4.8)

For this sequence, we have the following results:

Lemma 4.1. The sequence {ak} is almost periodic.

The above lemma follows from Theorem 3.1 where we set ϕk = ak (k ∈ N) and

X = R, m = 0, j = 1, ϕ0 = 1, rn =
4
2n
, n ∈ N.

Lemma 4.2. The following holds

a2n+2−1−i = −a2n+1+i (4.9)

for any n ∈ N0 and i ∈ {0, . . . , 2n − 1}; i.e., i ∈ {0, . . . , 2n+1 − 1}.

Before proving this statement, observe that (4.9) is equivalent to

2n+2−1−i∑
k=2n+1+i

ak = 0, n ∈ N0, i ∈ {0, . . . , 2n − 1};

i.e., to
2n+1−1+i∑

k=0

ak =
2n+2−1−i∑

k=0

ak, n ∈ N0, i ∈ {0, . . . , 2n − 1}.

Proof of Lemma 4.2. Obviously, (4.9) is true for n ∈ {0, 1} because

a2 = −a3 =
1
2
, a4 = −a7 =

3
4
, a5 = −a6 = −1

4
;

i.e.,
1∑

k=0

ak =
3∑

k=0

ak =
7∑

k=0

ak = 1,
4∑

k=0

ak =
6∑

k=0

ak =
7
4
.

Suppose that (4.9) is true also for 2, . . . , n − 1. We choose i ∈ {0, . . . , 2n − 1}
arbitrarily. (We have 2n+2 − 1 − i ≥ 2n+1 + 2n.) From (4.8) and the induction
hypothesis it follows

a2n+2−1−i + a2n+1+2n+i = − 1
2n
, a2n+1+i − a2n+1+2n+i =

1
2n
.

Summing the above equalities, we get (4.9). �

Lemma 4.3. We have
n∑

k=0

ak ≥ 1, n ∈ N0. (4.10)

Proof. Evidently, a0 = a0 + a1 = 1. It means that (4.10) is true for n = 0 and
n = 1 = 21 − 1. Let it be valid for arbitrarily given 2p − 1 and all n < 2p − 1, i.e.,
let

n∑
k=0

ak ≥ 1, n ≤ 2p − 1, n ∈ N0.
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Considering the definition of {ak}, we obtain

2p+j−1∑
k=0

ak =
2p−1∑
k=0

ak +
2p+j−1∑

k=2p

ak ≥ 1 +
j−1∑
k=0

ak − j
1
2p
≥ 1 + 1− 1 = 1

for any j ∈ {1, . . . , 2p}. Lemma 4.3 now follows by the induction. �

Lemma 4.4. We have
2n−1∑
k=0

ak = 1, (4.11)

2n+i+2n−1∑
k=0

ak = 2− 1
2i
, (4.12)

where n ∈ N0, i ∈ N.

Proof. It is possible to prove this result by means of Lemma 4.2, but we prove it
directly using (4.8) and the induction principle. We have

a0 = 1, a0 + a1 = 1, a0 + a1 + a2 + a3 = 1.

If we assume that
2n−1−1∑

k=0

ak = 1,

then we get (see (4.8))

2n−1∑
k=0

ak =
2n−1−1∑

k=0

ak +
2n−1∑

k=2n−1

ak

=
2n−1−1∑

k=0

ak +
2n−1−1∑

k=0

(
ak −

1
2n−1

)

= 2
2n−1−1∑

k=0

ak − 1 = 1.

Therefore, (4.11) is proved. Analogously, applying (4.8) and (4.11), one can com-
pute

2n+i+2n−1∑
k=0

ak =
2n+i−1∑

k=0

ak +
2n+i+2n−1∑

k=2n+i

ak

= 1 +
2n−1∑
k=0

(
ak −

1
2n+i

)
= 1 +

(
1− 1

2i

)
what gives (4.12). �

Applying the matrix valued functions F1, F2, we obtain the next lemma.
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Lemma 4.5. For each j ∈ {1, 2}, any n ∈ N0, and i ∈ {0, . . . , 2n − 1}, it holds

Fj(a2n+2−1−i) = F−1
j (a2n+1+i)

and, consequently,
2n+2−1−i∏
k=2n+1+i

Fj(ak) =
2n+1+i∏

k=2n+2−1−i

Fj(ak) = I.

Proof. Clearly, this is a corollary of Lemma 4.2. Consider (4.6), (4.7), and the fact
that the multiplication of matrices (in M(R,m)) is associative. �

Immediately, from Lemma 4.4 (see (4.7)), we have the following formulas for the
function F2:

Lemma 4.6. The equalities
2n−1∏
k=0

F2(ak) = F2(1),
2n+i+2n−1∏

k=0

F2(ak) = F2

(
2− 1

2i

)
hold for all n ∈ N0 and i ∈ N.

Now we can prove the main statement of our paper.

Theorem 4.7. There exists a system of the form (4.1) that does not possess a non-
zero almost periodic solution.

Proof. First we suppose that the coefficients Ak belong to X such that there exists
a function F1 from (4.6). Using Theorem 2.4, we get the almost periodicity of the
sequence {F1 ◦ ak}k∈N0 , where {ak} is given by (4.8). We want to show that all
nonzero solutions of the system S1 ∈ X determined by {F1 ◦ ak} are not almost
periodic.

By contradiction, suppose that there exist c1, . . . , cm ∈ R such that the vector
valued sequence

{fk} :=
{
Pk ·

 c1
...
cm

}, k ∈ N0, (4.13)

where {Pk}k∈N0 is the principal fundamental matrix of S1, is nontrivial and almost
periodic; i.e., suppose that S1 has a nontrivial almost periodic solution {fk}. Since
{fk} is almost periodic, (c1, . . . , cm)T is nonzero, and, because of a0 = 1, it is valid

fi = Ui · F1(1) ·

 c1
...
cm

 for any i ∈ N and some Ui ∈ X, (4.14)

we know that (see (4.3))

F1(1) is regular for c := (c1, . . . , cm)T . (4.15)

Considering (4.8), the uniform continuity of F1 and the continuity of the multi-
plication of matrices (see (4.2)), (iii), Lemma 4.5, and (4.13), from the first part of
Theorem 3.3 (see the proof of Corollary 3.4 and again Lemma 4.5), one can obtain
that the sequence {gk}k∈Z, where

gk := fk, k ∈ N0, gk := f−k, k ∈ Z \ N0, (4.16)
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is almost periodic too. Now we use Theorem 2.3 for {ϕk} ≡ {gk} and {hn}n∈N ≡
{2n}n∈N (we can also consider directly {ϕk} ≡ {fk} and use Remark 2.2). This
theorem implies that, for any ε > 0, there exists an infinite set N(ε) ⊆ N such that
the inequality

d(gk+2n1 , gk+2n2 ) < ε, k ∈ Z (4.17)
holds for all n1, n2 ∈ N(ε).

Using (4.6) (twice), we get d(c, F1(1) · c) > 0, and consequently (consider (4.15))

ϑ := d(F1(1) · c, F1(1) · F1(1) · c) > 0. (4.18)
From Lemma 4.5 (for i = 0), (4.13), and (4.16) (see also (4.14)), we have

g0 = c, g1 = F1(1) · c, . . . , g2n = F1(1) · c, (4.19)

where n ∈ N is arbitrary, and hence, considering (4.8), it holds

d(g2i+2n , F1(1) · F1(1) · c) → 0 as n→∞ (4.20)

and for every i ∈ N because F1 is uniformly continuous and the multiplication of
matrices is continuous. We also have

d(g2n2+2n1 , F1(1) · c) < ϑ

2
(4.21)

for all n1, n2 ∈ N(ϑ
2 ). Indeed, put k = 2n2 in (4.17) and consider (4.19) for

n = n2 + 1. If we choose n1 ∈ N(ϑ
2 ) and put i = n1 in (4.20), then there exists

n0 ∈ N such that, for any n ≥ n0, it holds

d(g2n1+2n , F1(1) · F1(1) · c) < ϑ

2
.

Thus, for arbitrarily given n2 ≥ n0, n2 ∈ N(ϑ
2 ), we get

d(g2n2+2n1 , F1(1) · F1(1) · c) < ϑ

2
. (4.22)

Finally, applying (4.18), (iii), (4.21), and (4.22), we have

ϑ ≤ d(F1(1) · c, g2n2+2n1 ) + d(g2n2+2n1 , F1(1) · F1(1) · c) < ϑ.

This contradiction gives the proof when we consider (4.6) for k ∈ N0.
Let k ∈ Z. Then, we can consider the system S̃1 determined by the sequence

Bk := F1(ak), k ∈ N0, Bk := F1(−a−k−1), k ∈ Z \ N0. (4.23)

Since the sequence {| ak |}k∈N0 is almost periodic (see Theorem 2.4) and has the
form of {ϕk}k∈N0 from Theorem 3.1 and since it is valid (see (4.9))

| a2n+2−1−i | = | a2n+1+i |, n ∈ N0, i ∈ {0, . . . , 2n − 1},

the fact that {Bk} is almost periodic follows from the second part of Corollary 3.4,
from (c) (mentioned in Section 2), and Theorem 2.4. Next, the process is the same
as for k ∈ N0. Let {Pk}k∈Z be the principal fundamental matrix of S̃1 and gk := fk,
k ∈ Z. Also now we have (4.17), and consequently we get the same contradiction.

Let the coefficients Ak belong to X such that there exists a function F2 from
(4.7). Consider the numbers t1, . . . , tq ∈ (0, 1] and δ > 0 from (4.7). Without loss
of the generality, we can assume

δ < t1 < · · · < tq and tq < 1− δ. (4.24)
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Indeed, if tj = 1, then we can put tj := 1 − δ
2 and redefine δ. We repeat that any

vector v ∈ Rm determines some j ∈ {1, . . . , q} (see again (4.7)) such that v is not
an e1-eigenvector of F2(t) for t ∈ (tj − δ, tj + δ).

From Theorem 2.4 it follows that the sequence {F2 ◦ ak}k∈N0 is almost periodic.
Thus, it determines the system of the form (4.1). We will denote it as S2. Suppose
that S2 has a nontrivial almost periodic solution {xk}k∈N0 . For the principal
fundamental matrix {Pk} of the system S2, we have

xk = Pk · x0, k ∈ N0,

where the vector x0 is nonzero. Using this fact and taking into account Lemma 4.3
and (4.7), we obtain

xn = F2(t) · F i
2(1) · x0 for some i ∈ N, t ∈ [0, 1), (4.25)

and for arbitrary n ∈ N. From Lemma 4.6, we also get

x2n = F2(1) · x0 for all n ∈ N0 (4.26)

and
x2n+i+2n = F2

(
1− 1

2i

)
· F2(1) · x0 for all n ∈ N0, i ∈ N. (4.27)

Analogously as for {fk}, one can extend {xk}k∈N0 by the formula

xk := x−k, k ∈ Z \ N0

for all k ∈ Z so that the sequence {xk}k∈Z is almost periodic too. Now we apply
Theorem 2.3 for the sequences {xk}k∈Z and {2n}n∈N. For any ε > 0, there exists
an infinite set M(ε) ⊆ N such that, for any n1, n2 ∈M(ε), we have

d(xk+2n1 , xk+2n2 ) < ε, k ∈ Z. (4.28)

Since F2 is uniformly continuous and the multiplication of matrices is continuous,
for arbitrary i ∈ N0 and ε > 0, we have from (4.8) and (4.26) that

d(x2i+2n , F2(1) · F2(1) · x0) < ε for sufficiently large n ∈ N. (4.29)

Because of the almost periodicity of {xk} and (4.25), the matrix F2(1) has to be
regular for x0. Let ε > 0 be arbitrarily small and n1 ∈M(ε) arbitrarily large. From
(4.28) and (4.29), where we choose k = 2n1−j and i = n1 − j for j ∈ {0, . . . , n1}, it
follows that, for given n1, there exists sufficiently large n2 ∈M(ε) for which

d(x2n1−j+2n1 , F2(1) · F2(1) · x0)

≤ d(x2n1−j+2n1 , x2n1−j+2n2 ) + d(x2n1−j+2n2 , F2(1) · F2(1) · x0) < 2ε.
(4.30)

Since ε (in (4.30)) is arbitrarily small and, choosing j = 0, we have

d(x2n1+1 , F2(1) · F2(1) · x0) < 2ε,

we know (see (4.26)) that F2(1) · x0 is an e1-eigenvector of F2(1), i.e., we get

d(F2(1) · x0, F2(1) · F2(1) · x0) = 0. (4.31)

If we choose j = 1, then we obtain (consider (4.27))

d(F2(
1
2
) · F2(1) · x0, F2(1) · F2(1) · x0) = 0.

Analogously, for any j (the number n1 is arbitrarily large), we get

d(F2

(
1− 1

2j

)
· F2(1) · x0, F2(1) · F2(1) · x0) = 0.
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Thus,

d(F2

(
2− 1

2j

)
· x0, F2(1) · F2(1) · x0) = 0, j ∈ N. (4.32)

Hence, we have

d(F2

(
2− 1

2j

)
· x0, F2

(
2− 1

2j−1

)
· x0) = 0, j ∈ N. (4.33)

Because of

F2

(
2− 1

2j

)
= F2

( 1
2j

+ 2− 1
2j−1

)
= F2

( 1
2j

)
· F2

(
2− 1

2j−1

)
and (see (4.31) and (4.32))

d
(
F2

(
2− 1

2j−1

)
· x0, F2(1) · x0

)
= 0,

from (4.33) it follows

d
(
F2

( 1
2j

)
· F2(1) · x0, F2(1) · x0

)
= 0 for all j ∈ N,

i.e., F2(1) · x0 is an e1-eigenvector of F2(2−j) for all j ∈ N.
Since any number t ∈ [0, 1] can be expressed in the form

∞∑
i=1

ai

2i
, where ai ∈ {0, 1},

for considered δ > 0, there exists n ∈ N such that, for every t ∈ [0, 1], there exist
a1, . . . , an ∈ {0, 1} satisfying ∣∣t− n∑

i=1

ai

2i

∣∣ < δ.

Thus, F2(1) · x0 is an e1-eigenvector of F2(tj + sj) for some sj ∈ (−δ, δ) and any
j ∈ {1, . . . , q} which cannot be true. This contradiction shows that {xk}k∈N0 is not
almost periodic.

If one considers the system S̃2 obtained from S2 as in (4.23) (after replacing S1

by S2), then, analogously as for F1 and k ∈ N0, one can prove that S̃2 ∈ X and
that any its nontrivial solution {xk}k∈Z is not almost periodic. �

Remark 4.8. Let a nonzero F1(1) · v ∈ Rm not be an e1-eigenvector of the matrix
F1(1) from (4.6); i.e., the condition (4.6) be weakened in this way. Then, from
the first part of the proof of Theorem 4.7, we obtain that the sequence {fk}, given
by (4.13), is not almost periodic for (c1, . . . , cm)T = v. It means that there exists
a system S1 ∈ X with the principal fundamental matrix {P 1

k } such that the se-
quence {P 1

k ·v}k∈N0 or {P 1
k ·v}k∈Z is not almost periodic. Analogously, it is seen: If

one requires in (4.7) only that, for a nonzero vector v ∈ Rm, there exists t ∈ (0, 1]
for which F2(1) · v is not an e1-eigenvector of F2(t), then there exists a system
S2 ∈ X satisfying that the sequence {P 2

k · v}k∈Z (or {P 2
k · v}k∈N0), where {P 2

k }k∈Z
(or {P 2

k }k∈N0) is the principal fundamental matrix of S2, is not almost periodic.

The condition

F2

( p∑
i=1

si

)
=

p∏
i=1

F2(si), s1, . . . , sp ∈ [−1, 1], p ∈ N (4.34)
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in (4.7) is “strong”. For example, from it follows that the multiplication of matrices
from the set {F2(t); t ∈ R} is commutative. At the same time, we say that, for
many subsets of unitary or orthogonal matrices, it is not a limitation and that the
method in the proof of Theorem 4.7 can be simplified in many cases. We will show
it in two important special cases.

Example 4.9. If, for any nontrivial vector v ∈ Rm, there exists ε(v) > 0 with the
property that

F2(t) · v /∈ Oε(v)(v) for all t ≥ 1 (see (4.4)),

then the fact, that the systems S2 and S̃2 from the proof of Theorem 4.7 do not have
nontrivial almost periodic solutions, follows directly from Lemma 4.3 and (4.34).
Indeed, the set T({xk}, ε(x0)) \ {0} is empty for any nonzero solution {xk}.

Example 4.10. Let the function F2, in addition to (4.7), satisfy

F2(s) = F2(0) = I (4.35)

for some positive irrational number s, (4.24) hold, and p ∈ N be arbitrary. Then,
the system S determined by the sequence

{Ak} := {F2(k/p)},

where k ∈ N0 or k ∈ Z, has no nontrivial almost periodic solutions.
The function F2(t/p), t ∈ R is continuous and periodic with a period ps (see

(4.34), (4.35)). Using the compactness of the interval [0, ps], (4.34), and Theo-
rem 2.3, we get that {F2(k/p)}k∈Z is almost periodic. The almost periodicity of
{F2(k/p)}k∈N0 is now obvious.

Suppose, by contradiction, that {xk} ≡ {Pk · x0} is a nontrivial almost periodic
solution of S. We mention that there exists δ > 0 satisfying that, for any nonzero
v ∈ Rm, one can find j ∈ N such that there exists a positive number ϑ(v) for which

ϑ(v) ≤ d(F2

( j
p

+ t
)
· v, v), t ∈ (−δ, δ), (4.36)

because
{F2(k/p); k ∈ N} is dense in {F2(t); t ∈ R} (4.37)

which is proved (for a continuous periodic function F2 satisfying (4.34) with the
smallest period s > 0 that is an irrational number) in detail, e.g., in [25, pp. 44–46].
Evidently, (4.37) gives that

{F2(k/p); k ∈ N} is dense in {F2(t); t ∈ R} (4.38)

for any set N what is relative dense in N.
Because the multiplication of matrices is continuous, there exists ε > 0 which

satisfies that every vector u with the property d(u, x0) < ε determines the same j
in (4.36) as x0 and one can find

ϑ(u) ≥ ϑ(x0)
2

. (4.39)

From (4.34), we see that

xk = F2

( k−1∑
i=0

i

p

)
· x0, k ∈ N. (4.40)
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Let l be an arbitrary positive ϑ(x0)
2 -translation number of {xk}, thus, let

d(xk+l, xk) <
ϑ(x0)

2
for all k ∈ N, (4.41)

and let N be the set of all positive ε-translation numbers of {xk}. Since
k+l−1∑

i=0

i

p
=

k−1∑
i=0

i

p
+
kl

p
+
l(l − 1)

2p
, k ∈ N,

for all k ∈ N , we have (see again (4.34))

d(xk+l, xk) = d
(
F2

(kl
p

+
l(l − 1)

2p

)
· F2

( k−1∑
i=0

i

p

)
· x0, F2

( k−1∑
i=0

i

p

)
· x0

)
. (4.42)

From (4.38), if we replace 1
p by l

p , we get the choice of k ∈ N such that∣∣ j
p
− kl

p
− l(l − 1)

2p

∣∣ < δ (mod s) (4.43)

for j in (4.36) determined by x0. From (4.36), (4.39) (consider the definition of ε),
(4.40), (4.42), and (4.43), we have

d(xk+l, xk) ≥ ϑ(x0)
2

for at least one k ∈ N. But, at the same time, we have (4.41). This contradiction
gives that {xk} cannot be almost periodic. See also the proof of the first part of
[21, Proposition 2, p. 593], where almost periodic unitary systems are studied.

At the end, we remark that the last considered system S (in Example 4.10) has
no physical interpretations in any technical applications if we consider directly the
sequence {k/p}; in contrast to S2 and S̃2 (the sequence {ak}). In applications,
the following can be utilized: Let {uk}k∈Z (or {uk}k∈N0) be a sequence of arbitrary
values and let the below considered function ϕ be defined on the set {uk; k ∈ Z} or
{uk; k ∈ N0}. If we extend the definition of the discrete almost periodicity so that ϕ
is almost periodic if, for every ε > 0, one can find p(ε) ∈ N0 with the property that
any set, in the form {k0, . . . , k0 + p(ε)}, k0 ∈ Z (or k0 ∈ N0), contains a number l
satisfying the inequality

d(ϕ(uk+l), ϕ(uk)) < ε

for all k ∈ Z (or k ∈ N0), then all results (mentioned in this article) about almost
periodic sequences are still valid.
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[24] Veselý, M.: On Orthogonal and Unitary Almost Periodic Homogeneous Linear Difference

Systems. In: Proceedings of Colloquium on Differential and Difference Equations (Brno,

2006), 179–184. Folia Fac. Sci. Natur. Univ. Masaryk. Brun. Math., vol. 16, Masaryk Univer-
sity, Brno, 2007.
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