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PROPERTIES OF SOLUTIONS TO NONLINEAR DYNAMIC
INTEGRAL EQUATIONS ON TIME SCALES

DEEPAK B. PACHPATTE

ABSTRACT. The main objective of the present paper is to study some basic
qualitative properties of solutions of a certain dynamic integral equation on
time scales. The tools employed in the analysis are based on the applications of
the Banach fixed point theorem and a certain inequality with explicit estimate
on time scale.

1. INTRODUCTION

Stefan Hilger in his doctoral dissertation, that resulted in his seminal paper
[6] in 1990, initiated the study of time scales in order to unify continuous and
discrete analysis. During the previous three decades many authors have studied
various aspects of dynamic equations on time scales by using different techniques.
An excellent account on time scales and dynamic equations on time scales can be
found in the two recent books [2] B] by Bohner and Peterson.

In the study of dynamic equations on time scales, most often the analysis turns
to that of a related integral equation on time scales. It seems integral equations on
time scales have an enormous potential for rich and diverse applications and thus
they are most worthy of attention. In this paper we consider a general nonlinear
dynamic integral equation

t
x(t) = f(t,x(t),/ g(t,T,l‘(T))AT), (1.1)
to
where z is the unknown function to be found, g : IZxR™ — R", f: [ x R" xR" —
R™, t is from a time scale T, which is a known nonempty closed subset of R, the
set of real numbers, 7 < ¢t and It = I NT, I = [ty, 0] be the given subset of R,
R™ the real n-dimensional Euclidean space with appropriate norm defined by | - |,
xo is a given constant in R™ and the integral sign represents a very general type
of operation, known as the delta integral. For more details, see [2]. The aim of
this paper is to study some fundamental qualitative properties of solutions of
under some suitable conditions on the functions involved therein. The well known
Banach fixed point theorem (see [5], p.37]) coupled with Bielecki type norm (see [1])
and the time scale analogue of a certain integral inequality with explicit estimate
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are used to establish the results. Here, our approach is elementary and provide
some useful results for future reference.

2. PRELIMINARIES

In this section we give some preliminaries and basic lemmas used in our subse-
quent discussion. We assume that any time scale has the topology that it inherits
from the standard topology on R. Since a time scale may or may not be connected,
we need the concept of jump operators. We denote two jump operators o,p: T — R
as

o(t)=inf{se€T:s>t}, pt)=sup{seT:s<t}.

If o(t) > t, we say that t is right scattered, while if p(t) < t, we say that t is left
scattered. A function f : T — R is said to be rd-continuous if it is continuous at
each right dense point in T. The set of all rd-continuous functions is denoted by
Cyrq. If T has a left scattered maximum m, then

T — T—m if supT < oo,
T if supT = oo.

We define the delta derivative of a function f : T — R at the point ¢ € I, denoted
by f2(t) as for given € > 0 there exists a neighborhood N of ¢ with

[f(@(t)) = f(s) = F2()(o(t) = 5)| < elo(t) = s],

for all s € N. A function F' : T — R is called an antiderivative of f : T — R
provided F2 = f(t) holds for all ¢ € I. In this case we define the integral of f by

/ f(r)AT = F(t) - F(s)

where s,t € T. For p € R, we define (see [7]) the exponential function e,(.,%y) on
time scale T (for each fixed ¢y € T) as the unique solution to the scalar initial value
problem

2 =p)z, xz(ty) = 1.

For more on the basic theory and recent developments of time scales, see [2}, B].

Following [7], we first construct the appropriate metric space with It := [tg, 00)r
for our analysis. Let 8 > 0 be a constant and consider the space of continuous
functions C([to, 00)T; R™) such that supyey, ) % < oo and denote this special
space by Cgs([to,00)r;R™). We couple the linear space Cg([to,o0)r; R™) with a
suitable metric; namely,

dF (z,y) = sup —— "
p te[to,oo)'ﬂ' eﬂ(t7t0)

with norm defined by

()]

|| = sup ——~.
o te[to,OO)T eﬁ( 7t0)

For some important properties of d3° and | - |3 see [T].
We use the following fundamental result proved in Bohner and Peterson [2].
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Lemma 2.1. Let tg € T* and assume that k : T x T — R is continuous at (t,t),
where t € TF with t > to. Also assume that k(t,.) is rd-continuous on [tg,o(t)].
Suppose that for each € > 0 there exists a neighborhood N of t independent of
t € [to,o(t)] such that

|k(0(t)77) - k(577—) - k’A(t,T)(U(t) - S)' < 6|U(lf) - S|,

for s € N, where k* denotes the A derivative of k with respect to the first variable.
Then .
ot) = | Kt.nAr,
to
for t € It, implies
t
950 = [ KA 7)AT + ko (o)1)
to
fort e Ir.

The following Lemma proved in [4, Corollary 3.11 p. 8] is useful in our main
results.

Lemma 2.2. Assume that u € ¢.q and u > 0 and ¢ > 0 is a real constant. Let
k(t,s) be defined as in Lemma 1 such that k(o(t),t) > 0 and k®(t,s) > 0 fors,t € T
with s <t. Then

u(t) < c+/t k(t, T)u(r)AT, (2.1)
implies
u(t) < cealt,to), (2.2)
for allt € T, where
A(t) = k(o(t),t) + /t E2(t, T)AT. (2.3)

3. EXISTENCE AND UNIQUENESS

In this section we present our result on the existence and uniqueness of solutions
of (L1).

Theorem 3.1. Let L > 0, 3> 0, M >0, v > 1 be constants with = L. Suppose
that the functions f,g in (L.1)) are rd-continuous and satisfy the conditions

|t u,v) = f(tw,0)| < M[lu—a|+ |v— ], (3.1)
|g(t7s,u)—g(t,s,v)|§L|u—v|,
t
di = sup ’f t,O,/ g(t, 7,0)AT ’<oo. 3.3
! tE[to,00)T es(t,a) ( to ( ) ) (3:3)

If M(1+4 =) < 1, then (L1.1) has a unique solution x € Cg([to, c0)T; R™).

1
v

Proof. Let x € Cg([to, o0)r; R™) and define the operator F' by
t

(Fa)(t) = f(t,:c(t), / t g(t,T,x(T))AT) - f(t,O, / g(t, 7, O)AT)
fo fo (3.4)

+f(t,0,/tg(t,T,O)A7').

to
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Now, we show that F' maps Cg([to, 00)r; R™) into itself. Let = € Cs([to, 00)r; R™).
From ([3.4) and using the hypotheses, we have

F t
Fafy = sp F@O)
tE[to,00)T eﬂ(t7a)
t
< sw —|f(tal). [ gtrmaw)an)
tEfto,00)T e,@ t tO to
t

f(t’o’/ttg(t’T’ O)AT) f(t 0,/t g(t, T, O)AT)’

0 0

< oo to (f( /ttg(tﬂ' 2(r)Ar) —f<t707/t:g(t,T,O)AT)‘

t
i e (00 o)

0

t
<dit sup Mla(®)] + [ Lia(rjar
te€[to,00)T es(t, to) to
lz(t)] ¢ |z(7)]
=d;+M| sup +L sup ———— [ ep(r,to) ——=AT
Le[to,oo)w es(t, to)} P (T I es(T,t0)

1 t
<d; + M[|x|§° + Llz|3  sup m/ ea(T, tQ)AT:|

t€(to,00)T €S

1 ea(t,to) — 1
—dy + M|z|% {1 L }
Lt |w|5 * te[i(:l,go)T es(t, to) B )

L
=dy + Mlz|F[1+ =]

B8

1
=dy+ |z|FM(1+ 5) < 0.

This proves that the operator F' maps Cs([tg, 00)r; R™) into itself.
Next we verify that F is a contraction mapping. Let u,v € Cg([to, 00)r; R™).
From (3.4) and by using the hypotheses, we have

dg (Fu, Fv)
o [EDO - (P00
t€[to,00)r es(t,to)

1 t t

:te[ill,gc)feﬂ(tvt())’f(t,u(t)’/to g(t, T u(r ))AT) f(t,v(t)7/to g(t,T,’U(T))AT)‘
1 t

< s s M)~ o)+ [ ) —via]

e ) o) NG G

g P ey ﬂ@omheﬁ( gt [ ot D ]

< M[dff(u, v) + Ld3 (u,v) sup St / es(T,to) AT
t€[to,00) 0
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1 eg(t,to) —1
= MdF (u,v)|14+ L sup
A ( ) te[to,OO)T eﬁ(t7t0) ( 6 )]
o L
= Mdg (u,v)[1+ E}

=M1+ ’Y)dﬁ (u,v).

Since M (1 + %) < 1, it follows from the Banach fixed point theorem [5, p. 37] that
F has a unique fixed point in Cg([tg, 00)r; R™). The fixed point of F is however a
solution of (|1.1)). The proof is complete. O

We note that the norm |- [3° used in the proof of Theorem 1 is a variant of
Bielecki’s norm [I], first used in 1956 while proving existence and uniqueness of
solutions of ordinary differential equations (see also [10]).

4. ESTIMATES ON THE SOLUTION

The following theorem provides an estimate on the solution of (1.1)).

Theorem 4.1. Suppose that the functions f, g in (1.1)) are rd-continuous and
satisfy the conditions

|f(t,u,0) = f(t,0,0)] < Nlu—al+[v—2]], (4.1)
|g(t>7—> u) - g(ta T, U)| < k(ta T)|u - ’U| (42)

where 0 < N < 1 is a constant, k(t,7) be defined as in Lemma 1 such that
k(a(t),t) >0 and k®(t,7) > 0 for 7,t € T with 7 <t. Let

t
c1 = sup (t,O,/ g(t, T, O)AT)‘ < 00. (4.3)
t€[to,00)r to
If x(t), t € It is any solution of (L.1), then
c
2 (t)] < (;—57)en(t to), (4.4)
for t € It, where
N t
B(t)= —— At,T)AT|. 4.
()= oy o0+ [ k0 mar] (45)

Proof. By using the fact that x(¢) is a solution of (|1.1)) and hypotheses, we have

) < ‘f(t,O,/ttg(t,T,O)Ar)’

0
t

n ‘f(t,x(t)7/ttg(t,7',x(7'))AT> —f(t,O,/t g(t7770)m)]

0 0
t
<c+ N[|x(t)| + / k(t77)\m(7)|AT}.
to
From the above inequality and using the assumption 0 < N < 1, we observe that

|=(t)] _1_N / k(t, )|z ()| AT.

Now applying Lemma 2 to the above inequality, we obtain (4.4)). [
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We note that the estimate obtained in (4.4)) yields bound on the solution of (1.1)).
(1)

If the bound on the right hand side in (4.4)) is bounded then the solution of
is bounded.

5. CONTINUOUS DEPENDENCE

In this section we study the continuous dependence of solutions of on
the functions involved therein and also the continuous dependence of solutions of
equations of the form (L.1).

Consider and the corresponding equation

t
) = Ft.ott), | gt mu(r)an), (5.1
to
fort € It, T <'t, Wheregzl%x]R”HR",f:ITxR"XR”HR” and g is a given

constant in R™.
The following theorem deals with the continuous dependence of solutions of (|1.1))
on the functions involved therein.

Theorem 5.1. Suppose that the functions f, g in (1.1 are rd-continuous and
satisfy the conditions (4.1) and (4.2)). Furthermore, suppose that

(e, [ ot rn(m)AT) (s /

to to

where f, g and f, § are the functions involved in (I.1)) and (5.1), e, > 0 is an
arbitrary small constant and y(t) is a given solution of (5b.1). Then the solution

x(t), t € It of (L.1) depends continuously on the functions involved on the right
hand side of (1.1]).

t

g(t,r,y(r))AT>’ <6 (5.2)

Proof. Let u(t) = |z(t) — y(t)|, t € IT. Using the facts that z(¢) and y(t) are the
solutions of (1.1) and (5.1)) respectively and the hypotheses, we have

) <[ (@) [ attma(ear) - s (a0, [ ott.ratrar)

+f (e, ot (AT = () /

to to

<€+ N{u(t) + /t k(t,q—)u(r)AT].

to

gt y()ar)|  (5.3)

From the above inequality and using the assumption that 0 < N < 1, we observe
that

€1 N ¢
< —_ AT, 4
) < T oy [ M TunAr (54)
Now an application of Lemma 2 to (5.4]) yields
€
() (D) < (5 en(t. ), (55)

where B(t) is given by (4.5). From ([5.5) it follows that the solution of (1.1]) depends
continuously on the functions involved on right hand side of (1.1). [
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Now we consider the dynamic integral equations on time scales:

2(t) = h(t, =(t), / o(t, 7, 2(7) AT, ), (5.6)
z(t) = h(t,z(t)7/t g(t, 7, 2(7)) AT, o), (5.7)

fortEIT,Tgtwhereg:LfXR"HR",h:ITxR"XR"XRHR” and u, po
are real parameters.

The following theorem shows the dependency of solutions of (5.6)), (5.7) on pa-
rameters.

Theorem 5.2. Suppose that the function h in (5.6)), (5.7) is rd-continuous and
satisfy the conditions

|1t u, v, 1) = h(t, @, 0, p)| < Nflu—al + |v - 3], (5.8)

|h(t,u, v, 1) = h(t, u, v, po)| < q(t) |1 = pol, (5.9)

where 0 < N < 1 is a constant, q : qu — R+, q € Crq such that q(t) < Q < 00,

Q is a constant and the function g in , (5.7) satisfies the condition . Let
z1(t) and z2(t) be the solutions of (5.6)) and (5.7) respectively. Then

210 — 2a(0)] < D dol oy ),

for t € It, where

_ 1\7
B#) = —— / KA(tm) A ). (5.10)
Proof. Let z(t) = |z1(t) — z2(t)|, t € It. Using the fact that z1(¢) and z5(t) are the
solutions of (5.6) and (5.7) and hypotheses, we have

t

2(t) < ‘h(t,zl(t),/tg(t,r, z1(1)) AT, ,u) —h(t,ZQ(t),/ g(t, 7, z2(7)) AT, u))

to to
t

+n(t0, [ (e m () Ar ) <h (82200 /

to to

g(t, 7, 22(7)) AT, HO)‘
< N[z(t) + /tt k(t7T)Z(T)AT:| + Qlp — pol-

From this inequality and using the assumption 0 < N < 1, we observe that

Z()_Q\lﬂ_ H0| 1_N/ (t.7)2

Now an application of Lemma 2 to the above inequality yields (5.2]), which shows
the dependency of solutions of (5.6 and (5.7)) on parameters. O

We note that, if f(¢,x,y) in (1.1)) is of the form f(¢, z,y) = h(t,z)+y, then (1.1

reduces to

x(t) = h(t,z(t)) —|—/ g(t,7,x(7))AT,

to
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which in turn contains as a special case the equation studied by Kulik and Tisdell
[7]. Furthermore, we note that the idea used in this paper can be very easily
extended to study the general dynamic integrodifferential equation of the form

¢

2 (t) = f(t,x(t),/ g(t,T,a?(T))AT), x(tg) = g (5.11)
to

under some suitable conditions on the functions involved in (5.11)). We leave the

details to the reader to fill in where needed.
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