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THE FUCHSIAN CAUCHY PROBLEM

MALIKA BELARBI, MUSTAPHA MECHAB

Abstract. This article presents a global version of the main theorem by

Baouendi and Goulaouic [1], in the space of differentiable functions with re-

spect to Fuchsian variable, and holomorphic with respect to other variables.
We have no assumptions on the characteristic exponents, and no hyperbolicity

conditions.

1. Introduction

Baouendi and Goulaouic [1] generalized the Cauchy-Kowalevsky and Holmgren
theorems for the Cauchy problem

Pu(t, x) = f(t, x), (t, x) ∈ R× Rq

Dl
tu(0, x) = wl(x), 0 ≤ l ≤ m− k − 1

(1.1)

with

P = tkDm
t +

m−1X
j=m−k

aj(x)tj−m+kDj
t +

m−1X
j=0

X
|β|≤m−j

aj,β(t, x)tmax{0,j−m+k+1}Dj
t D

β
x (1.2)

called Fuchsian operators with weight m − k with respect to t. Its associated
characteristic polynomial (or indicial polynomial) is defined by

C(λ, x) = λ(λ− 1) . . . (λ−m+ 1) + am−1(x)λ(λ− 1) . . . (λ− (m− 1) + 1)

+ · · ·+ am−k(x)λ(λ− 1) . . . (λ− (m− k) + 1)

and its m roots λ1(x), . . . , λk(x), λk+1 = 0, . . . , λm = m− k− 1 are called charac-
teristic exponents (or characteristic index) of P at x. Under the condition

(C1) For any integer λ ≥ m− k, C(λ, 0) 6= 0,
they solve (1.1) in the space of real-analytic functions in a neighborhood of the
origin. When the problem (1.1) is considered in the spaces of partial-analytic
functions (Cm−k+h

k class on the variable t which will be defined in Section 2.), the
condition (C1) is not sufficient to solve this problem. In order to show the well-
posedness in these functional spaces, they imposed an additional assumption of the
form

(C2) <eλl(x) < m− k + h, for x ∈ V and 1 ≤ l ≤ m,
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where V is a connected neighborhood of 0 in Cq.
Yamane [12] gave a global version of the main result of [1] for Fuchsian opera-

tors with polynomial coefficients, by using the condition (C1) and the method of
successive approximations. Mandai [6] has been interested in the assumptions of
characteristic exponents. Applying the method of Frobenius, he could omit them,
in particular for hyperbolic equations considered by Tahara in different functional
spaces.

When m = k, (case of weight 0), Lope [5] multiplied the coefficients aj,β(t, x)
by µ(t)|β| where µ(t) is a weight function introduced by Tahara [10], in order
to construct another class of Fuchsian operators slightly more general than the
ones given in [1]. After specifying some properties of this function, without the
condition (C1), he showed the very important role of the condition (C2) to invert
some operators for getting a unique local solution ofC0

m class in t and analytic in x
for the above problem. On the other hand, Tahara [9] used the condition (C1) for
any x ∈ Rq as an essential argument under suitable hyperbolicity conditions on P
to prove C∞ well-posedness of the Cauchy problem (1.1).

The goal of our work is to establish the existence and uniqueness of a solution of
(1.1) in spaces of partially holomorphic functions for Fuchsian operators with the
principal part whose coefficients are polynomial in non-Fuchsian variables with a
particular degree. The consideration of this type of operators is classic and natural
for global solution of the Cauchy problem. They have been considered by several
authors, in characteristic and non characteristic case, as [7, 12, 8]. Hamada [4]
gave an example of operators with polynomial coefficients for which the associated
Cauchy problem, with some polynomial data, does not admit any global solution.

The main result of this paper is obtained without the hyperbolicity condition
and other conditions related to the characteristic exponents. We use the same
techniques as in [3]. We construct some Banach spaces, following the idea developed
in [11], where we reduce our differential problem into inversion of some operator.

Contrary to [5], our techniques allow us to give result of Nagumo’s type (see
Theorem 3.4) for Fuchsian operators without the conditions (C1) and (C2). On
other hand, we use the condition (C1) in our main result.

2. Notations and Main result

Let q ∈ N∗ and β = (β1, . . . , βq) ∈ Nq, we denote |β| =
∑q

i=1 βi. In what follows,
x = (x1, . . . , xq) ∈ Cq, for 1 ≤ i ≤ q, Dxi

= ∂
∂xi

is the partial differentiation with
respect to xi, Dx = (Dx1 , . . . , Dxq

) and we set

xβ =
q∏

i=1

xβi

i , Dβ
x = Dβ1

x1
. . . Dβq

xq
,

|x| = max
1≤i≤q

|xi|, Bx
R = {x ∈ Cq : |x| < R} .

For fixed positive integers s > m+ 1 and s′ = s− 1, we set:

∆ρ,R =
{
(t, x) ∈ R× Cq : (ρR)s′/s(ρ|t|)1/s + |x1|+ · · ·+ |xq| < ρR

}
|∆ρ,R| = {(|t|, x) : (t, x) ∈ ∆ρ,R} .

Let C[[X]] be the space of formal series on X whose coefficients belong to C and
H(Cq) be the space of entire functions in Cq. For h ∈ N, U ⊂ R and Ω ⊂ Cq open



EJDE-2009/102 THE FUCHSIAN CAUCHY PROBLEM 3

sets, Ch, ω(U × Ω) denote the algebra of functions f(t, x) of class Ch in t on U and
holomorphic in x on Ω.

For m ∈ N, we consider Ch,ω
m (U × Ω) the set of functions f ∈ Ch,ω(U × Ω) such

that for every 0 ≤ γ ≤ m, tγf ∈ Ch+γ,ω(U × Ω).
The expression f = O(tν) in C0,ω

m (R× Cq) means

∃g ∈ C0,ω
m (R× Cq) : f(t, x) = tνg(t, x) .

Consider problem (1.1) for a Fuchsian operator P given in (1.2). Assume that
the coefficients aj(x) = aj is a constant in C and aj,β(t, x) ∈ C∞, ω(R×Cq) satisfy
the following assumption

(H0) For any (j, β) such that j+ |β| = m, the functions aj,β(t, x) are polynomial
in x with ordx aj,β(t, x) < |β| and their coefficients are of C∞ class in t on
R.

Remark 2.1. The Fuchsian characteristic polynomial associated with operator P
given in (1.2), is defined by the identity:

∀λ ∈ N, t−λ+m−kPtλ
∣∣
t=0

= C(λ, x) .

Remark 2.2. From the hypothesis aj(x) constant in C, we can write C(λ, x) =
C(λ).

According to this remark, the condition (C1) becomes:
(C1) For any integerλ ≥ m− k, C(λ) 6= 0.

Under the above hypotheses on coefficients of P, our main result is as follows.

Theorem 2.3. Let P be a Fuchsian operator defined by (1.2). If condition (C1)
holds, then for any functions f ∈ C∞,ω(R × Cq) and w1, . . . , wm−k−1 ∈ H(Cq),
there exists a unique solution u ∈ C∞,ω(R× Cq) of Cauchy problem (1.1).

Remark 2.4. Take the expression of operator P given in (1.2) and look for solution
u of our Fuchsian Cauchy problem (1.1) in the form

u(t, x) =
m−k−1∑

l=0

wl(x)
l!

tl + tm−kv(t, x)

which satisfies the initial conditions, then problem (1.1) is equivalent to

Ptm−kv(t, x) = f(t, x)− P
[ m−k−1∑

l=0

wl(x)
l!

tl
]
. (2.1)

Note that the right hand side is a known function belongs to C∞, ω(R×Cq), and the
operator P1 defined by P1 = Ptm−kis also Fuchsian with weight 0 and its Fuchsian
characteristic polynomial C1 satisfies

∀λ ∈ N, C1(λ) = t−λP1t
λ
∣∣∣
t=0

.

Since
∀λ ∈ N, t−λP1t

λ
∣∣∣
t=0

= t−λ−(m−k)tm−kPtm−ktλ
∣∣∣
t=0

,

from remark 2.1 we have

∀λ ∈ N, C1(λ) = C(λ+m− k) .
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Then the condition (C1) implies

∀λ ∈ N, C1(λ) 6= 0 . (2.2)

Hence, the transformation of problem (1.1) to (2.1), allows us to limit our studies
for the case weight 0, with the condition (2.2), in the functional space C∞,ω(R×Cq).

3. Fuchsian Cauchy problem with weight 0

Let P be a Fuchsian operator with weight 0, expressed in the form

P = tmDm
t +

m−1∑
j=0

aj(x)tjD
j
t +

m−1∑
j=0

∑
0<|β|≤m−j

taj,β(t, x)tjDj
tD

β
x . (3.1)

We assume that aj(x) = aj are constants in C and aj,β ∈ C∞,ω(R× Cq) satisfying
(H0).

Theorem 3.1. Let P a Fuchsian operator with weight 0defined in (3.1). Under
above hypotheses, if its Fuchsian characteristic polynomial C(λ) 6= 0 for all λ ∈ N,
then for any functions f in C∞,ω(R× Cq), the following equation

Pu(t, x) = f(t, x) (3.2)

admits a unique solution u ∈ C∞,ω(R× Cq).

The sketch of the proof is follows:
• We first give two decompositions of operator P.
• We solve (3.2) in the spaces C0,ω

m (R × Cq). For that, we transform our problem
to inversion of an operator (I + B).
• We introduce Banach spaces which cover C0,ω

m (R× Cq) and prove that ‖B‖ < 1.
• We complete the proof in the subsection 3.2.3.

3.1. Decomposition of operator P. We have the following properties:

Lemma 3.2 ([1]). Let j ∈ N. we have

(1) tjDj
t =

(
Dtt

)j

+
j−1∑
k=0

ck

(
Dtt

)k

, where ck ∈ Z.

(2) For every u ∈ C∞(R), there exists a set of functions {ul}0≤l≤j ⊂ C∞(R)
such that

∀ v ∈ C∞(R), tjuDj
t v =

j∑
l=0

tlDl
t[ulv] (3.3)

From this lemma, we can rewrite P in the following forms

P = (Dtt)m +
m−1∑
j=0

bj(Dtt)j +
m−1∑
j=0

∑
0<|β|≤m−j

t̃bj,β(t, x)(Dtt)jDβ
x (3.4)

where bj ∈ C and b̃j,β ∈ C∞,ω(R× Cq), or

P = tmDm
t +

m−1∑
j=0

ajt
jDj

t −
m−1∑
j=0

tj+1Dj
tBm−j (3.5)

where Bm−j =
∑

0<|β|≤m−j

bj,β(t, x)Dβ
x and bj,β ∈ C∞,ω(R× Cq).
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Remark 3.3. According to (H0), for all (j, β) such that j+|β| = m, the coefficients
b̃j,β(t, x) and bj,β(t, x) are also polynomials in x with ordx b̃j,β(t, x) < |β| and
ordx bj,β(t, x) < |β| whose coefficients are of class C∞ in t on R.

3.2. Resolution of equation (3.2) in C0,ω
m (R × Cq). Let P a Fuchsian operator

defined in (3.1) with the same assumptions. Take a positive integer ν enough large
such that ∑

j<m

|bj |
1

νm−j
<

1
3
. (3.6)

Theorem 3.4. For any function f = O(tν) in C0,ω(R × Cq),there exists a unique
solution u = O(tν) in C0,ω

m (R× Cq) of the equation (3.2)

Proof. We start by seeking an equivalent problem. It is known that

∀u ∈ C0,ω
1 (R× Cq), Dtt[tνu(t, x)] = tν(Dtt+ ν)u(t, x)

then using the expression (3.4) of the operator P and a change of unknown u(t, x) =
tνv(t, x) with v ∈ C0,ω

m (R× Cq), we transform (3.2) to

P1v(t, x) = g(t, x), (3.7)

where

P1 = (Dtt+ ν)m +
m−1∑
j=0

bj(Dtt+ ν)j +
m−1∑
j=0

∑
0<|β|≤m−j

t̃bj,β(t, x)Dβ
x(Dtt+ ν)j

and g ∈ C0,ω(R× Cq) such that f(t, x) = tνg(t, x).

We also show the following proposition.

Proposition 3.5. For all j ∈ N∗, the operator (Dtt+ ν)j is an isomorphism from
C0,ω

j (R× Cq) to C0,ω(R× Cq), and its inverse Hj
ν is defined by

Hj
ν = Hν . . .Hν︸ ︷︷ ︸

j factors

, where Hνu(t, x) =
∫ 1

0

σνu(σt, x)dσ .

Then we can look for a solution of (3.7) in the form

v(t, x) = Hm
ν ψ(t, x) and ψ ∈ C0,ω(R× Cq)

which establishes the equivalence of (3.2) with

(I + B)ψ = g (3.8)

where

B =
m−1∑
j=0

bjH
m−j
ν +

m−1∑
j=0

∑
0<|β|≤m−j

t̃bj,β(t, x)Dβ
xH

m−j
ν .

In the next subsection we construct a suitable Banach space, on which we solve
problem (3.8).
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3.2.1. The Banach spaces E0,ω
ρ,R,a. Let

Φ(t, x) =
∑
δ∈Nq

ϕδ(t)
xδ

δ!
, Ψ(t, x) =

∑
δ∈Nq

ψδ(t)
xδ

δ!

be two formal series in R+[[x]]. We denote Ψ(t, x) � Φ(t, x) if for all δ ∈ Nq,
ψδ(t) ≤ ϕδ(t).

For u ∈ C0,ω(∆ρ,R), u(t, x) ≪ Φ(t, x) means

∀|t| < R, ∀δ ∈ Nq,
∣∣∣Dδ

xu(t, 0)
∣∣∣ ≤ ϕδ(t) .

Proposition 3.6. For u, v ∈ C0,ω(∆ρ,R), we have the following:

(1)
(
u(t, x) ≪ Φ(t, x) and Φ(t, x) � Ψ(t, x)

)
imply u(t, x) ≪ Ψ(t, x);

(2) If λ, µ ∈ C, we have
(
u(t, x) ≪ Φ(t, x) and v(t, x) ≪ Ψ(t, x)

)
implies

λu(t, x) + µv(t, x) ≪ |λ|Φ(t, x) + |µ|Ψ(t, x);
(3)

(
u(t, x) ≪ Φ(t, x) and v(t, x) ≪ Ψ(t, x)

)
implies

u(t, x)v(t, x) ≪ Φ(t, x)Ψ(t, x);
(4) u(t, x) ≪ Φ(t, x) if and only if ∀γ ∈ Nq, Dγ

xu(t, x) ≪ Dγ
xΦ(t, x).

To construct our Banach spaces, we use the same formal series given in [8]. Let
τ and ξ be one-dimensional variables. For all R, a ∈ R∗

+, we set

ϕa
R(ξ) =

eaξ

R− ξ
∈ R+[[ξ]]

which converges in the open set {ξ ∈ C : |ξ| < R} and satisfies the following
properties.

Lemma 3.7 ([8, Lemma 1.4]). For all p, l ∈ N, we have
(1) Dpϕa

R � a−lDp+lϕa
R;

(2) Dpϕa
R � p!

(p+ l)!
RlDp+lϕa

R.

We also put

Φa
R(τ, ξ) =

∑
p∈N

τpRs′pD
spϕa

R(ξ)
(sp)!

∈ R+[[τ, ξ]],

which converges in the set {(τ, ξ) ∈ R× C : Rs′/s|τ |1/s + |ξ| < R} and satisfies the
following estimates

1
R− (τ + ξ)

� Φa
R(τ, ξ), (3.9)

∀ η > 1,
ηR

ηR− (τ + ξ)
Φa

R(τ, ξ) � η

η − 1
Φa

R(τ, ξ) . (3.10)

For parameters ρ, a > 1, for all t ∈ R and x = (x1, . . . , xq) ∈ Cq, we set:
• τ = ρ|t|, ξ = x1 + · · ·+ xq;

• Φa
ρ,R(t, x) = Φa

ρR(ρ|t|, ξ) =
∑
p∈N

τp(ρR)s′p
Dspϕa

ρR(ξ)
(sp)!

;

• E0,ω
ρ,R,a = {u ∈ C0,ω(∆ρ,R), ∃C ≥ 0 : u(t, x) ≪ CΦa

ρ,R(t, x)};
• ‖u‖ = min{C ≥ 0 : u(t, x) ≪ CΦa

ρ,R(t, x)}
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Proposition 3.8.
(
E0,ω

ρ,R,a, ‖ · ‖
)

is a Banach space.

The proof of the above proposition follow the steps in [11, Proposition 6.1].

Remark 3.9 ([2]). Let ρ1 ≥ ρ2 and R1 ≥ R2, for all a1, a2 ∈ R+. Then we have
E0,ω

ρ1,R1,a1
⊂ E0,ω

ρ2,R2,a2
with continuous injection.

Proposition 3.10. Let R0, ρ ∈ R∗
+ and f ∈ C0,ω([−R0,+R0]×Bx

ρR0
), then for all

R ∈]0, R0[,

f(t, x) ≪ C
ρR

ρR− (τ + ξ)
,

where C = sup[−R0,+R0]×Bx
ρR0

|f(t, x)|.

Proof. For R ∈]0, R0[, applying the Cauchy’s Estimate to holomorphic function
x→ f(t, x) in Bx

ρR and bounded by C, we obtain

∀|t| < R, ∀δ ∈ Nq, |Dδ
xf(t, 0)| ≤ C

|δ|!
(ρR)|δ|

. (3.11)

Since
( ρR

ρR− τ

)|δ|+1

≥ 1 and

Dδ
x

( ρR

ρR− (τ + ξ)

)∣∣∣x=0
= D|δ|

τ

( ρR

ρR− τ

)
=

|δ|!
(ρR)|δ|

( ρR

ρR− τ

)|δ|+1

,

from (3.11), we have

∀|t| < R, ∀δ ∈ Nq, |Dδ
xf(t, 0)| ≤ C Dδ

x

( ρR

ρR− (τ + ξ)

)∣∣
x=0

which implies

f(t, x) ≪ C
ρR

ρR− (τ + ξ)
. (3.12)

�

According to (3.9), we have the following result.

Remark 3.11. If f ∈ C0,ω(R×Cq), then for all R, ρ and a, f ∈ E0,ω
ρ,R,a and ‖f‖ is

independent of parameter a. See [2, Proposition 3.6].

Corollary 3.12. Let p ∈ N and let a polynomial F (t, x) =
∑

|γ|≤p fγ(t)xγ where
fγ ∈ C0(R), then for all ρ,R > 0 such that ρR > 1,we have

F (t, x) �M(R)(ρR)p ρR

ρR− (τ + ξ)
,

where M(R) = card{γ ∈ Nq : |γ| ≤ p}max|γ|≤p

{
sup|t|<R |fγ(t)|

}
, with cardA

denoting the cardinality of the set A.
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3.2.2. Resolution of equation (3.8) in E0,ω
ρ,R,a.

Proposition 3.13. Let Φ(t, x) =
∑

δ ϕδ(t)xδ

δ! ∈ R+[[x]] and u ∈ C0,ω(∆ρ,R) such
that u(t, x) ≪ Φ(t, x), then

∀j ∈ N, Hj
νu(t, x) ≪ Hj

νΦ(t, x)

Proof. Let u ∈ C0,ω(∆ρ,R) such that u(t, x) ≪ Φ(t, x), then

∀|t| < R, ∀δ ∈ Nq,
∣∣∣Dδ

xu(t, 0)
∣∣∣ ≤ ϕδ(t) . (3.13)

By applying operator Hj
ν to the function u, we obtain

Hj
νu(t, x) =

∫
[0,1]j

j∏
l=1

(σl)νu(
j∏

l=1

σl t, x)
j∏

l=1

dσl . (3.14)

which implies

∀δ ∈ Nq,
∣∣∣Dδ

xHj
νu(t, 0)

∣∣∣ ≤ ∫
[0,1]j

j∏
l=1

(σl)ν
∣∣∣Dδ

xu(
j∏

l=1

σl t, 0)
∣∣∣ j∏

l=1

dσl . (3.15)

From (3.13) we obtain: ∀|t| < R, ∀δ ∈ Nq,∣∣∣Dδ
xHj

νu(t, 0)
∣∣∣ ≤ ∫

[0,1]j

j∏
l=1

(σl)νϕδ(
j∏

l=1

σlt)
j∏

l=1

dσl = Hj
νϕδ(t) .

Hence, we have
Hj

νu(t, x) ≪ Hj
νΦ(t, x) .

�

Proposition 3.14. For all R > 0, there exists ρ0 such that, for any ρ > ρ0, there
exists aρ > 0 such that for any a > aρ, equation (3.8) admits a unique solution
ψ ∈ E0,ω

ρ,R,a.

To prove this proposition, we show that ‖B‖ < 1 in E0,ω
ρ,R,a. For that we establish

the intermediate results.

Lemma 3.15. For all u ∈ E0,ω
ρ,R,a, we have

Dβ
xHm−j

ν u(t, x) ≪ ‖u‖
∑
p∈N

1
(ν + p+ 1)m−j

τp(ρR)s′p
Dsp+|β|ϕa

ρR(ξ)
(sp)!

. (3.16)

Proof. Let u ∈ E0,ω
ρ,R,a, then u(t, x) ≪ ‖u‖Φa

ρ,R(t, x). From Proposition 3.13 and
the fourth majoration of Proposition 3.6, we obtain

Dβ
xHm−j

ν u(t, x) ≪ ‖u‖Dβ
xHm−j

ν Φa
ρ,R(t, x) . (3.17)

Using definitions of the formal series Φa
ρ,R and the operator Hm−j

ν , we get

Dβ
xHm−j

ν Φa
ρ,R(t, x) =

∑
p∈N

m−j∏
l=1

∫ 1

0

(σl)ν+pd σl(ρ|t|)p(ρR)s′p
Dsp+|β|ϕa

ρR(ξ)
(sp)!

=
∑
p∈N

1
(ν + p+ 1)m−j

ρp|t|p(ρR)s′p
Dsp+|β|ϕa

ρR(ξ)
(sp)!

.

By substituting this right hand side in (3.17), we complete the proof. �
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Lemma 3.16. Let u ∈ E0,ω
ρ,R,a, then

(1) If j + |β| < m, then

t Dβ
xHm−j

ν u(t, x) ≪ ‖u‖Cj,β(R, ρ)a−1Φa
ρ,R(t, x)

(2) For allj + |β| = m, we have

t Dβ
xHm−j

ν u(t, x) ≪ C0‖u‖ρ−1(ρR)1−|β|Φa
ρ,R(t, x),

where C0 ∈ R∗
+ and Cj,β(R, ρ) is a positive constant independent of param-

eter a.

Proof. From Lemma 3.7, we have

Dsp+|β|ϕa
ρR(ξ) � a−1(ρR)s−(|β|+1) (sp+ |β|+ 1)!

(s(p+ 1))!
Ds(p+1)ϕa

ρR(ξ) .

When we substitute this result in (3.15), we get

t Dβ
xHm−j

ν u(t, x) ≪ |t| ‖u‖a−1(ρR)−|β|
∑
p∈N

1
(ν + p+ 1)m−j

τp(ρR)s′p(ρR)(s−1)

× (sp+ |β|+ 1)!
(sp)!

Ds(p+1)ϕa
ρR(ξ)

(s(p+ 1))!
(3.18)

Since (sp+|β|+1)!
(sp)! ≤ (sp+ |β|+ 1)|β|+1 and the sequence( (sp+ |β|+ 1)|β|+1

(ν + p+ 1)m−j

)
p

converges for all (j, β) : j + |β| < m, then there exists C0 > 0 such that

∀p ∈ N,
(sp+ |β|+ 1)!

(sp)!
1

(ν + p+ 1)m−j
≤ C0

From (3.18), we deduce

t Dβ
xHm−j

ν u(t, x) ≪ ‖u‖C0 a
−1ρ−1(ρR)−|β|

∑
p∈N

(ρ|t|)τp(ρR)s′(p+1)
Ds(p+1)ϕa

ρR(ξ)
(s(p+ 1))!

≪ ‖u‖C0 a
−1ρ−1(ρR)−|β|Φa

ρ,R(t, x)

Similarly, using the second estimate of Lemma 3.7, we prove the second part of
Lemma 3.16. �

Lemma 3.17. For all R and ρ > 0, there exists positive constants M1(ρ,R),
dependent on ρ and R, and M2(R), dependent only on R, such that

‖B‖ ≤ 1
3

+ a−1M1(ρ,R) + ρ−1M2(R) in E0,ω
ρ,R,a .

Proof. We choose η > 1, then dependence on η will not be mentioned in all con-
stants of the below estimations. We denote by M1(ρ,R) all positive constants
dependent on ρ and R, and by M2(R) all positive constant dependent of R and
independent on ρ. These constants are independent of the parameter a.

From Proposition 3.10, remark 3.3 and corollary 3.12, there exists positive con-
stants M1(ρ,R) and M2(R) such that:

if j + |β| < m, then b̃j,β(t, x) ≪ M1(ρ,R)
ηρR

ηρR− (τ + ξ)
,
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if j + |β| = m, then b̃j,β(t, x) ≪ M2(R) (ρR)|β|−1 ηρR

ηρR− (τ + ξ)
.

Substituting these results in Lemma 3.16, we obtain: if j + |β| < m, then

t̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ M1(ρ,R)‖u‖a−1 ηρR

ηρR− (τ + ξ)
Φa

ρ,R(t, x) ;

if j + |β| = m, then

t̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ M2(R)‖u‖ρ−1 ηρR

ηρR− (τ + ξ)
Φa

ρ,R(t, x)

By (3.10), we get

if j + |β| < m, thent̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ M1(ρ,R)‖u‖a−1Φa
ρ,R(t, x);

if j + |β| = m, then t̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ M2(R)‖u‖ρ−1Φa
ρ,R(t, x) .

Which in turn gives∑
j<m

∑
0<|β|<m−j

t̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ ‖u‖a−1M1(ρ,R)Φa
ρ,R(t, x), (3.19)

∑
j<m

∑
|β|=m−j

t̃bj,β(t, x)Dβ
xHm−j

ν u(t, x) ≪ ‖u‖ρ−1M2(R)Φa
ρ,R(t, x) . (3.20)

According to the estimations (3.15) and (3.6), the case β = 0 gives∑
j<m

bjHm−j
ν u(t, x) ≪

‖u‖
3

Φa
ρ,R(t, x) . (3.21)

Using the definition of the operator B and the estimations (3.19), (3.20) and (3.21),
we deduce

Bu(t, x) ≪ ‖u‖
(1

3
+ a−1M1(ρ,R) + ρ−1M2(R)

)
Φa

ρ,R(t, x)

that means
‖B‖ ≤ 1

3
+ a−1M1(ρ,R) + ρ−1M2(R) in E0,ω

ρ,R,a .

�

Proof of Proposition 3.14. If we take, in the Lemma 3.17, parameters a and ρ large
enough such that

a > 3M1(ρ,R), ρ > 3M2(R),
we get ‖B‖ < 1, from which we deduce that operator (I +B) is invertible in E0,ω

ρ,R,a

then for all g ∈ E0,ω
ρ,R,a, equation (3.8) admits a unique solution u ∈ E0,ω

ρ,R,a. �

3.2.3. Final part in the proof of Theorem 3.4.

I. Existence of solution in C0,ω(R×Cq). Let f(t, x) = tνg(t, x) with g ∈ C0,ω(R×
Cq). By property 3.11,g ∈ E0,ω

ρ,R,a for all R, ρ, a ∈ R∗
+. Applying Proposition 3.14,

we can choose two increasing sequences (ρn)n and (an)n such that for all n ∈ N∗

there exists a unique solution ψn of (3.8) in E0,ω
ρn,n,an

. By property 3.9, we have

ψn+1 ∈ E0,ω
ρn+1,(n+1),an+1

⊂ E0,ω
ρn,n,an

.

Since the uniqueness of solutions holds in E0,ω
ρn,n,an

, we deduce

ψn+1 = ψn on ∆ρn,n
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which allows us to define a solution u of (3.8) in C0,ω(R× Cq)by

ψ = ψn, on ∆ρn,n, ∀n ∈ N∗ .

II. Uniqueness of this solution. Let ψ1,ψ2 be two solutions in C0,ω(R × Cq)
of (3.8), then by property 3.11, for all R, ρ, a > 0, the functions ψ1/∆ρ,R and
ψ2/∆ρ,R are also solutions of (3.8) in E0,ω

ρ,R,a. By the uniqueness of the solution of
the problem in this Banach space, we obtain

∀|t| < R

2s
, ψ1(t, ·) = ψ2(t, ·) on Bx

ρR/2q .

Using analytic extension theorem we get

∀R > 0, ∀|t| < R

2s
, ψ1(t, ·) = ψ2(t, ·) on Cq

which implies the uniqueness of the solution of Problem (3.8) in the functional
space C0,ω(R× Cq).

To complete the proof of the Theorem 3.4, we note that the solution of (3.2)
is the form u(t, x) = tνHm

ν ψ(t, x), where ψ is the unique solution of (3.8), then
u = O(tν) in C0,ω

m (R× Cq), because Hm
ν ψ ∈ C0,ω

m (R× Cq). �

Remark 3.18. Theorem 3.4 holds for any Fuchsian operator P with weight 0.
Hence it also holds for operator (Dtt)hP for all h ∈ N, which allows us to deduce
that: For all f = O(tν) in C0,ω

h (R × Cq), there exists a unique solution u = O(tν)
in C0,ω

m+h(R× Cq) of (3.2) .

Proof of Theorem 3.1. Let f ∈ C∞, ω(R × Cq) and ν0 > 0 satisfies (3.6). For
ν ≥ ν0, the Mac-Laurin expansion of f of order ν gives

f(t, x) =
ν−1∑
l=0

Dl
tf(0, x)

tl

l!
+ tνfν(t, x) .

By simple calculations we prove that fν ∈ C0,ω
ν (R × Cq). We look for solution of

(3.2) in the form

U (ν)(t, x) =
ν−1∑
l=0

Dl
tU

(ν)(0, x)
tl

l!
+ tνuν(t, x) .

By the decomposition (3.5), problem (3.2)) is equivalent to system:

0 ≤ l ≤ ν − 1,

C(l)
Dl

tU
(ν)(0, x)
l!

=
Dl

tf(0, x)
l!

+
m−1∑
j=0

1
(l − j − 1)!

[
Dl−1

t Bm−jU
(ν)(t, x)

]∣∣
t=0

,

P
[
tνuν(t, x)

]
= tνfν(t, x) .

(3.22)
(a) Since C(l) 6= 0, for all l ∈ N, then the functions Dl

tU
(ν)(0, x) (l = 0, . . . , ν−1)

are determined uniquely.
(b) We have fν ∈ C0,ω

ν (R × Cq). By remark 3.18 there exists a unique solution
uν ∈ C0,ω

m+ν(R× Cq) of (3.22), then tνuν ∈ Cν,ω
m (R× Cq).

From (a) and (b), we deduce there exists a unique solution U (ν) ∈ Cν,ω
m (R×Cq)

of (3.2). Since for any ν1 > ν0, we have Cν1, ω
m (R × Cq) ⊂ Cν0,ω

m (R × Cq), by the
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existence and uniqueness of the solution of (3.2) in Cν1,ω
m (R×Cq) and Cν0,ω

m (R×Cq)
we deduce that

∀ ν1 > ν0, U (ν0) ∈ Cν1,ω
m (R× Cq);

hence U (ν0) ∈ C∞, ω(R× Cq).
For uniqueness, we remark that C∞,ω(R×Cq) ⊂ Cν0,ω(R×Cq) where the unique-

ness of solutions holds, then if U is solution of (3.2)) in C∞,ω(R× Cq), we deduce
that U = U (ν0), which completes the proof of Theorem 3.1. �
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