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EXISTENCE OF ALMOST PERIODIC SOLUTIONS FOR
HOPFIELD NEURAL NETWORKS WITH CONTINUOUSLY

DISTRIBUTED DELAYS AND IMPULSES

YONGKUN LI, TIANWEI ZHANG

Abstract. By means of a Cauchy matrix, we prove the existence of almost

periodic solutions for Hopfield neural networks with continuously distributed

delays and impulses. An example is employed to illustrate our results.

1. Introduction

Let R be the set of real numbers R+ = [0,∞), Ω ⊂ R, Ω 6= ∅. The set of
sequences that are unbounded and strictly increasing is denoted by B = {{τk} ∈
R : τk < τk+1, k ∈ Z, limk→±∞ τk = ±∞}.

Recently, Stamov [1] investigated the generalized impulsive Lasota-Wazewska
model

x′(t) = −a(t)x(t) +
n∑

i=1

βi(t)e−γi(t)x(t−ξ), t 6= τk,

∆x(τk) = αkx(τk) + νk,

(1.1)

where t ∈ R, α(t), βi(t), γi(t) ∈ C(R,R+), i = 1, 2, . . . , n, ξ is a positive constant,
{τk} ∈ B, with αk, νk ∈ R for k ∈ Z. By means of the Cauchy matrix he obtained
sufficient conditions for the existence and exponential stability of almost periodic
solutions for (1.1). In this paper, we consider a more general model; that is, the
following impulsive Hopfield neural networks with continuously distributed delays

x′i(t) = −ci(t)xi(t) +
n∑

j=1

aij(t)fj(xj(t− ξ))

+
n∑

j=1

bij(t)
∫ ∞

0

Kij(u)gj(xj(t− u)) du+ Ii(t), t 6= τk,

∆xi(τk) = αikxi(τk) + νik,

(1.2)

where i = 1, 2, . . . , n, k ∈ Z, xi(t) denotes the potential (or voltage) of cell i at time
t; ci(t) > 0 represents the rate with which the ith unit will reset its potential to the
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resting state in isolation when disconnected from the network and external inputs
at time t; aij(t) and bij(t) are the connection weights between cell i and j at time t;
ξ is a constant and denotes the time delay; Kij(t) corresponds to the transmission
delay kernels; fj and gj are the activation functions; Ii(t) is an external input on
the ith unit at time t. Furthermore, {τk} ∈ B, with the constants αik ∈ R, γik ∈ R,
k ∈ Z, i = 1, 2, . . . , n.

Remark 1.1. If i = 1, fj(xj(t − ξ)) = e−γj(t)x(t−ξ), bij(t) = Ii(t) = 0, j =
1, 2, . . . , n, then (1.2) reduces to (1.1).

Our main am of this paper is to investigate the existence of almost periodic
solutions of system (1.2). Let t0 ∈ R. Introduce the following notation:
PC(t0) is the space of all functions φ : [−∞, t0] → Ω having points of disconti-

nuity at θ1, θ2, · · · ∈ (−∞, t0) of the first kind and left continuous at these points.
For J ⊂ R, PC(J,R) is the space of all piecewise continuous functions from J

to R with points of discontinuity of the first kind τk, at which it is left continuous.
The initial conditions associated with system (1.2) are of the form

xi(s) = φi(s), s ∈ (−∞, t0],

where φi ∈ PC(t0), i = 1, 2, . . . , n.
The remainder of this article is organized as follows: In Section 2, we will intro-

duce some necessary notations, definitions and lemmas which will be used in the
paper. In Section 3, some sufficient conditions are derived ensuring the existence
of the almost periodic solution. At last, an illustrative example is given.

2. Preliminaries

In this section, we introduce necessary notations, definitions and lemmas which
will be used later.

Definition 2.1 ([2]). The set of sequences {τ j
k}, τ

j
k = τk+j − τk, k, j ∈ Z, {τk} ∈ B

is said to be uniformly almost periodic if for arbitrary ε > 0 there exists a relatively
dense set of ε-almost periods common for any sequences.

Definition 2.2 ([2]). A function x(t) ∈ PC(R,R) is said to be almost periodic, if
the following hold:

(a) The set of sequences {τ j
k}, τ

j
k = τk+j − τk, k, j ∈ Z, {τk} ∈ B is uniformly

almost periodic.
(b) For any ε > 0 there exists a real number δ > 0 such that if the points t′

and t′′ belong to one and the same interval of continuity of x(t) and satisfy
the inequality |t′ − t′′| < δ, then |x(t′)− x(t′′)| < ε.

(c) For any ε > 0 there exists a relatively dense set T such that if τ ∈ T , then
|x(t+ τ)−x(t)| < ε for all t ∈ R satisfying the condition |t− τk| > ε, k ∈ Z.

The elements of T are called ε-almost periods.

Together with the system (1.2) we consider the linear system

x′i(t) = −ci(t)xi(t), t 6= τk,

∆xi(τk) = αikxi(τk), k ∈ Z,
(2.1)

where t ∈ R, i = 1, 2, . . . , n. Now let us consider the equations

x′i(t) = −ci(t)xi(t), τk−1 < t ≤ τk, {τk} ∈ B
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and their solutions

xi(t) = xi(s) exp
{
−

∫ t

s

ci(σ) dσ
}

for τk−1 < s < t ≤ τk, i = 1, 2, . . . , n.
As in [3], the Cauchy matrix of the linear system (2.1) is

Wi(t, s)

=

{
exp

{
−

∫ t

s
ci(σ) dσ

}
, τk−1 < s < t < τk;∏k+1

j=m(1 + αij) exp
{
−

∫ t

s
ci(σ) dσ

}
, τm−1 < s ≤ τm < τk < t ≤ τk+1.

The solutions of system (2.1) are of the form

xi(t; t0;xi(t0)) = Wi(t, t0)xi(t0), t0 ∈ R, i = 1, 2, . . . , n.

For convenience, we introduce the notation

f = sup
t∈R

|f(t)|, f = inf
t∈R

|f(t)|.

In this article, we use the following hypotheses:
(H1) ci(t) ∈ C(R,R+) is almost periodic and there exists a positive constant c

such that c < ci(t), t ∈ R, i = 1, 2, . . . , n.
(H2) The set of sequences {τ j

k}, τ
j
k = τk+j − τk, k ∈ Z, j ∈ Z, {τk} ∈ B is

uniformly almost periodic and there exists θ > 0 such that infk∈Z τ
1
k = θ >

0.
(H3) The sequence {αik} is almost periodic and 1 − e2 ≤ αik ≤ e2 − 1, k ∈ Z,

i = 1, 2, . . . , n.
(H4) The sequence {νik} is almost periodic and γ = supk∈Z |νik|, k ∈ Z, i =

1, 2, . . . , n.
(H5) The functions aij(t), bij(t) and Ii(t) are almost periodic in the sense of

Bohr and |Ii(t)| <∞, t ∈ R, i, j = 1, 2, . . . , n.
(H6) The functions fj(t) and gj(t) are almost periodic in the sense of Bohr and

fj(0) = gj(0) = 0, j = 1, 2, . . . , n. There exist positive bounded functions
Lf (t) and Lg(t) such that for u, v ∈ R

max
1≤j≤n

|fj(u)− fj(v)| ≤ Lf (t)|u− v|, max
1≤j≤n

|gj(u)− gj(v)| ≤ Lg(t)|u− v|.

(H7) The delay kernels Kij ∈ C(R,R) and there exists a positive constant K
such that ∫ +∞

0

|Kij(s)|ds ≤ K, i, j = 1, 2, . . . , n.

Lemma 2.3 ([2]). Assume (H1)-(H6). Then for each ε > 0, there exist ε1, 0 <
ε1 < ε, relatively dense sets T of real numbers and Q of whole numbers, such that
the following relations are fulfilled:

(a) |ci(t+ τ)− ci(t)| < ε, t ∈ R, τ ∈ T , i = 1, 2, . . . , n;
(b) |aij(t+ τ)− aij(t)| < ε, t ∈ R, τ ∈ T , |t− τk| > ε, k ∈ Z, i, j = 1, 2, . . . , n;
(c) |bij(t+ τ)− bij(t)| < ε, t ∈ R, τ ∈ T , |t− τk| > ε, k ∈ Z, i, j = 1, 2, . . . , n;
(d) |Ii(t+ τ)− Ii(t)| < ε, t ∈ R, τ ∈ T , |t− τk| > ε, k ∈ Z, i = 1, 2, . . . , n;
(e) |fj(t+ τ)− fj(t)| < ε, t ∈ R, τ ∈ T , |t− τk| > ε, k ∈ Z, j = 1, 2, . . . , n;
(f) |gj(t+ τ)− gj(t)| < ε, t ∈ R, τ ∈ T , |t− τk| > ε, k ∈ Z, j = 1, 2, . . . , n;
(g) |αi(k+q) − αik| < ε, q ∈ Q, k ∈ Z, i = 1, 2, . . . , n;
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(h) |νi(k+q) − νik| < ε, q ∈ Q, k ∈ Z, i = 1, 2, . . . , n;
(i) |τ q

k − τ | < ε1, q ∈ Q, τ ∈ T , k ∈ Z, i = 1, 2, . . . , n.

Lemma 2.4 ([2]). Let {τk} ∈ B and the condition (H2) hold. Then for 1 > 0 there
exists a positive integer A such that on each interval of length 1, we have no more
than A elements of the sequence {τk}, i.e.,

i(s, t) ≤ A(t− s) +A,

where i(s, t) is the number of the points τk in the interval (s, t).

Lemma 2.5. Assume (H1)-(H3). Then for the Cauchy matrix Wi(t, s) of system
(2.1), we have

|Wi(t, s)| ≤ e2Ae−α(t−s), t ≥ s, t, s ∈ R, i = 1, 2, . . . , n,

where α = c− 2A, A is determined in Lemma 2.4.

Proof. Since the sequence {αik} is almost periodic, then it is bounded and from
(H3) it follows that |1 + αik| ≤ e2, k ∈ Z, i = 1, 2, . . . , n. From the expression of
Wi(t, s) and the above inequality it follows that

|Wi(t, s)| = |1 + αik|i(s,t)e−
R t

s
ci(θ) dθ

≤ |1 + αik|A(t−s)+Ae−c(t−s)

≤ e2Ae−(c−2A)(t−s)

= e2Ae−α(t−s),

where t ≥ s, t, s ∈ R, i = 1, 2, . . . , n. The proof is complete. �

From [3, Lemma 3], we obtain the following lemma.

Lemma 2.6. Assume (H1)-(H3) and the condition
(H8) α = c− 2A > 0.

Then for any ε > 0, t ≥ s, t, s ∈ R, |t − τk| > ε, |s − τk| > ε, k ∈ Z there exists a
relatively dense set T of the function ci(t) and a positive constant Γ such that for
τ ∈ T it follows that

|Wi(t+ τ, s+ τ)−Wi(t, s)| ≤ εΓe−
α
2 (t−s), t ≥ s, t, s ∈ R, i = 1, 2, . . . , n.

3. Main results

Let

P = max
1≤i≤n

{Iie2A

α
+

γe2A

1− e−α

}
.

Theorem 3.1. Assume (H1)-(H8) and

(H9) r = max1≤i≤n

{
e2A

α

( ∑n
j=1 aijLf +

∑n
j=1 bijLgK

)}
< 1.

Then (1.2) has a unique almost periodic solution.

Proof. Set X = {ϕ(t) ∈ PC(R,Rn) : ϕ(t) = (ϕ1(t), ϕ2(t), . . . , ϕn(t))T , where ϕi(t)
is a almost periodic function satisfying ‖ϕ‖ = max1≤i≤n{supt∈R |ϕi(t)|} ≤ N =

P
1−r , i = 1, 2, . . . , n} with the norm ‖ϕ‖ = max1≤i≤n{supt∈R |ϕi(t)|}. We define an
map Φ on X by

(Φϕ)(t) = ((Φ1ϕ)(t), (Φ2ϕ)(t), . . . , (Φnϕ)(t))T ,
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where t ∈ R,

(Φiϕ)(t)

=
∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du+ Ii(s)
)

ds+
∑
τk<t

Wi(t, τk)νik,

(3.1)

where k ∈ Z, i = 1, 2, . . . , n. And let X∗ be a subset of X defined by

X∗ =
{
ϕ ∈ X : ‖ϕ− φ‖ ≤ rP

1− r

}
,

where φ = (φ1, φ2, . . . , φn)T and

φi =
∫ t

−∞
Wi(t, s)Ii(s) ds+

∑
τk<t

Wi(t, τk)νik, k ∈ Z, i = 1, 2, . . . , n.

We have

‖φ‖ = max
1≤i≤n

{
sup
t∈R

∣∣∣ ∫ t

−∞
Wi(t, s)Ii(s) ds+

∑
τk<t

Wi(t, τk)νik

∣∣∣}
≤ max

1≤i≤n

{
sup
t∈R

( ∫ t

−∞
|Wi(t, s)||Ii(s)|ds+

∑
τk<t

|Wi(t, τk)||νik|
)}

≤ max
1≤i≤n

{
sup
t∈R

( ∫ t

−∞
e2Ae−α(t−s)Ii ds+

∑
τk<t

e2Ae−α(t−τk)νik

)}
≤ max

1≤i≤n

{Iie2A

α
+

γe2A

1− e−α

}
= P.

(3.2)

Then for arbitrary ϕ ∈ X∗ from (3.1) and (3.2) we have

‖ϕ‖ ≤ ‖ϕ− φ‖+ ‖φ‖ ≤ rP

1− r
+ P =

P

1− r
.

Now we prove that Φ is self-mapping from X∗ to X∗. For arbitrary ϕ ∈ X∗ it follows
that

‖Φϕ− φ‖ = max
1≤i≤n

{
sup
t∈R

∣∣∣ ∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du
)

ds
∣∣∣}

≤ max
1≤i≤n

{
sup
t∈R

( ∫ t

−∞
e2Ae−α(t−s)

( n∑
j=1

aijLf +
n∑

j=1

bijLgK
)

ds
)}
‖ϕ‖

≤ max
1≤i≤n

{e2A

α

( n∑
j=1

aijLf +
n∑

j=1

bijLgK
)}
‖ϕ‖

= r‖ϕ‖ ≤ rP

1− r
.

(3.3)
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Moreover, we get

‖Φϕ‖ = max
1≤i≤n

{
sup
t∈R

∣∣∣ ∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du+ Ii(s)
)

ds+
∑
τk<t

Wi(t, τk)νik

∣∣∣}
≤ rP

1− r
+ P

=
P

1− r
= N.

(3.4)
On the other hand, let τ ∈ T , q ∈ Q, where the sets T and Q are determined in
Lemma 2.3. Then

|(Φiϕ)(t+ τ)− (Φiϕ)(t)|

=
∣∣∣ ∫ t+τ

−∞
Wi(t+ τ, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du+ Ii(s)
)

ds

+
∑

τk<t+τ

Wi(t+ τ, τk)νik −
∑
τk<t

Wi(t, τk)νik

−
∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du+ Ii(s)
)

ds
∣∣∣

≤
∣∣∣ ∫ t

−∞
Wi(t+ τ, s+ τ)

( n∑
j=1

aij(s+ τ)fj(ϕj(s+ τ − ξ))

+
n∑

j=1

bij(s+ τ)
∫ ∞

0

Kij(u)gj(ϕj(s+ τ − u)) du+ Ii(s+ τ)
)

ds

+
∑
τk<t

Wi(t+ τ, τk+q)νi(k+q) −
∑
τk<t

Wi(t, τk)νik

−
∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ)) (3.5)

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du+ Ii(s)
)

ds
∣∣∣

≤
∫ t

−∞
|Wi(t+ τ, s+ τ)−Wi(t, s)|

∣∣∣ n∑
j=1

aij(s+ τ)fj(ϕj(s+ τ − ξ))
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+
n∑

j=1

bij(s+ τ)
∫ ∞

0

Kij(u)gj(ϕj(s+ τ − u)) du+ Ii(s+ τ)
∣∣∣ ds

+
∫ t

−∞
|Wi(t, s)|

∣∣∣ n∑
j=1

aij(s+ τ)fj(ϕj(s+ τ − ξ))

−
n∑

j=1

aij(s)fj(ϕj(s− ξ))−
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du

+
n∑

j=1

bij(s+ τ)
∫ ∞

0

Kij(u)gj(ϕj(s+ τ − u)) du

+ Ii(s+ τ)− Ii(s)
∣∣∣ ds+

∑
τk<t

|Wi(t, τk)||νi(k+q) − νik|

+
∑
τk<t

|Wi(t+ τ, τk+q)−Wi(t, τk)||νi(k+q)|

≤ Cε,

where

C = max
1≤i≤n

{ 1
α

n∑
j=1

(2ΓaijLf + 2ΓbijLgK + Lfe
2A + Lge

2AK)N +
e2A + 2ΓIi

α

+
e2A

α

n∑
j=1

(aijLf + bijLgK) +
γΓ

1− e−
α
2

+
e2A

1− e−α

}
.

From (3.3)-(3.5), we obtain that Φϕ ∈ X∗. Let ϕ ∈ X∗, ψ ∈ X∗. We have

‖Φϕ− Φψ‖ = max
1≤i≤n

{
sup
t∈R

∣∣∣ ∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ϕj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ϕj(s− u)) du
)

ds

−
∫ t

−∞
Wi(t, s)

( n∑
j=1

aij(s)fj(ψj(s− ξ))

+
n∑

j=1

bij(s)
∫ ∞

0

Kij(u)gj(ψj(s− u)) du
)

ds
∣∣∣}

≤ max
1≤i≤n

{e2A

α

( n∑
j=1

aijLf +
n∑

j=1

bijLgK
)}
‖ϕ− ψ‖

= r‖ϕ− ψ‖
< ‖ϕ− ψ‖.

From this inequality, it follows that Φ is contracting operator in X∗. So (1.2) has a
unique almost periodic solution. This completes the proof. �

Remark 3.2. In [1], αk, k ∈ Z are required to take values in [−1, 0], which is a
more strict requirement (H2) in this article.
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4. An example

Consider the impulsive Hopfield neural network

x′(t) = −c(t)x(t) + f(x(t− 1
2
)) +

1
20

∫ ∞

0

K(u)g(x(t− u)) du+ I(t), t 6= τk,

∆x(τk) = αkx(τk) + νk, k ∈ Z,
(4.1)

where (H2) and (H4) hold with A = 2, c(t) = e8 + cos t, f(t) = 1
2 |t|, K(t) = e−4t,

g(t) = 1
4 sin2 t, I(t) = 2 + sin t, the sequence {αk} is almost periodic and 1− e2 ≤

αk ≤ e2 − 1, k ∈ Z. Obviously, c = e8 − 1, a = 1, b = 1
20 , Lf = Lg = 1

2 , K = 1
4 .

Then α = e8 − 5 > 0, r = e4

e8−5 (1 × 1
2 + 1

20 ×
1
4 × 5) < 1, so (H8)-(H9) hold. It is

easy to verify that (H1)-(H7) is satisfied. According to Theorem 3.1, (4.1) has one
unique almost periodic solution.
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