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# LINEAR DIFFERENTIAL EQUATIONS WITH ENTIRE COEFFICIENTS HAVING THE SAME ORDER AND TYPE 

NACERA BERRIGHI, SAADA HAMOUDA

$$
\begin{aligned}
& \text { AbSTRACT. In this article, we study the growth of solutions to the differential } \\
& \text { equation } \\
& \qquad \begin{array}{c}
f^{k}+\left(A_{k-1}(z) e^{P_{k-1}(z)} e^{\lambda z^{m}}+B_{k-1}(z)\right) f^{k-1}+\ldots \\
\\
+\left(A_{0}(z) e^{P_{0}(z)} e^{\lambda z^{m}}+B_{0}(z)\right) f=0
\end{array}
\end{aligned}
$$

where $\lambda \in \mathbb{C}^{*}, m \geq 2$ is an integer and $\max _{j=0, \ldots, k-1}\left\{\operatorname{deg} P_{j}(z)\right\}<m, A_{j}, B_{j}$ ( $j=0, \ldots, k-1$ ) are entire functions of orders less than $m$.

## 1. Introduction and statement of results

Throughout this paper, we assume that the reader is familiar with the fundamental results and the standard notation of the Nevanlinna value distribution theory (see [8]). In addition, we use the notation $\sigma_{2}(f)$ to denote the hyper-order of nonconstant entire function $f$; that is,

$$
\sigma_{2}(f)=\limsup _{r \rightarrow+\infty} \frac{\log \log T(r, f)}{\log r}=\limsup _{r \rightarrow+\infty} \frac{\log \log \log M(r, f)}{\log r}
$$

where $T(r, f)$ is the Nevanlinna characteristic of $f$ and $M(r, f)=\max _{|z|=r}|f(z)|$ (see [11]).

We define the linear measure of a set $E \subset[0,2 \pi)$ by $m(E)=\int_{0}^{+\infty} \chi_{E}(t) d t$ and the logarithmic measure of a set $F \subset[1,+\infty)$ by $\operatorname{lm}(F)=\int_{1}^{+\infty} \frac{\chi_{F}(t)}{t} d t$, where $\chi_{H}(t)$ is the characteristic function of a set $H$.

Several authors have studied the particular differential equations

$$
\begin{equation*}
f^{\prime \prime}+e^{-z} f^{\prime}+Q(z) f=0 \tag{1.1}
\end{equation*}
$$

(see [1, 4, 6, 9]). Gundersen [6] proved that if $\operatorname{deg} Q(z) \neq 1$, then every nonconstant solution of (1.1) is of infinite order. Chen considered the case $Q(z)=h(z) e^{b z}$, where $h(z)$ is nonzero polynomial and $b \neq-1$, see [2]; more precisely, he proved that every nontrivial solution $f$ of (1.1) satisfies $\sigma_{2}(f)=1$. The same paper contains a discussion about more general equations of the type

$$
\begin{equation*}
f^{\prime \prime}+A_{1}(z) e^{a z} f^{\prime}+A_{0}(z) e^{b z} f=0 \tag{1.2}
\end{equation*}
$$

2000 Mathematics Subject Classification. 34M10, 30D35.
Key words and phrases. Linear differential equations; growth of solutions; hyper-order.
(C) 2011 Texas State University - San Marcos.

Submitted October 20, 2011. Published November 21, 2011.
where $A_{1} \not \equiv 0, A_{0} \not \equiv 0$, are entire functions of order less than 1 , and $a, b$ are complex constants. He proved that if $a b \neq 0$ and $\arg a \neq \arg b$ or $a=c b(0<c<1)$, then every solution $f(z) \not \equiv 0$ of 1.2 is of infinite order. He also proved the following result.

Theorem $1.1([2])$. Let $A_{j}(z)(\not \equiv 0), D_{j}(z)(j=0,1)$ be entire functions with $\sigma\left(A_{j}\right)<1, \sigma\left(B_{j}\right)<1(j=0,1)$, a,b be complex constants such that $a b \neq 0$ and $\arg a \neq \arg b$ or $a=c b(0<c<1)$. Then every solution $f(z) \not \equiv 0$ of

$$
f^{\prime \prime}+\left(A_{1}(z) e^{a z}+D_{1}\right) f^{\prime}+\left(A_{0}(z) e^{b z}+D_{0}\right) f=0
$$

is of infinite order.
In another paper, Chen and Shon [3] Proved the following result.
Theorem 1.2. Let $P(z)=\sum_{i=0}^{n} a_{i} z^{i}$ and $Q(z)=\sum_{i=0}^{n} b_{i} z^{i}$ be nonconstant polynomials where $a_{i}, b_{i}(i=0,1, \ldots, n)$ are complex numbers, $a_{n} \neq 0, b_{n} \neq 0$. Let $A_{1}(z) \not \equiv 0$ and $A_{0}(z) \not \equiv 0$ be entire functions. Suppose that either (i) or (ii) below, holds:
(i) $\arg a_{n} \neq \arg b_{n}$ or $a_{n}=c b_{n}(0<c<1) \sigma\left(A_{j}\right)<n(j=0,1)$
(ii) $a_{n}=c b_{n}(c>1)$ and $\operatorname{deg}(P-c Q)=m \geq 1, \sigma\left(A_{j}\right)<m(j=0,1)$.

Then every solution $f(z) \not \equiv 0$ of the differential equation

$$
f^{\prime \prime}+A_{1}(z) e^{P(z)} f^{\prime}+A_{0}(z) e^{Q(z)} f=0
$$

is of infinite order with $\sigma_{2}(f)=n$.
Hamouda and Belaidi [7] investigated the linear differential equation

$$
w^{(n)}+e^{a z^{m}} w^{\prime}+Q(z) w=0
$$

and some related extensions.
In this paper, we investigate the differential equation

$$
\begin{align*}
& f^{k}+\left(A_{k-1}(z) e^{P_{k-1}(z)} e^{\lambda z^{m}}+B_{k-1}(z)\right) f^{k-1}+\ldots \\
& +\left(A_{0}(z) e^{P_{0}(z)} e^{\lambda z^{m}}+B_{0}(z)\right) f=0 \tag{1.3}
\end{align*}
$$

where $\lambda \in \mathbb{C}^{*}, m \geq 2$ is an integer and $\max _{j=0, \ldots, k-1}\left\{\operatorname{deg} P_{j}(z)\right\}<m$. We obtain the following results.
Theorem 1.3. Let $\lambda \in \mathbb{C}^{*}, m \geq 2$ is an integer and $P_{0}(z), \ldots, P_{k-1}(z)$ be non constant polynomials such that $\max _{j=0, \ldots, k-1}\left\{\operatorname{deg} P_{j}(z)\right\}<m ; A_{j}(z)(\not \equiv 0), B_{j}(z)$ $(j=0, \ldots, k-1)$ be entire functions such that $\sigma\left(A_{j}\right)<\operatorname{deg} P_{j}(z), \sigma\left(B_{j}\right)<m$ $(j=0, \ldots, k-1)$. Suppose that there exist $\theta_{1}<\theta_{2}$ such that $\delta\left(\lambda z^{m}, \theta\right)>0$, $\delta\left(P_{0}, \theta\right)>0$ and $\delta\left(P_{j}, \theta\right)<0(j=1, \ldots, k-1)$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$. Then every non trivial solution $f$ of (1.3) is of infinite order with $n \leq \sigma_{2}(f) \leq m$, where $n=\operatorname{deg} P_{0}$.

Corollary 1.4. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, j} \neq 0(j=0, \ldots, k-1)$, $\arg a_{n, j}=\arg a_{n, 1}(j=2, \ldots, k-1)$ and $\arg a_{n, 1} \neq \arg a_{n, 0} ; A_{j}(z)(\not \equiv 0), B_{j}(z)$, $(j=0, \ldots, k-1)$ be entire functions such that $\sigma\left(A_{j}\right)<n, \sigma\left(B_{j}\right)<m(j=$ $0, \ldots, k-1)$. Then every non trivial solution $f$ of 1.3 is of infinite order with $n \leq \sigma_{2}(f) \leq m$.

Now we give examples for Theorem 1.3 for cases other than Corollary 1.4 .

Example 1.5. From Theorem 1.3, every non trivial solution $f$ of the differential equation

$$
\begin{aligned}
& f^{\prime \prime \prime}+\left(A_{2}(z) e^{z^{3}} e^{z^{4}}+B_{2}(z)\right) f^{\prime \prime}+\left(A_{1}(z) e^{z^{2}} e^{z^{4}}+B_{1}(z)\right) f^{\prime} \\
& +\left(A_{0}(z) e^{z} e^{z^{4}}+B_{0}(z)\right) f=0
\end{aligned}
$$

is of infinite order with $1 \leq \sigma_{2}(f) \leq 4$. We cane take $\left(\theta_{1}, \theta_{2}\right) \subset(\pi / 3, \pi / 2) \cup$ ( $3 \pi / 2,5 \pi / 3$ )
Example 1.6. Every non trivial solution $f$ of the differential equation

$$
\begin{aligned}
& f^{\prime \prime \prime}+\left(A_{2}(z) e^{z} e^{z^{3}}+B_{2}(z)\right) f^{\prime \prime}+\left(A_{1}(z) e^{(i+1) z^{2}} e^{z^{3}}+B_{1}(z)\right) f^{\prime} \\
& +\left(A_{0}(z) e^{z^{2}} e^{z^{3}}+B_{0}(z)\right) f=0
\end{aligned}
$$

is of infinite order with $2 \leq \sigma_{2}(f) \leq 3$. Here we can take $\left(\theta_{1}, \theta_{2}\right) \subset(3 \pi / 4,5 \pi / 6)$.
Theorem 1.7. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, 0} \neq 0$ and $a_{n, j}=c_{j} a_{n, 0}$ $\left(0<c_{j}<1\right)(j=1, \ldots, k-1) ; A_{j}(z)(\not \equiv 0), B_{j}(z),(j=0, \ldots, k-1)$ be entire functions such that $\sigma\left(A_{j}\right)<n, \sigma\left(B_{j}\right)<m(j=0, \ldots, k-1)$. Then every non trivial solution $f$ of 1.3 is of infinite order with $n \leq \sigma_{2}(f) \leq m$.

By combining Corollary 1.4 and Theorem 1.7 , we can obtain the following corollary.
Corollary 1.8. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, 0} \neq 0$. Suppose that there exists $s \in\{1, \ldots, k-1\}$ such that $\arg a_{n, s} \neq \arg a_{n, 0}$ and for all $j \neq 0, s, a_{n, j}$ satisfies either $a_{n, j}=c_{j} a_{n, 0}\left(0<c_{j}<1\right)$ or $\arg a_{n, j}=\arg a_{n, s}$. Then every non trivial solution $f$ of 1.3) is of infinite order with $n \leq \sigma_{2}(f) \leq m$.

Now we investigate cases when $a_{n, j}$ have distinct arguments or $a_{n, j}=c_{j} a_{n, 0}$ $\left(c_{j}>1\right)$ and obtain the following results.
Theorem 1.9. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, 0} \neq 0$. Suppose that there exists $s \in\{1, \ldots, k-1\}$ such that

$$
\begin{equation*}
\arg \left(a_{n, j}-a_{n, s}\right)=\varphi \neq \arg \left(a_{n, 0}-a_{n, s}\right) \quad \text { for all } j \neq 0, s \tag{1.4}
\end{equation*}
$$

Then every non trivial solution $f$ of (1.3) is of infinite order with $n \leq \sigma_{2}(f) \leq m$.
Theorem 1.10. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, 0} \neq 0$. Suppose that there exists $s \in\{1, \ldots, k-1\}$ such that

$$
\begin{equation*}
a_{n, j}-a_{n, s}=c_{j}\left(a_{n, 0}-a_{n, s}\right)\left(0<c_{j}<1\right) \tag{1.5}
\end{equation*}
$$

for all $j \neq 0, s$. Then every non trivial solution $f$ of 1.3 is of infinite order with $n \leq \sigma_{2}(f) \leq m$.

By combining Theorem 1.9 and Theorem 1.10 , we obtain the following corollary.
Corollary 1.11. Let $P_{j}(z)=\sum_{i=0}^{n} a_{i, j} z^{i}(j=0, \ldots, k-1)$ be non constant polynomials where $a_{i, j}$ are complex numbers such that $a_{n, 0} \neq 0$. Suppose that there exists $s \in\{1, \ldots, k-1\}$ such that $\arg \left(a_{n, j}-a_{n, s}\right) \neq \arg \left(a_{n, 0}-a_{n, s}\right)$ and for $j \neq 0, s$ we have either (1.4) or 1.5). Then every non trivial solution $f$ of 1.3 is of infinite order with $n \leq \sigma_{2}(f) \leq m$.

Theorem 1.12. If $P_{j}(z)$ and $A_{j}(z)(j=0, \ldots, k-1)$ satisfy the conditions of one of our previous theorems or corollaries, then every non trivial solution $f$ of

$$
\begin{equation*}
f^{k}+A_{n-1}(z) e^{P_{k-1}(z)} e^{\lambda z^{m}} f^{k-1}+\cdots+A_{0}(z) e^{P_{0}(z)} e^{\lambda z^{m}} f=0 \tag{1.6}
\end{equation*}
$$

is of infinite order with $\sigma_{2}(f)=n$ or $\sigma_{2}(f)=m$.

## 2. Preliminary lemmas

We need the following lemmas for our proofs.
Lemma 2.1 (5). Let $f(z)$ be a transcendental meromorphic function and $\alpha>1$. There exist a set $E \subset[0,2 \pi)$ that has linear measure zero and a constant $M>0$ that depends only on $\alpha$ such that for any $\theta \in[0,2 \pi) \backslash E$ there exists a constant $R_{0}=R_{0}(\theta)>1$ such that for all $z$ satisfying $\arg z=\theta$ and $|z|=r>R_{0}$, we have

$$
\left|\frac{f^{(k)}(z)}{f(z)}\right| \leq M\left[T(\alpha r, f) \frac{\left(\log ^{\alpha} r\right)}{r} \log T(\alpha r, f)\right]^{k}, \quad k \in \mathbb{N}
$$

Lemma 2.2 (5). Let $f(z)$ be a transcendental meromorphic function of finite order $\sigma$, and let $\varepsilon>0$ be a given constant. Then there exists a set $E \subset[0,2 \pi)$ of linear measure zero such that for all $z=r e^{i \theta}$ with $|z|$ sufficiently large and $\theta \in[0,2 \pi) \backslash E$, and for all $k, j, 0 \leq j \leq k$, we have

$$
\left|\frac{f^{(k)}(z)}{f^{(j)}(z)}\right| \leq|z|^{(k-j)(\sigma-1+\varepsilon)}
$$

Using the Wiman-Valiron theory, we can easily prove the following lemma (see [2]).
Lemma 2.3. Let $A, B$ be entire functions of finite order. If $f$ is a solution of the differential equation

$$
f^{(k)}+A_{k-1} f^{(k-1)}+\cdots+A_{1} f^{\prime}+A_{0} f=0
$$

then $\sigma_{2}(f) \leq \max _{j=0, \ldots, k-1}\{\sigma(A j)\}$.
Lemma $2.4([2])$. Let $P(z)=a_{n} z^{n}+\ldots,\left(a_{n}=\alpha+i \beta \neq 0\right)$ be a polynomial with degree $n \geq 1$ and $A(z)(\not \equiv 0)$ be entire function with $\sigma(A)<n$. Set $f(z)=$ $A(z) e^{P(z)}, z=r e^{i \theta}, \delta(P, \theta)=\alpha \cos n \theta-\beta \sin n \theta$. Then for any given $\varepsilon>0$, there exists a set $H \subset[0,2 \pi)$ that has linear measure zero, such that for any $\theta \in$ $[0,2 \pi) \backslash H$, where $H=\{\theta \in[0,2 \pi): \delta(P, \theta)=0\}$ is a finite set, there is $R>0$ such that for $|z|=r>R$, we have
(i) if $\delta(P, \theta)>0$, then

$$
\exp \left\{(1-\varepsilon) \delta(P, \theta) r^{n}\right\} \leq|f(z)| \leq \exp \left\{(1+\varepsilon) \delta(P, \theta) r^{n}\right\}
$$

(ii) if $\delta(P, \theta)<0$, then

$$
\exp \left\{(1+\varepsilon) \delta(P, \theta) r^{n}\right\} \leq|f(z)| \leq \exp \left\{(1-\varepsilon) \delta(P, \theta) r^{n}\right\}
$$

Lemma 2.5 (3]). Let $f(z)$ be a entire function with $\sigma(f)=+\infty$ and $\sigma_{2}(f)=\alpha<$ $+\infty$, let a set $E_{2} \subset[1,+\infty)$ has finite logarithmic measure. Then there exists a sequence $\left\{z_{p}=r_{p} e^{i \theta_{p}}\right\}$ such that $f\left(z_{p}\right)=M\left(r_{p}, f\right), \theta_{p} \in[0,2 \pi), \lim _{p \rightarrow \infty} \theta_{p}=\theta_{0} \in$ $[0,2 \pi), r_{p} \notin E_{2}$, and for any given $\epsilon>0$, as $r_{p} \rightarrow \infty$, we have

$$
\exp \left\{r_{p}^{\alpha-\epsilon}\right\} \leq \nu\left(r_{p}\right) \leq \exp \left\{r_{p}^{\alpha+\epsilon}\right\}
$$

where $\nu(r)$ is the central index of $f$.

## 3. Proofs of theorems

Proof of theorem 1.3. From (1.3), we obtain

$$
\begin{align*}
& \left|A_{0}(z) e^{P_{0}(z)}+B_{0}(z) e^{-\lambda z^{m}}\right| \\
& \quad \leq\left|e^{-\lambda z^{m}}\right|\left|\frac{f^{(k)}}{f}\right|+\sum_{j=1}^{k-1}\left|A_{j}(z) e^{P_{j}(z)}+B_{j}(z) e^{-\lambda z^{m}}\right|\left|\frac{f^{(j)}}{f}\right| \tag{3.1}
\end{align*}
$$

Since $\delta\left(\lambda z^{m}, \theta\right)>0, \delta\left(P_{0}, \theta\right)>0$ and $\delta\left(P_{j}, \theta\right)<0(j=1, \ldots, k-1)$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$, by Lemma 2.4, for any $\theta \in\left(\theta_{1}, \theta_{2}\right)$ there is $R_{0}(\theta)>0$ such that for $|z|=r>R_{0}$, we have

$$
\begin{align*}
& \exp \left\{(1-\varepsilon) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq\left|A_{0}(z) e^{P_{0}(z)}+B_{0}(z) e^{-\lambda z^{m}}\right|  \tag{3.2}\\
& \left|A_{j}(z) e^{P_{j}(z)}+B_{j}(z) e^{-\lambda z^{m}}\right| \leq C_{1} \quad(j=1, \ldots, k-1) \tag{3.3}
\end{align*}
$$

From Lemma 2.1, there exist a set $E \subset[0,2 \pi)$ that has linear measure zero and a constant $M>0$ such that for any $\theta \in[0,2 \pi) \backslash E$ there exists a constant $R_{1}=$ $R_{1}(\theta)>1$ such that for all $z$ satisfying $\arg z=\theta$ and $|z|=r>R_{1}$, we have

$$
\begin{equation*}
\left|\frac{f^{(j)}}{f}\right| \leq C_{2}[T(2 r, f)]^{2 k} \quad(j=1, \ldots, k) \tag{3.4}
\end{equation*}
$$

By using (3.2)-(3.4) in (3.1), for $r>\max \left\{R_{0}, R_{1}\right\}$, we obtain

$$
\exp \left\{(1-\varepsilon) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq C_{3}[T(2 r, f)]^{2 k}
$$

which implies that $\sigma_{2}(f) \geq n$. By Lemma 2.3. we obtain $n \leq \sigma_{2}(f) \leq m$.
Proof of Corollary 1.4. In these conditions, there exist $\theta_{1}, \theta_{2}$ such that $\theta_{1}<\theta_{2}$, $\delta\left(\lambda z^{m}, \theta\right)>0, \delta\left(P_{0}, \theta\right)>0$ and $\delta\left(P_{j}, \theta\right)<0(j=1, \ldots, k-1)$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$.

Proof of Theorem 1.7. Since $m>n$ and $a_{n, j}=c_{j} a_{n, 0}\left(0<c_{j}<1\right)(j=1, \ldots, k-$ $1)$, there exist $\theta_{1}<\theta_{2}$ such that $\delta\left(\lambda z^{m}, \theta\right)>0$ and $\delta\left(P_{j}, \theta\right)>0(j=0, \ldots, k-1)$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$. In this case from Lemma 2.4 for sufficiently large $r$, we have

$$
\begin{align*}
& \exp \left\{(1-\varepsilon) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq\left|A_{0}(z) e^{P_{0}(z)}+B_{0}(z) e^{-\lambda z^{m}}\right|  \tag{3.5}\\
& \left|A_{j}(z) e^{P_{j}(z)}+B_{j}(z) e^{-\lambda z^{m}}\right| \leq \exp \left\{(1+\varepsilon) c \delta\left(P_{0}, \theta\right) r^{n}\right\}, \tag{3.6}
\end{align*}
$$

where $c=\max \left\{c_{j}\right\}$. Using (3.5, (3.6) and (3.4) in (3.1), for $r$ large enough,

$$
\begin{equation*}
\exp \left\{(1-\varepsilon) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq C_{4} \exp \left\{(1+\varepsilon) c \delta\left(P_{0}, \theta\right) r^{n}\right\}[T(2 r, f)]^{2 k} \tag{3.7}
\end{equation*}
$$

and thus

$$
\begin{equation*}
\exp \left\{(1-\varepsilon-(1+\varepsilon) c) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq C_{4}[T(2 r, f)]^{2 k} \tag{3.8}
\end{equation*}
$$

Taking $0<\varepsilon<\frac{1-c}{1+c}$, we obtain, from (3.8) and Lemma 2.3, the desired estimate $n \leq \sigma_{2}(f) \leq m$.

Proof of Corollary 1.8. In this case also there exist $\theta_{1}<\theta_{2}$ such that $\delta\left(\lambda z^{m}, \theta\right)>0$, $\delta\left(P_{0}, \theta\right)>0$ and $\delta\left(P_{s}, \theta\right)<0$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$. We have

$$
\begin{equation*}
\left|A_{s}(z) e^{P_{s}(z)}+B_{s}(z) e^{-\lambda z^{m}}\right| \leq C_{5} \tag{3.9}
\end{equation*}
$$

and also for $j$ such that $\arg a_{n, j}=\arg a_{n, s}$

$$
\begin{equation*}
\left|A_{j}(z) e^{P_{j}(z)}+B_{j}(z) e^{-\lambda z^{m}}\right| \leq C_{6} \tag{3.10}
\end{equation*}
$$

Now for $j$ such that $a_{n, j}=c_{j} a_{n, 0}\left(0<c_{j}<1\right)$, we have (3.6). By combining (3.6), 3.9, 3.10 with (3.1) we obtain $n \leq \sigma_{2}(f)$, and by Lemma 2.3 we obtain $n \leq \sigma_{2}(f) \leq m$.

Proof of Theorem 1.9. There exist $\theta_{1}<\theta_{2}$ such that $\delta\left(\lambda z^{m}, \theta\right)>0, \delta\left(P_{0}-P_{s}, \theta\right)>$ 0 and $\delta\left(P_{j}-P_{s}, \theta\right)>0$ for every $\theta \in\left(\theta_{1}, \theta_{2}\right)$. Thus for $r$ sufficiently large, we have

$$
\begin{gather*}
\exp \left\{(1-\varepsilon) \delta\left(P_{0}-P_{s}, \theta\right) r^{n}\right\} \leq\left|A_{0}(z) e^{P_{0}(z)-P_{s}(z)}+B_{0}(z) e^{-\lambda z^{m}-P_{s}(z)}\right|  \tag{3.11}\\
\left|A_{s}(z)+B_{s}(z) e^{-\lambda z^{m}-P_{s}(z)}\right| \leq \exp \left\{r^{\sigma\left(A_{s}\right)+\varepsilon}\right\}  \tag{3.12}\\
\left|A_{0}(z) e^{P_{j}(z)-P_{s}(z)}+B_{0}(z) e^{-\lambda z^{m}-P_{s}(z)}\right| \leq C_{7} \tag{3.13}
\end{gather*}
$$

From (1.3), we obtain

$$
\begin{align*}
& \left|A_{0}(z) e^{P_{0}(z)-P_{s}(z)}+B_{0}(z) e^{-\lambda z^{m}-P_{s}(z)}\right| \\
& \leq\left|e^{-\lambda z^{m}-P_{s}(z)}\right|\left|\frac{f^{(k)}}{f}\right|+\sum_{j=1}^{k-1}\left|A_{j}(z) e^{P_{j}(z)-P_{s}(z)}+B_{j}(z) e^{-\lambda z^{m}-P_{s}(z)}\right|\left|\frac{f^{(j)}}{f}\right| \tag{3.14}
\end{align*}
$$

Substituting (3.11)-3.13 and (3.4) in 3.14), we obtain

$$
\exp \left\{(1-\varepsilon) \delta(Q-P, \theta) r^{n}\right\} \leq C_{8} \exp \left\{r^{\sigma\left(A_{s}\right)+\varepsilon}\right\}[T(2 r, f)]^{2 k}
$$

Which implies $n \leq \sigma_{2}(f)$, and by Lemma 2.3, we obtain $n \leq \sigma_{2}(f) \leq m$.
Proof of Theorem 1.10. There exist $\theta_{1}<\theta_{2}$ such that $\delta\left(\lambda z^{m}, \theta\right)>0$ and $\delta\left(P_{j}, \theta\right)>$ $0(j=0, \ldots, k-1)$ for all $\theta \in\left(\theta_{1}, \theta_{2}\right)$. In this case from Lemma 2.4 for sufficiently large $r$, we have

$$
\begin{gather*}
\exp \left\{(1-\varepsilon) \delta\left(P_{0}-P_{s}, \theta\right) r^{n}\right\} \leq\left|A_{0}(z) e^{P_{0}(z)-P_{s}(z)}+B_{0}(z) e^{-\lambda z^{m}-P_{s}(z)}\right|  \tag{3.15}\\
\left|A_{s}(z)+B_{s}(z) e^{-\lambda z^{m}-P_{s}(z)}\right| \leq \exp \left\{r^{\sigma\left(A_{s}\right)+\varepsilon}\right\} \tag{3.16}
\end{gather*}
$$

and for $j \neq 0, s$

$$
\begin{equation*}
\left|A_{j}(z) e^{P_{j}(z)-P_{s}(z)}+B_{j}(z) e^{-\lambda z^{m}-P_{s}(z)}\right| \leq \exp \left\{(1+\varepsilon) c \delta\left(P_{0}-P_{s}, \theta\right) r^{n}\right\} \tag{3.17}
\end{equation*}
$$

where $c=\max \left\{c_{j}\right\}$. Using (3.15)-(3.17) and (3.4) in (3.14), for $r$ large enough, we obtain

$$
\exp \left\{(1-\varepsilon) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq C_{9} \exp \left\{r^{\sigma\left(A_{s}\right)+\varepsilon}\right\} \exp \left\{(1+\varepsilon) c \delta\left(P_{0}, \theta\right) r^{n}\right\}[T(2 r, f)]^{2 k}
$$

and thus

$$
\begin{equation*}
\exp \left\{(1-\varepsilon-(1+\varepsilon) c) \delta\left(P_{0}, \theta\right) r^{n}\right\} \leq C_{9} \exp \left\{r^{\sigma\left(A_{s}\right)+\varepsilon}\right\}[T(2 r, f)]^{2 k} \tag{3.18}
\end{equation*}
$$

By taking $0<\varepsilon<\frac{1-c}{1+c}$, from 3.18 and Lemma 2.3 we obtain $n \leq \sigma_{2}(f) \leq m$.
Proof of Theorem 1.12. By taking $B_{j}(z) \equiv 0(j=0, \ldots, k-1)$ in previous theorems, we obtain that every solution $f(z) \not \equiv 0$ of 1.6 is of infinite order with $n \leq \sigma_{2}(f) \leq m$. It remains to show that $\sigma_{2}(f)=m$ or $\sigma_{2}(f)=n$. For that we suppose the contrary, i.e. $n<\sigma_{2}(f)<m$ and we prove that this implies a contradiction.

Recall the Wiman-Valiron theory [10], there is a set $E_{1} \subset[1,+\infty)$ that has finite logarithmic measure, such that for $|z|=r \notin[0,1] \cup E_{1}$ and $|f(z)|=M(r, f)$, we have

$$
\begin{equation*}
\frac{f^{(j)}(z)}{f(z)}=\left(\frac{\nu(r)}{z}\right)^{j}(1+o(1)) \quad(j=1, \ldots, k-1) \tag{3.19}
\end{equation*}
$$

where $\nu(r)$ is the central index of $f(z)$.

Set $\sigma_{2}(f)=\gamma$. From Lemma 2.5. we can take a sequence of points $\left\{z_{p}=r_{p} e^{i \theta_{p}}\right\}$ such that $f\left(z_{p}\right)=M\left(r_{p}, f\right), \theta_{p} \in[0,2 \pi), \lim _{p \rightarrow \infty} \theta_{p}=\theta_{0} \in[0,2 \pi), r_{p} \notin[0,1] \cup$ $E_{1} \cup E_{2}$, and for any given $\epsilon>0$, as $r_{p} \rightarrow \infty$, we have

$$
\begin{equation*}
\exp \left\{r_{p}^{\gamma-\epsilon}\right\} \leq \nu\left(r_{p}\right) \leq \exp \left\{r_{p}^{\gamma+\epsilon}\right\} \tag{3.20}
\end{equation*}
$$

From (1.6), we can write

$$
\begin{equation*}
-\frac{f^{(k)}}{f}=\left(A_{k-1}(z) e^{P_{k-1}(z)} \frac{f^{(k-1)}}{f}+\cdots+A_{0}(z) e^{P_{0}(z)}\right) e^{\lambda z^{m}} \tag{3.21}
\end{equation*}
$$

Using (3.19) in 3.21, we obtain

$$
\begin{align*}
-\nu^{k}\left(r_{p}\right)(1+o(1))= & \left(z_{p} A_{k-1} e^{P_{k-1}} \nu^{k-1}\left(r_{p}\right)(1+o(1))+\ldots\right. \\
& \left.+z_{p}^{k-1} A_{1} e^{P_{1}} \nu\left(r_{p}\right)(1+o(1))+z_{p}^{k} A_{0} e^{Q}\right) e^{\lambda z_{p}^{m}} \tag{3.22}
\end{align*}
$$

Now we prove three cases separately.
Case 1. $\delta\left(\lambda z^{m}, \theta_{0}\right)=: \delta>0$. From (3.20, for $p$ sufficiently large, we obtain

$$
\begin{equation*}
\left|-\nu^{k}\left(r_{p}\right)(1+o(1))\right| \leq 2 \exp \left\{k r_{p}^{\gamma+\epsilon}\right\} \tag{3.23}
\end{equation*}
$$

From Lemma 2.4 and by taking account $\gamma+\epsilon<m$, for $p$ large enough, we have

$$
\begin{align*}
\exp \left\{(1-\epsilon) \delta r_{p}^{m}\right\} \leq & \left(z_{p} A_{k-1} e^{P_{k-1}} \nu^{k-1}\left(r_{p}\right)(1+o(1))+\ldots\right. \\
& \left.+z_{p}^{k-1} A_{1} e^{P_{1}} \nu\left(r_{p}\right)(1+o(1))+z_{p}^{k} A_{0} e^{Q}\right) e^{\lambda z_{p}^{m}} \tag{3.24}
\end{align*}
$$

By combining (3.23) and (3.24) with (3.22), a contradiction follows.
Case 2. $\delta\left(\lambda z^{m}, \theta_{0}\right)=: \delta<0$. From (3.20), for $p$ large enough, we have

$$
\begin{equation*}
\frac{1}{2} \exp \left\{k r_{p}^{\gamma-\epsilon}\right\} \leq\left|-\nu^{k}\left(r_{p}\right)(1+o(1))\right| \tag{3.25}
\end{equation*}
$$

and from Lemma 2.4 we obtain

$$
\begin{align*}
& \left(z_{p} A_{k-1} e^{P_{k-1}} \nu^{k-1}\left(r_{p}\right)(1+o(1))+\ldots\right. \\
& \left.+z_{p}^{k-1} A_{1} e^{P_{1}} \nu\left(r_{p}\right)(1+o(1))+z_{p}^{k} A_{0} e^{Q}\right) e^{\lambda z_{p}^{m}} \leq \exp \left\{(1-\epsilon) \delta r_{p}^{m}\right\} \tag{3.26}
\end{align*}
$$

Also a contradiction follows from the combination of 3.25 and 3.26 with 3.22 as $p \rightarrow \infty$.

Case 3. $\delta\left(\lambda z^{m}, \theta_{0}\right)=0$. Since $\lim _{p \rightarrow \infty} \theta_{p}=\theta_{0}$, then for $p$ large enough, we obtain

$$
\frac{1}{e} \leq\left|e^{\lambda z_{p}^{m}}\right| \leq e
$$

By Lemma 2.4. there exists $\alpha>0$ such that

$$
\begin{aligned}
& \left(z_{p} A_{k-1} e^{P_{k-1}} \nu^{k-1}\left(r_{p}\right)(1+o(1))+\cdots+z_{p}^{k-1} A_{1} e^{P_{1}} \nu\left(r_{p}\right)(1+o(1))+z_{p}^{k} A_{0} e^{Q}\right) e^{\lambda z_{p}^{m}} \\
& \leq \exp \left\{\alpha r_{p}^{n}\right\} \nu^{k-1}\left(r_{p}\right)
\end{aligned}
$$

Combining this with 3.22, we obtain

$$
\frac{1}{2}\left|\nu\left(r_{p}\right)\right| \leq \exp \left\{\alpha r_{p}^{n}\right\}
$$

and with

$$
\exp \left\{r_{p}^{\gamma-\epsilon}\right\} \leq\left|\nu\left(r_{p}\right)\right|
$$

and by taking account $n<\gamma-\epsilon$, provided $\epsilon$ small enough, a contradiction follows.
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