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QUADRATIC FORMS AS LYAPUNOV FUNCTIONS IN THE
STUDY OF STABILITY OF SOLUTIONS TO DIFFERENCE

EQUATIONS

ALEXANDER O. IGNATYEV, OLEKSIY IGNATYEV

Abstract. A system of linear autonomous difference equations x(n + 1) =
Ax(n) is considered, where x ∈ Rk, A is a real nonsingular k × k matrix.
In this paper it has been proved that if W (x) is any quadratic form and
m is any positive integer, then there exists a unique quadratic form V (x)
such that ∆mV = V (Amx) − V (x) = W (x) holds if and only if µiµj 6= 1
(i = 1, 2 . . . k; j = 1, 2 . . . k) where µ1, µ2, . . . , µk are the roots of the equation
det(Am − µI) = 0.

A number of theorems on the stability of difference systems have also been
proved. Applying these theorems, the stability problem of the zero solution
of the nonlinear system x(n + 1) = Ax(n) + X(x(n)) has been solved in the
critical case when one eigenvalue of a matrix A is equal to minus one, and
others lie inside the unit disk of the complex plane.

1. Introduction and preliminaries

The theory of discrete dynamical systems has grown tremendously in the last
decade. Difference equations can arise in a number of ways. They may be the
natural model of a discrete process (in combinatoric, for example) or they may be a
discrete approximation of a continuous process. The growth of the theory of differ-
ence systems has been strongly promoted by the advanced technology in scientific
computation and the large number of applications to models in biology, engineer-
ing, and other physical sciences. For example, in papers [2, 7, 8, 10, 12, 19] systems
of difference equations are applied as natural models of populations dynamics, in
[13] difference equations are applied as a mathematical model in genetics.

Many evolution processes are characterized by the fact that at certain moments
of time they experience a change of state abruptly. These processes are subject to
short-term perturbations which duration is negligible in comparison with the dura-
tion of the process. Consequently, it is natural to assume that these perturbations
act instantaneously, that is, in the form of impulses. It is known, for example,
that many biological phenomena involving thresholds, bursting rhythm models in
medicine and biology, optimal control models in economics, pharmacokinetics and
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frequency modulated systems, do exhibit impulsive effects. Thus impulsive differ-
ential equations, that is, differential equations involving impulse effects, appear as a
natural description of observed evolution phenomena of several real world problems
[4, 5, 15, 20, 23, 34, 36, 37, 38, 39, 40, 43, 41, 42]. The early work on differential
equations with impulse effect were summarized in monograph [36] in which the
foundations of this theory were described. In recent years, the study of impulsive
systems has received an increasing interest [31, 26, 21, 22, 3, 6, 9, 11, 25, 24, 27, 29].
In fact, an impulsive system consists of a continuous system which is governed by
ordinary differential equations and a discrete system which is governed by difference
equations. So the dynamics of impulsive systems essentially depends on properties
of the corresponding difference systems, and this confirms the importance of study-
ing the qualitative properties of difference systems.

The stability and asymptotic behaviour of solutions of these models that are
especially important to many investigators. The stability of a discrete process is
the ability of the process to resist a priori unknown small influences. A process is
said to be stable if such disturbances do not change it. This property turns out to
be of utmost importance since, in general, an individual predictable process can be
physically realized only if it is stable in the corresponding natural sense. One of
the most powerful methods, used in stability theory, is Lyapunov’s direct method.
This method consists in the use of an auxiliary function (the Lyapunov function).

Consider the system of difference equations

x(n+ 1) = f(n, x(n)), f(n, 0) = 0, (1.1)

where n = 0, 1, 2, . . . is discrete time, x(n) = (x1(n), . . . , xk(n))T ∈ Rk, f =
(f1, . . . , fk)T ∈ Rk. The function f we assume to be continuous and to satisfy
Lipschitz condition in x. System (1.1) admits the trivial solution

x(n) = 0. (1.2)

Denote x(n, n0, x
0) the solution of (1.1) coinciding with x0 = (x0

1, x
0
2, . . . , x

0
k)T for

n = n0. We also denote Z+ the set of nonnegative real integers, Nn0 = {n ∈ Z+ :
n ≥ n0}, N = {n ∈ Z+ : n ≥ 1}, Br = {x ∈ Rk : ‖x‖ ≤ r}.

By analogy to ordinary differential equations, let us introduce the following def-
initions.

Definition 1.1. The trivial solution of system (1.1) is said to be stable if for any
ε > 0 and n0 ∈ Z+ there exists a δ = δ(ε, n0) > 0 such that ‖x0‖ < δ implies
‖x(n, n0, x

0)‖ < ε for n ∈ Nn0 . Otherwise the trivial solution of system (1.1)
is called unstable. If in this definition δ can be chosen independent of n0 (i.e.
δ = δ(ε)), then the zero solution of system (1.1) is said to be uniformly stable.

Definition 1.2. Solution (1.2) of system (1.1) is said to be attracting if for any
n0 ∈ Z+ there exists an η = η(n0) > 0 such that for any ε > 0 and x0 ∈ Bη there
exists an N = N(ε, n0, x

0) ∈ N such that ‖x(n, n0, x
0)‖ < ε for all n ∈ Nn0+N .

In other words, solution (1.2) of system (1.1) is called attracting if

lim
n→∞

‖x(n, n0, x
0)‖ = 0. (1.3)

Definition 1.3. The trivial solution of system (1.1) is said to be uniformly at-
tracting if for some η > 0 and for each ε > 0 there exists an N = N(ε) ∈ N such
that ‖x(n, n0, x

0)‖ < ε for all n0 ∈ Z+, x0 ∈ Bη, and n ≥ n0 +N .
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In other words, solution (1.2) of system (1.1) is called uniformly attracting if
(1.3) holds uniformly in n0 ∈ Z+ and x0 ∈ Bη.

Definition 1.4. The zero solution of system (1.1) is called:
• asymptotically stable if it is both stable and attracting;
• uniformly asymptotically stable if it is both uniformly stable and uniformly

attracting.

Definition 1.5. The trivial solution of system (1.1) is said to be exponentially
stable if there exist M > 0 and η ∈ (0, 1) such that ‖x(n, n0, x

0)‖ < M‖x0‖ηn−n0

for n ∈ Nn0 .

A great number of papers is devoted to investigation of the stability of solution
(1.2) of system (1.1). The general theory of difference equations and the base of
the stability theory are stated in [1, 16, 32, 14, 33]. It has been proved in [30] that
if system (1.1) is autonomous (i.e. f does not depend explicitly in n) or periodic
(i.e. there exists ω ∈ N such that f(n, x) ≡ f(n + ω, x)), then from the stability
of solution (1.2) it follows its uniform stability, and from its asymptotic stability it
follows its uniform asymptotic stability. Papers [18, 28, 35] deal with the stability
investigation of the zero solution of system (1.1) when this system is periodic or
almost periodic.

Let us formulate the main theorems of Lyapunov’s direct method about the
stability of the zero solution of the system of autonomous difference equations

x(n+ 1) = F (x(n)) (1.4)

where x, F ∈ Rn, F is a continuous function; F (0) = 0. These statements have
been mentioned in [16, Theorems 4.20 and 4.27]. They are connected with the
existence of an auxiliary function V (x); the analog of its derivative is the variation
of V relative to (1.4) which is defined as ∆V (x) = V (F (x))− V (x).

Theorem 1.6. If there exists a positive definite continuous function V (x) such
that ∆V (x) relative to (1.4) is negative semi-definite function or identically equals
to zero, then the trivial solution of system (1.4) is stable.

Theorem 1.7. If there exists a positive definite continuous function V (x) such
that ∆V (x) relative to (1.4) is negative definite, then the trivial solution of system
(1.4) is asymptotically stable.

Theorem 1.8. If there exists a continuous function V (x) such that ∆V (x) relative
to (1.4) is negative definite, and the function V is not positive semi-definite, then
the trivial solution of system (1.4) is unstable.

Consider the autonomous system

x(n+ 1) = Ax(n) +X(x(n)), (1.5)

where A is a k × k nonsingular matrix, X is a function such that

lim
‖x‖→0

‖X(x)‖
‖x‖

= 0. (1.6)

Recall that for a real k×k matrix A = (aij), an eigenvalue of A is a real or complex
number λ such that

det(A− λIk) = 0 (1.7)
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where Ik is the unit k×k matrix. Let λ1, λ2, . . . , λk be eigenvalues of A. According
to [16, p.175], let us denote ρ(A) = max1≤i≤k |λi|. In [16] the following theorems
have been proved.

Theorem 1.9. If ρ(A) < 1, then the zero solution of system (1.5) is asymptotically
stable (moreover, the exponential stability holds in this case).

Theorem 1.10. Let ρ(A) ≤ 1 and modulus of some eigenvalues of A are equal
to one. Then a function X(x) in system (1.5) can be chosen such that the zero
solution of system ( 1.5) is either stable or unstable.

The goal of this paper is to extend Theorems 1.6, 1.7, 1.8 and to apply the
obtained theorems for the study of the stability of the zero solution of system (1.5)
in critical case λ = −1. The paper is organized as following. In chapter 2, Theorems
1.6, 1.7, and 1.8 are extended, and the theorems on the instability are proved. In
chapter 3, the problem on the possibility to construct Lyapunov function in the form
of quadratic polynomial is considered. In chapter 4, the problem of the stability
of the zero solution of system (1.5) is considered in the critical case when equation
(1.7) has a root λ = −1 and other roots lie in the unit disk of the complex plane.

2. Some general theorems extending Theorems 1.6, 1.7, 1.8

Consider system of difference equations (1.1) and a function V : Z+ × BH →
R, continuous in BH and satisfying the equality V (n, 0) = 0. We remind that
the function f in (1.1) is Lipschitzian in x, so there is a constant L such that
‖f(n, x)− f(n, y)‖ ≤ L‖x− y‖. Denote the m-th variation of V at the moment n

∆mV (n, x(n)) = V (n+m,x(n+m))− V (n, x(n))

where m ∈ N.

Definition 2.1. A function r : R+ → R+ is called a Hahn’s function if it is
continuous, increasing and r(0) = 0. The class of Hahn’s functions will be denoted
K.

Theorem 2.2. If system (1.1) is such that there exist m ∈ N, a function a ∈ K,
and a function V : Z+ ×BH → R such that V (n, 0) = 0,

V (n, x) ≥ a(‖x‖), (2.1)

and
∆mV ≤ 0, (2.2)

then the trivial solution of system (1.1) is stable.

Proof. Let n0 ∈ Z+ and ε ∈ (0,H). We shall show that there exists a δ = δ(ε, n0) >
0 such that x0 ∈ Bδ implies ‖x(n, n0, x

0)‖ < ε for n ∈ Nn0 . First we shall show
that this inequality is true for n = n0 + sm where s ∈ Z+. Since V is continuous
and V (n0, 0) = 0, there is a δ = δ(ε, n0) > 0 such that

V (n0, x
0) < a

( ε

1 + L+ L2 + · · ·+ Lm−1

)
(2.3)

for all x0 ∈ Bδ. From conditions (2.1), (2.2), and (2.3) it follows

a(‖x(n0 + sm, n0, x
0)‖) ≤ V (n0 + sm, x(n0 + sm, n0, x

0))

≤ V (n0, x
0) < a

( ε

1 + L+ L2 + · · ·+ Lm−1

)
;
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therefore,
‖x(n0 + sm, n0, x

0)‖ < ε

1 + L+ L2 + · · ·+ Lm−1
.

Estimate the value of ‖x(n0 + sm+ 1, n0, x
0)‖:

‖x(n0 + sm+ 1, n0, x
0)‖ = ‖f(n0 + sm, x(n0 + sm, n0, x

0))‖
≤ L‖x(n0 + sm, n0, x

0)‖

<
Lε

1 + L+ L2 + · · ·+ Lm−1
< ε.

Similarly we obtain

‖x(n0 + sm+ 2, n0, x
0)‖ < L2ε

1 + L+ L2 + · · ·+ Lm−1
< ε, . . . ,

‖x(n0 + sm+m− 1, n0, x
0)‖ < Lm−1ε

1 + L+ L2 + · · ·+ Lm−1
< ε.

Hence the zero solution of system (1.1) is stable. �

Theorem 2.3. If the conditions of the previous theorem are satisfied, and there
exists b ∈ K such that

V (n, x) ≤ b(‖x‖), (2.4)
then the zero solution of system (1.1) is uniformly stable.

Proof. Under condition (2.4), the value δ can be chosen independent of n0. Set
δ = b−1(a(ε)), where b−1 is the function inverted to b. In this case

a(‖x(n0 + sm, n0, x
0)‖) ≤ V (n0 + sm, x(n0 + sm, n0, x

0)) ≤ V (n0, x
0)

≤ b(‖x0‖) < b
(
b−1

(
a
( ε

1 + L+ L2 + · · ·+ Lm−1

)))
= a

( ε

1 + L+ L2 + · · ·+ Lm−1

)
,

whence it follows ‖x(n, n0, x
0)‖ < ε for n ∈ Nn0 . This completes the proof. �

Theorem 2.4. If system (1.1) is such that there exist m ∈ N, functions a, b, c ∈ K,
and a continuous function V : Z+×BH → R such that inequalities (2.1),(2.4), and

∆mV (n, x) ≤ −c(‖x‖) (2.5)

hold, then the zero solution of system (1.1) is uniformly asymptotically stable.

Proof. Let h ∈ (0,H) and η > 0 be such that ‖x(n, n0, x
0)‖ < h whenever x0 ∈

Bη, n0 ∈ Z+, n ∈ Nn0 . The existence of such η follows from the uniform stability
of solution (1.2) of system (1.1). Let ε ∈ (0, η) be small enough, and δ = δ(ε)
be a number chosen by correspondence to definition of the uniform stability: if
‖x0‖ < δ, then ‖x(n, n0, x

0)‖ < ε for n0 ∈ Z+, n ≥ n0. Take arbitrary x0 ∈ Bη and
n0 ∈ Z+. Estimate the interval of the discrete time, during which the trajectory
x(n, n0, x

0) may lie in the set Bh \ δ(ε). According to (2.5), for x ∈ Bh \ δ(ε) we
have ∆mV ≤ −c(δ(ε)), whence we obtain

V (n0 + sm, x(n0 + sm, n0, x
0))− V (n0, x

0) ≤ −sc(δ(ε)),
whence

s ≤ V (n0, x
0)− V (n0 + sm, x(n0 + sm, n0, x

0))
c(δ(ε))

<
b(h)
c(δ(ε))

.
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So choosing N = N(ε) = [ b(h)
c(δ(ε)) ] + 1, we obtain that there exists s0 such that

s0m ≤ N(ε) and x(n0 + s0m,n0, x
0) ∈ Bδ(ε), therefore due the uniform stability

of the zero solution we have x(n, n0, x
0) ∈ Bε for n ≥ n0 +N . This completes the

proof. �

Theorem 2.5. If system (1.1) is such that there exist m ∈ N and a continuous
bounded function V : Z+ × BH → R such that ∆mV is positive definite and V is
not negative semidefinite, then the zero solution of system (1.1) is unstable.

Proof. Since ∆mV is positive definite, there exists a c ∈ K such that

∆mV (n, x) ≥ c(‖x‖) (2.6)

holds. Let ε ∈ (0,H) be an arbitrary number and n0 ∈ Z+. We shall show that
for each δ > 0 there exist x0 ∈ Bδ and n ≥ n0 such that ‖x(n, n0, x

0)‖ ≥ ε. Let δ
be a positive number as small as desired. As an initial value, we take x0 such that
0 < ‖x0‖ < δ and V (n0, x

0) = V0 > 0. Let us show that there exists an n ∈ Nn0

such that inequality ‖x(n, n0, x
0)‖ ≥ ε holds. Suppose the contrary:

‖x(n, n0, x
0)‖ < ε (2.7)

is valid for all n ∈ Nn0 . From (2.6) it follows that V (n0 +m,x(n0 +m,n0, x
0)) ≥

V0 + c(‖x0‖), V (n0 + 2m,x(n0 + 2m,n0, x
0)) ≥ V0 + 2c(‖x0‖), . . . ,

V (n0 + sm, x(n0 + sm, n0, x
0)) ≥ V0 + sc(‖x0‖). (2.8)

Inequality (2.8) contradicts the boundedness of V in Z+×BH . Thus, assuming the
validity of (2.7) we have the contradiction. The obtained contradiction completes
the proof. �

Theorem 2.6. If system (1.1) is such that there exist m ∈ N, positive constants
α1, α2, and a function V (n, x), bounded in Z+ ×BH , such that ∆mV has the form

∆mV = α1V (n, x) + α2W (n, x) (2.9)

where W is positive semidefinite and V is not negative semidefinite, then the zero
solution of system (1.1) is unstable.

Proof. From (2.9) it follows

∆mV (n, x) ≥ α1V (n, x). (2.10)

Let 0 < ε < H and n0 ∈ Z+. Choose the initial value x0 such that ‖x0‖ < δ and
V (n0, x

0) = v0 > 0, where δ is a positive number, as small as desired. Let us show
that there exists n > n0 such that ‖x(n, n0, x

0)‖ ≥ ε. Suppose the contrary:

‖x(n, n0, x
0)‖ < ε (2.11)

holds for all n ∈ Nn0 . Inequality (2.10) is true for all n ∈ Nn0 , and since V (n0, x
0) >

0, the value ∆mV is positive for all m ∈ N. Therefore the sequence {V (n0 +
sm, x(n0 + sm, n0, x

0))}∞s=0 is increasing. From (2.10) we find that

∆mV (n0 + sm, x(n0 + sm, n0, x
0)) ≥ α1V (n0 + sm, x(n0 + sm, n0, x

0)) ≥ α1v0,

hence V (n0 + sm, x(n0 + sm, n0, x
0)) ≥ α1v0s. But this is impossible because of

the boundedness of the function V in Bε. The obtained contradiction shows that
assumption (2.11) is false. This completes the proof. �
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3. Lyapunov functions for linear autonomous systems

Side by side with system (1.5), let us consider the system of linear difference
equations

x(n+ 1) = Ax(n), (3.1)

whence we obtain
x(n+m) = Amx(n). (3.2)

To study the stability properties of the zero solution of system (3.1), Elaydi [16, 17]
suggested to use quadratic forms

V (x) =
∑

i1+i2+···+ik=2,
ij≥0 (j=1,...,k)

bi1,i2,...,ik
xi1

1 x
i2
2 . . . xik

k (3.3)

as Lyapunov functions. Let

W (x) =
∑

i1+i2+···+ik=2,
ij≥0(j=1,...,k)

qi1,i2,...,ik
xi1

1 x
i2
2 . . . xik

k (3.4)

be an arbitrary real quadratic form. Let us clarify the conditions under which there
exists a quadratic form (3.3) such that

∆mV (x) = V (Amx)− V (x) = W (x). (3.5)

Theorem 3.1. If the roots µ1, µ2, . . . , µk of the polynomial

det(Am − µIk) = 0 (3.6)

are such that
µiµj 6= 1 (i = 1, . . . , k; j = 1, . . . , k), (3.7)

then for any quadratic form (3.4) there exists the unique quadratic form (3.3) such
that equality (3.5) holds.

Proof. Denote N the number of terms of a quadratic form in x1, x2, . . . , xk. It is
obvious that this number is equal to the number of different systems of nonnegative
integers i1, i2, . . . , ik constrained by the condition i1+i2+· · ·+ik = 2. This number
is equal to

N =
k(k + 1)

2
.

Let us enumerate the coefficients of forms V (x) and W (x) and denote them by
letters b1, b2, . . . , bN and q1, q2, . . . , qN respectively:

b2,0,...,0 = b1, b1,1,...,0 = b2, b1,0,...,1 = bk,

b0,2,...,0 = bk+1, b0,1,1,...,0 = bk+2, . . . , b0,1,...,1 = b2k−1, . . . ,

b0,0,...,2,0 = bN−2, b0,0,...,1,1 = bN−1, b0,0,...,0,2 = bN ,

q2,0,...,0 = q1, q1,1,...,0 = q2, q1,0,...,1 = qk,

q0,2,...,0 = qk+1, q0,1,1,...,0 = qk+2, . . . , q0,1,...,1 = q2k−1, . . . ,

q0,0,...,2,0 = qN−2, q0,0,...,1,1 = qN−1, q0,0,...,0,2 = qN .

Denote b = (b1, b2, . . . , bN )T , q = (q1, q2, . . . , qN )T . The left-hand and the right-
hand sides of equality (3.5) represent quadratic forms with respect to x1, x2, . . . , xk.
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Equating coefficients corresponding to products xi1
1 x

i2
2 . . . xik

k , we obtain the system
of linear equations with respect to b1, b2, . . . , bN . This system has the form

Rb = q, (3.8)

where R = (rij)N
i,j=1; elements rij of the matrix R can be expressed via elements of

the matrix A. System (3.8) has the unique solution for any vector q if and only if

detR 6= 0. (3.9)

Let us show that condition (3.9) holds if inequalities (3.7) are valid. To do this, let
us introduce new variable z = (z1, . . . , zk)T by the linear transformation x = Gz
with a nonsingular matrix G such that in new variables system (3.2) has the form

z(n+m) = Pz(n), (3.10)

where P = (pij)k
i,j=1; pii are the eigenvalues of the matrix Am, pi,i+1 are equal

to 0 or 1, and all other elements of the matrix P are equal to zero. According to
[16, Theorem 3.23], such transformation does exist. In general case, if the matrix
Am has complex eigenvalues, the variables z1, . . . , zk and elements of the matrix G
are also complex. Polynomials (3.3) and (3.4) have the following forms in variables
z1, z2, . . . , zk:

V (z) =
∑

i1+i2+···+ik=2,
ij≥0(j=1,...,k)

ci1,i2,...,ik
zi1
1 z

i2
2 . . . zik

k , (3.11)

W (z) =
∑

i1+i2+···+ik=2,
ij≥0(j=1,...,k)

di1,i2,...,ik
zi1
1 z

i2
2 . . . zik

k . (3.12)

The quadratic form W (z) is real, hence in relation (3.12), side by side with any non-
real summand di1,i2,...,ik

zi1
1 z

i2
2 . . . zik

k there is the summand di∗1 ,i∗2 ,...,i∗k
z

i∗1
1 z

i∗2
2 . . . z

i∗k
k

such that
di∗1 ,i∗2 ,...,i∗k

z
i∗1
1 z

i∗2
2 . . . z

i∗k
k = di1,i2,...,ik

zi1
1 z

i2
2 . . . zik

k

where the over line means the complex conjugate symbol. Enumerating di1,...,ik

and ci1,...,ik
as follows

d2,0,...,0 = d1, d1,1,...,0 = d2, d1,0,...,1 = dk,

d0,2,...,0 = dk+1, d0,1,1,...,0 = dk+2, . . . , d0,1,...,1 = d2k−1, . . . ,

d0,0,...,2,0 = dN−2, d0,0,...,1,1 = dN−1, d0,0,...,0,2 = dN ,

c2,0,...,0 = c1, c1,1,...,0 = c2, c1,0,...,1 = ck,

c0,2,...,0 = ck+1, c0,1,1,...,0 = ck+2, . . . , c0,1,...,1 = c2k−1, . . . ,

c0,0,...,2,0 = cN−2, c0,0,...,1,1 = cN−1, c0,0,...,0,2 = cN ,

and denoting c = (c1, . . . , cN )T , d = (d1, . . . , dN )T , let us rewrite equality (3.5) in
variables z1, . . . , zk:

V (Pz)− V (z) = W (z). (3.13)

The left-hand and right-hand sides of equality (3.13) represent quadratic forms
with respect to z1, . . . , zk. Equating the coefficients corresponding to the prod-
ucts z2

1 , z1z2, . . . , z1zk, z2
2 ,. . . , zk−1zk, z

2
k, we obtain the system of linear algebraic

equations with respect to c1, . . . , cN , which we write in the matrix form

Uc = d, (3.14)
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where U = (uij)N
i,j=1. The matrix U has the triangular form

U =



p2
11 − 1 0 . . . 0 0 . . . 0 0

2p11p12 p11p22 − 1 . . . 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . p11pkk − 1 0 . . . 0 0

p2
12 p12p22 . . . 0 p2

22 − 1 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 0 0 . . . pk−1,k−1pkk − 1 0
0 0 . . . 0 0 . . . pk−1,kpkk p2

kk − 1


System (3.14) has a unique solution if and only if detU 6= 0. Taking into account
that uij = 0 for j > i, we obtain that detU is equal to the product of diagonal
elements of the matrix U :

detU =
∏

i=1,2,...,k;j=i,i+1,...,k

(piipjj − 1).

Bearing in mind that pii = µi and returning in (3.13) from variables z1, . . . , zk to
variables x1, . . . , xk by means of the transformation z = G−1x, we obtain that a
quadratic form V satisfying (3.5) exists and is unique if and only if µiµj 6= 1 (i, j =
1, . . . , k). The proof is complete. �

In the case m = 1 we have the following corollary.

Corollary 3.2. If the eigenvalues λ1, . . . , λk of the matrix A are such that

λiλj 6= 1 (i = 1, . . . , k; j = 1, . . . , k), (3.15)

then for any quadratic form (3.4) there exists the unique quadratic form (3.3) such
that

∆V = V (Ax)− V (x) = W (x) . (3.16)

Theorem 3.3. If for some m ∈ N, the roots µ1, . . . , µk of characteristic equation
(3.6) satisfy conditions

|µi| < 1 (i = 1, . . . , k), (3.17)

then for any positive definite quadratic form W (x) there exists the unique negative
definite quadratic form V (x) such that

∆mV (x) = W (x).

Proof. According to [16], the sets {µ1, µ2, . . . , µk} and {λm
1 , λ

m
2 , . . . , λ

m
k } are iden-

tical, hence from (3.17) it follows

|λi| < 1 (i = 1, . . . , k). (3.18)

Let W (x) be an arbitrary positive definite quadratic form. If (3.17) holds, then
(3.7) is valid. Therefore, there exists a unique quadratic form V (x) such that (3.5)
holds. Let us show that V (x) is negative definite. Suppose the contrary: there is a
nonzero x0 such that V (x0) ≥ 0. In this case, we have that V (x1) = V (Amx0) =
V (x0) + W (x0) > 0, and according to Theorem 2.5, the zero solution of system
(3.1) is unstable. But on the other hand, (3.18) and Theorem 1.9 imply that the
zero solution of system (3.1) is asymptotically stable. The obtained contradiction
completes the proof. �
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Theorem 3.4. If for some m ∈ N, the roots µ1, . . . , µk of the characteristic equa-
tion (3.6) are such that

ρ(A) > 1 (3.19)
and conditions (3.7) hold, then for any positive definite quadratic form W (x) there
exists a unique quadratic form V (x) satisfying (3.5), and this form is not negative
semidefinite (in particular, negative definite).

Proof. Let W (x) be a positive definite quadratic form. By virtue of Theorem 3.1,
there exists a unique quadratic form V (x) which satisfies (3.5). To complete the
proof of Theorem 3.4, all we need is to show that V (x) can be neither negative
definite nor negative semidefinite. If V (x) is negative definite, then by virtue of
Theorem 2.4, the zero solution of system (3.1) is asymptotically stable, and there-
fore ρ(A) < 1, but it contradicts to (3.19). On the other hand, V (x) cannot be
negative semidefinite no matter of values of |µi|. To verify this, consider any so-
lution of system (3.1) with the initial condition x0 6= 0 vanishing V : V (x0) = 0.
Hence V (Amx0) = W (x0) > 0, but this contradicts to its negative semidefiniteness.
The obtained contradiction completes the proof. �

Remark 3.5. Conditions (3.7) (or (3.15) for m = 1) in Theorem 3.4 are essential
because if at least one of these conditions is not valid, then, in general, Theorem
3.4 is not true.

To show this, let us consider the system x(n+ 1) = Ax(n), where A =
(

3 0
0 1

)
.

Here ρ(A) = 3 > 1; for all m ∈ N we have µ1 = 3m, µ2 = 1. Conditions (3.7) are
not satisfied because µ2 · µ2 = 1. For any quadratic form V = ax2

1 + bx1x2 + cx2
2

we obtain
V (Amx)− V (x) = a

(
32m − 1

)
x2

1 + b
(
3m − 1

)
x1x2.

This form cannot be positive definite; so there is no quadratic form V such that
(3.5) holds.

Consider now the case when at least one of conditions (3.7) is not satisfied but
ρ(A) > 1. Let us show that in this case the zero solution of system (3.1) is also
unstable.

Theorem 3.6. If the matrix A in system (3.1) is such that ρ(A) > 1 and at least
one of conditions (3.7) is not satisfied, then for any positive definite quadratic form
W (x) there exists a quadratic form V (x) and positive numbers α1, α2 such that
∆mV = α1V + α2W holds, and V (x) is not negative semidefinite.

Proof. Side by side with system (3.1), let us consider the system

x(n+ 1) = αAx(n) (3.20)

where α > 0. From system (3.20) we obtain

x(n+m) = αmAmx(n). (3.21)

The roots σ1, σ2, . . . , σk of its characteristic equation

det(αmAm − σIk) = 0

continuously depend on α, and for α = 1 they coincide with the roots µ1, µ2, . . . , µk

of the characteristic equation (3.6) of system (3.2). Moreover, there exist values of
α, close to the value α = 1 such that σi satisfy inequalities

σiσj 6= 1 (i, j = 1, . . . , k)
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and ρ(αmAm) > 1. Let W (x) be an arbitrary positive definite quadratic form.
According to Theorem 3.4, there exists the unique quadratic form V (x) such that

∆mV (x)
∣∣
(3.20)

= V (αmAmx)− V (x) = W (x), (3.22)

and V (x) is not negative semidefinite. On the other hand, it is easy to check that

∆mV (x)
∣∣
(3.20)

= (V (αmAmx)− V (αmx)) + (V (αmx)− V (x))

= α2m∆mV (x)
∣∣
(3.1)

+ (α2m − 1)V (x).
(3.23)

Comparing (3.22) and (3.23) we obtain

∆mV (x)
∣∣
(3.1)

= α1V (x) + α2W (x), where α1 =
1− α2m

α2m
, α2 =

1
α2m

.

Choosing 0 < α < 1 we have α1 > 0, α2 > 0. This completes the proof. �

So now we can formulate the well-known criterion of the instability by linear
approximation (see for example [1]) as the following corollary of the above theorems.

Corollary 3.7. From Theorems 2.6, 3.4, and 3.6 it follows that if ρ(A) > 1, then
the trivial solution of system (3.1) is unstable.

4. Critical case λ = −1

In this section, we consider the critical case when one root of the characteristic
equation (1.7) is equal to minus one; i.e., we shall assume that (1.7) has one root
λ1 = −1, and other roots satisfy the conditions |λi| < 1 (i = 2, 3, . . . , k). The
function X = (X1, . . . , Xk)T is supposed to be holomorphic, and its expansion into
Maclaurin series begins with terms of the second order of smallness. So system
(1.5) takes the form

xj(n+ 1) = aj1x1(n) + aj2x2(n) + · · ·+ ajkxk(n)

+Xj(x1(n), . . . , xk(n)) (j = 1, . . . , k).
(4.1)

Henceforth we shall consider the critical case when the characteristic equation of
the system of the first approximation

xj(n+ 1) = aj1x1(n) + aj2x2(n) + · · ·+ ajkxk(n) (j = 1, . . . , k) (4.2)

has one root, equal to minus one, and other k−1 roots which modules are less then
one.

From (4.1) we obtain

xj(n+ 2) = Aj1x1(n) +Aj2x2(n) + · · ·+Ajkxk(n)

+X∗
j (x1(n), . . . , xk(n)) (j = 1, . . . , k).

(4.3)

Here A = (Aij)k
i,j=1 = A2 and X∗ = (X∗

1 , . . . , X
∗
k)T is a vector all of whose

components are power series in the components of x lacking constant and first
degree terms and convergent for ‖x‖ sufficiently small. Let us introduce in system
(4.2) the variable y instead of one variable xj by means of the substitution

y = β1x1 + β2x2 + · · ·+ βkxk, (4.4)

where βj (j = 1, . . . , k) are some constants which we choose such that

y(n+ 1) = −y(n). (4.5)
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From (4.4) and (4.5) we obtain

y(n+ 1) = β1x1(n+ 1) + β2x2(n+ 1) + · · ·+ βkxk(n+ 1)

= β1[a11x1(n) + a12x2(n) + · · ·+ a1kxk(n)]

+ β2[a21x1(n) + a22x2(n) + · · ·+ a2kxk(n)] + . . .

+ βk[ak1x1(n) + ak2x2(n) + · · ·+ akkxk(n)]

= −(β1x1(n) + β2x2(n) + · · ·+ βkxk(n)).

Equating the coefficients corresponding to xj(n) (j = 1, 2, . . . , k), we obtain the
system of linear homogeneous algebraic equations with respect to βj (j = 1, . . . , k):

a1jβ1 + a2jβ2 + · · ·+ akjβk = −βj , (4.6)

or in the matrix form
(AT + Ik)β = 0,

where β = (β1, . . . , βk)T . Since the equation det(AT + λIk) = 0 has the root
λ = −1, the determinant of system (4.6) is equal to zero. Therefore this system has
a solution in which not all constants β1, . . . , βk are equal to zero. To be definite,
let us assume that βk 6= 0. Then we can use the variable y instead of the variable
xk. Other variables xj (j = 1, . . . , k − 1) we preserve without change. Denoting

νji = aji −
βi

βk
ajk, νj =

ajk

βk
(i, j = 1, 2, . . . , k − 1),

we transform equations (4.2) to the form

xj(n+ 1) = νj1x1(n) + νj2x2(n) + · · ·+ νj,k−1xk−1(n) + νjy(n)

(j = 1, . . . , k − 1),
(4.7)

y(n+ 1) = −y(n), (4.8)

where νji and νj are constants.
The characteristic equation of system (4.7) and (4.8) reduces to two equations:

λ+ 1 = 0 and
det(Υ− λIk−1) = 0, (4.9)

where Υ = (νij)k−1
i,j=1. Since a characteristic equation is invariant with respect to

linear transformations and in this case has k−1 roots, whose modules are less then
one, then equation (4.9) has k − 1 roots, and modules of all these roots are less
then one. Denote

xj = yj + ljy (j = 1, . . . , k − 1), (4.10)

where lj (j = 1, . . . , k − 1) are constants which we choose such that right-hand
sides of system (4.7) do not contain y(n). In this designations, taking into account
(4.8), system (4.7) takes the form

yj(n+ 1) = νj1y1(n) + νj2y2(n) + · · ·+ νj,k−1yk−1(n)

+ [νj1l1 + νj2l2 + · · ·+ (νjj − 1)lj + · · ·+ νj,k−1lk−1 + νj ]y(n),

(j = 1, . . . , k − 1). We choose constants lj such that

νj1l1 + νj2l2 + · · ·+(νjj +1)lj + · · ·+ νj,k−1lk−1 = −νj (j = 1, . . . , k− 1). (4.11)

Minus one is not a root of the characteristic equation (4.9), hence the determinant
of system (4.11) is not equal to zero, therefore this system has the unique solution
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(l1, . . . , lk−1). As a result of change (4.10), system (4.7) and (4.8) transforms to the
form

yj(n+ 1) = νj1y1(n) + νj2y2(n) + · · ·+ νj,k−1yk−1(n)

(j = 1, . . . , k − 1),

y(n+ 1) = −y(n),
(4.12)

and nonlinear system (4.1) takes the form

yj(n+ 1) = νj1y1(n) + νj2y2(n) + · · ·+ νj,k−1yk−1(n)

+ Ψj(y1(n), . . . , yk−1(n), y(n)) (j = 1, . . . , k − 1),

y(n+ 1) = −y(n) + Ψ(y1(n), . . . , yk−1(n), y(n)),
(4.13)

where Ψj (j = 1, . . . , k − 1) and Ψ are holomorphic functions of y1, . . . , yk−1, y
whose expansions in power series lack constant and first degree terms:

Ψj(y1, y2, . . . , yk−1, y) =
∞∑

i1+i2+···+ik−1+ik=2

ψ
(j)
i1,i2,...,ik−1,ik

yi1
1 y

i2
2 . . . y

ik−1
k−1 y

ik

(j = 1, . . . , k − 1),

Ψ(y1, y2, . . . , yk−1, y) =
∞∑

i1+i2+···+ik−1+ik=2

ψi1,i2,...,ik−1,ik
yi1
1 y

i2
2 . . . y

ik−1
k−1 y

ik .

By (4.10) it is clear that the problem of the stability of the trivial solution of system
(4.1) is equivalent to the problem of stability of the zero solution of system (4.13).
Further, form (4.13) will be basic for the study of the stability of the zero solution
in the case when this problem can be solved by means of terms of the first and
second powers in expansions of Ψj (j = 1, . . . , k − 1) and Ψ.

From equations (4.13) we find

yj(n+ 2) = cj1y1(n) + cj2y2(n) + · · ·+ cj,k−1yk−1(n)

+ Yj(y1(n), . . . , yk−1(n), y(n)) (j = 1, . . . , k − 1),
(4.14)

y(n+ 2) = y(n) + Y (y1(n), . . . , yk−1(n), y(n)), (4.15)

where cij =
∑k−1

s=1 νisνsj ; Yj (j = 1, . . . , k − 1) and Y are holomorphic functions
of y1, . . . ,yk−1, y whose expansions in power series lack constant and first degree
terms:

Yj(y1, y2, . . . , yk−1, y) =
∞∑

i1+i2+···+ik−1+ik=2

v
(j)
i1,i2,...,ik−1,ik

yi1
1 y

i2
2 . . . y

ik−1
k−1 y

ik

(j = 1, . . . , k − 1),

Y (y1, y2, . . . , yk−1, y) =
∞∑

i1+i2+···+ik−1+ik=2

vi1,i2,...,ik−1,ik
yi1
1 y

i2
2 . . . y

ik−1
k−1 y

ik .

Theorem 4.1. If the function Y is such that the coefficient v0,0,...,0,2 is not equal
to zero, then the solution

y1 = 0, y2 = 0, . . . , yk−1 = 0, y = 0

of system (4.13) is unstable.
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Proof. Let

V1(y1, . . . , yk−1) =
∑

s1+s2+···+sk−1=2

Bs1,s2,...,sk−1y
s1
1 y

s2
2 . . . y

sk−1
k−1

be the quadratic form such that

∆2V1

∣∣
(4.12)

= V1(c11y1 + · · ·+ c1,k−1yk−1, . . . , ck−1,1y1 + . . .

+ ck−1,k−1yk−1)− V1(y1, . . . , yk−1)

= y2
1 + y2

2 + · · ·+ y2
k−1.

(4.16)

Since modules of all eigenvalues of matrix C = (cij)k−1
I,j=1 are less then one, then

according to [16, Theorem 4.30] such quadratic form is unique and negative definite.
Consider the Lyapunov function

V (y1, . . . , yk−1, y) = V1(y1, . . . , yk−1) + αy, (4.17)

where α = const. Let us find ∆2V :

∆2V
∣∣
(4.13)

=
∑

s1+···+sk−1=2

Bs1,...,sk−1{[c11y1 + · · ·+ c1,k−1yk−1

+ Y1(y1, . . . , yk−1, y)]s1 × · · · × [ck−1,1y1 + · · ·+ ck−1,k−1yk−1

+ Yk−1(y1, . . . , yk−1, y)]sk−1 − ys1
1 . . . y

sk−1
k−1 }+ αY (y1, . . . , yk−1, y).

Taking into account (4.16), ∆2V can be written in the form

∆2V
∣∣
(4.13)

= W (y1, . . . , yk−1, y) +W∗(y1, . . . , yk−1, y),

where

W = (y2
1 + y2

2 + · · ·+ y2
k−1) + αv0,0,...,0,2y

2

+ α(v2,0,...,0y
2
1 + v1,1,...,0y1y2 + · · ·+ v1,0,...,1,0y1yk−1

+ v1,0,...,0,1y1y + v0,2,...,0y
2
2 + · · ·+ v0,0,...,1,1yk−1y),

and W∗ is a holomorphic function whose Maclaurin-series expansion begins with
terms of the third power in y1, . . . , yk−1, y. We choose the sign of α such that
αv0,...,0,2 > 0. Let us show that |α| can be chosen so small that the quadratic form
W is positive definite. To do this, let us show that α can be chosen such that
principal minors of the matrix0BBBBBB@

1 + αv2,0,...,0
1
2
αv1,1,...,0

1
2
αv1,0,1,...,0 . . . 1

2
αv1,0,...,1,0

1
2
αv1,0,...,0,1

1
2
αv1,1,...,0 1 + αv0,2,...,0

1
2
αv0,1,1,...,0 . . . 1

2
αv0,1,...,1,0

1
2
αv0,1,...,0,1

1
2
αv1,0,1,...,0

1
2
αv0,1,1,...,0 1 + αv0,0,2,...,0 . . . 1

2
αv0,0,1,...,1,0

1
2
αv0,0,1,...,0,1

. . . . . . . . . . . . . . . . . .
1
2
αv1,0,...,1,0

1
2
αv0,1,...,1,0

1
2
αv0,0,1,...,1,0 . . . 1 + αv0,...,0,2,0

1
2
αv0,...,0,1,1

1
2
αv1,0,...,0,1

1
2
αv0,1,...,0,1

1
2
αv0,0,1,...,0,1 . . . 1

2
αv0,0,...,1,1

1
2
αv0,0,...,0,2

1CCCCCCA
are positive. In fact, any principal minor Ωs of this matrix is a continuous function
of α: Ωs = Ωs(α). Note that Ωs(0) = 1 for s = 1, 2, . . . , k − 1. Thus there exists
α∗ > 0 such that for |α| < α∗ we have Ωs(α) ≥ 1

2 (s = 1, 2, . . . , k−1). Let us prove
that the inequality Ωk > 0 holds for sufficiently small |α|. To do this, let us expand
Ωk in terms of the elements of the last row. We obtain Ωk = 1

2αv0,0,...,0,2Ωk−1+α2Ω∗
where Ω∗ is a polynomial with respect to α and vi1,i2,...,ik

(i1 + i2 + · · ·+ ik = 2, ij ≥
0). Hence we have Ωk > 0 for sufficiently small |α|. So for α which absolute value is
small enough and the sign of which coincides with the sign of v0,0,...,2, the quadratic
form W is positive definite. Therefore the sum W +W∗ is also positive definite in
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sufficiently small neighbourhood of the origin. At the same time, the function V
of form (4.17) is alternating. Hence by virtue of Theorem 2.5, the zero solution of
system (4.13) is unstable. �

Remark 4.2. It is impossible to construct a Lyapunov function V such that its
first variation ∆1V = ∆V relative to system (4.13) is positive (or negative) definite,
so we cannot apply Theorem 1.8 and have to apply Theorem 2.5 for m = 2.

Thus in the case v0,0,...,2 6= 0, the stability problem has been solved independently
of the terms whose degrees are higher then two. Consider now the case v0,0,...,2 = 0.
We shall transform system (4.13) to the form where v(j)

0,0,...,2 = 0 (j = 1, 2, . . . , k−1).
Denote

yj = ξj +mjy
2 (j = 1, 2, . . . , k − 1), (4.18)

where mj are constants. In these designations, system (4.13) has the form

ξj(n+ 1) = νj1ξ1(n) + νj2ξ2(n) + · · ·+ νj,k−1ξk−1(n)

+ y2(n)(νj1m1 + νj2m2 + · · ·+ νj,k−1mk−1)

+ Ψj(ξ1(n) +m1y
2(n), . . . , ξk−1(n) +mk−1y

2(n), y(n))

−mj

[
y2(n)− 2y(n)Ψ(ξ1(n) +m1y

2(n), . . . , ξk−1(n)

+mk−1y
2(n), y(n))

+ Ψ2(ξ1(n) +m1y
2(n), . . . , ξk−1(n) +mk−1y

2(n), y(n))
]
,

(4.19)

y(n+ 1) = −y(n) + Ψ(ξ1(n) +m1y
2(n), . . . , ξk−1(n) +mk−1y

2(n), y(n)). (4.20)
Choose constants m1, . . . ,mk−1 such that the coefficients corresponding to y2(n)
in right-hand sides of system (4.19), are equal to zero.

Equating to zero the corresponding coefficients, we obtain the system of linear
algebraic equations with respect to m1, . . . ,mk−1:

νj1m1 + νj2m2 + · · ·+ νj,k−1mk−1 = mj − ψ
(j)
0,0,...,2 (j = 1, 2, . . . , k − 1).

This system has a unique solution because one is not an eigenvalue of the matrix
Υ. Substituting the obtained values m1, . . . , mk−1 to (4.19) and (4.20), we obtain
the system

ξj(n+ 1) = νj1ξ1(n) + νj2ξ2(n) + · · ·+ νj,k−1ξk−1(n)

+ Φj(ξ1(n), . . . , ξk−1(n), y(n)) (j = 1, . . . , k − 1),
(4.21)

y(n+ 1) = −y(n) + Φ(ξ1(n), . . . , ξk−1(n), y(n)), (4.22)

where

Φj(ξ1, . . . , ξk−1, y) = Ψj(ξ1 +m1y
2, . . . , ξk−1 +mk−1y

2, y)

+ 2mjyΨ(ξ1 +m1y
2, . . . , ξk−1 +mk−1y

2, y)

−mjΨ2(ξ1 +m1y
2, . . . , ξk−1 +mk−1y

2, y)− ψ
(j)
0,0,...,2y

2,

Φ(ξ1, . . . , ξk−1, y) = Ψ(ξ1 +m1y
2, . . . , ξk−1 +mk−1y

2, y).
Expansions of Φj and Φ in power series begin with terms of the second degree,

and coefficients corresponding to y2 in expansions of Φj and Φ are equal to zero.
System (4.21) and (4.22) will be basic in our further investigation of the stability
of the zero solution

ξ1 = 0, ξ2 = 0, . . . , ξk−1 = 0, y = 0. (4.23)
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Side by side with system (4.21) and (4.22), let us consider the system

ξj(n+ 2) = cj1ξ1(n) + cj2ξ2(n) + · · ·+ cj,k−1ξk−1(n)

+ Ξj(ξ1(n), . . . , ξk−1(n), y(n)) (j = 1, . . . , k − 1),
(4.24)

y(n+ 2) = y(n) + Y∗(ξ1(n), . . . , ξk−1(n), y(n)), (4.25)

where expansions of Ξj and Y∗ in power series begin with terms of the second
degree, and expansions of Ξj do not include terms corresponding to y2(n).

Denote by Ξ(0)
j (y) (j = 1, . . . , k−1) and Y (0)

∗ (y) the sum of all terms in functions
Ξj and Y∗ respectively, which do not include ξ1, . . . , ξk−1, so

Ξ(0)
j (y) = Ξj(0, . . . , 0, y) = hjy

3 +
∞∑

s=4

h
(s)
j ys,

Y
(0)
∗ (y) = Y∗(0, . . . , 0, y) = hy3 +

∞∑
s=4

h(s)ys,

where h, hj , h
(s), h

(s)
j (j = 1, . . . , k − 1; s = 4, 5, . . . ) are constants.

Theorem 4.3. The solution (4.23) of system (4.21) and (4.22) is asymptotically
stable if h < 0 and unstable if h > 0.

Proof. We shall show that there exists a Lyapunov function V such that it depends
on ξ1, . . . , ξk−1, y, and ∆2V is positive definite. Consider the system of linear
equations

ξj(n+ 1) = νj1ξ(n) + νj2ξ2(n) + · · ·+ νj,k−1ξk−1(n) (j = 1, . . . , k − 1). (4.26)

Let W =
∑

i1+···+ik−1=2 wi1,...,ik−1ξ
i1
1 . . . ξ

ik−1
k−1 be a quadratic form of variables

ξ1, . . . , ξk−1, such that

∆2W
∣∣
(4.26)

= ξ21 + · · ·+ ξ2k−1. (4.27)

Since all eigenvalues of the matrix Υ are inside of the unit disk, the form W satis-
fying (4.27), exists, is unique and negative definite [16, Theorem 4.30].

If functions Ξj (j = 1, . . . , k−1) do not depend on y, then the second variation
∆2 of the function W along system (4.21); i.e., the expression∑

i1+···+ik−1=2

wi1,...,ik−1

{
[c11ξ1 + c12ξ2 + · · ·+ c1,k−1ξk−1 + Ξ1]i1 . . .

[ck−1,1ξ1 + · · ·+ ck−1,k−1ξk−1 + Ξk−1]ik−1 − ξi1
1 . . . ξ

ik−1
k−1

} (4.28)

is a positive definite function on the variables ξ1, . . . , ξk−1 for ξ1, . . . , ξk−1 suffi-
ciently small.

On the other hand, if the function Y∗ does not depend on ξ1, . . . , ξk−1 (i.e. if
Y∗ = Y

(0)
∗ ), then the second variation ∆2 of the function 1

2hy
2 is equal to

∆2

(1
2
hy2

)
=

1
2
h

[
2yY (0)

∗ + Y
(0)
∗

2]
= h2y4 + hh(4)y5 + o(y5), (4.29)

and this variation is a positive definite function with respect to y for sufficiently
small |y|. Therefore, under these conditions, the variation ∆2 of the function V1 =
1
2hy

2+W (ξ1, . . . , ξk−1) along the total system (4.21) and (4.22) is a positive definite
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function of all variables ξ1, . . . , ξk−1, y in some neighbourhood of the origin. Taking
into account (4.27) and (4.29), this variation can be represented in the form

(h2 + g1)y4 + ξ21 + · · ·+ ξ2k−1 +
k−1∑
i,j=1

g
(1)
ij ξiξj , (4.30)

where g1 is a holomorphic function of the variable y, vanishing for y = 0, and g(1)
ij are

holomorphic functions of variables ξ1, . . . , ξk−1, vanishing for ξ1 = · · · = ξk−1 = 0.
But since the functions Ξj (j = 1, . . . , k − 1) include y, and the function Y∗

includes ξ1, . . . , ξk−1, the variation ∆2 of the function V1 along system (4.21) and
(4.22), in general, is not positive definite. In this difference, there appear the terms
breaking the positive definiteness.

Note that expression (4.30) remains positive definite if the function g1 includes
not only the variable y, but also the variables ξ1, . . . , ξk−1, and functions g(1)

ij include
not only variables ξ1, . . . , ξk−1, but also the variable y. It is only important the
functions g1 and g

(1)
ij to vanish for ξ1 = · · · = ξk−1 = y = 0. Taking into account

this fact, let us write the second variation of the function V1 along (4.21) and (4.22)
in the form

∆2V1 = ∆2

(1
2
hy2

)
+ ∆2W = hyY∗ +

1
2
hY 2

∗

+
∑

i1+···+ik−1=2

wi1,...,ik−1{[c11ξ1 + c12ξ2 + · · ·+ c1,k−1ξk−1 + Ξ1]i1 × . . .

× [ck−1,1ξ1 + · · ·+ ck−1,k−1ξk−1 + Ξk−1]ik−1 − ξi1
1 . . . ξ

ik−1
k−1 }

= [h2 + g1(ξ1, . . . , ξk−1, y)]y4 + ξ21 + · · ·+ ξ2k−1

+
k−1∑
i,j=1

g
(1)
ij (ξ1, . . . , ξk−1, y)ξiξj +Q(ξ1, . . . , ξk−1, y),

(4.31)
where functions g1 and g(1)

ij (i, j = 1, . . . , k−1) vanish for ξ1 = · · · = ξk−1 = y = 0,
and Q is the sum of all terms, which can be included neither to the expression

g1(ξ1, . . . , ξk−1, y)y4, (4.32)

nor to the expression
k−1∑
i,j=1

g
(1)
ij (ξ1, . . . , ξk−1, y)ξiξj . (4.33)

All terms which are included to the expression Q, can be divided into next four
groups: the terms free of ξ1, . . . , ξk−1, the terms linear with respect to ξ1, . . . , ξk−1,
the terms quadratic with respect to ξ1, . . . , ξk−1, and the terms having degree higher
than two with respect to ξ1, . . . , ξk−1. It is evident that all terms of the last group
can be included into expression (4.33); therefore we shall consider only first three
groups of terms.

All terms, free of ξ1, . . . , ξk−1, are obviously included in expressions (4.29) (where

they have been written explicitly) and in
∑

i1+···+ik−1=2 wi1,...,ik−1Ξ
(0)
1

i1
. . .Ξ(0)

k−1

ik−1

(where there are summands of the sixth and higher degrees with respect to y). All
these summands can be included into expression (4.32). Hence the function Q does
not include the terms, free of ξ1, . . . , ξk−1.
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Terms, linear with respect to ξ1, . . . , ξk−1, are included into expression (4.31)
both by means of summands from hyY∗ + 1

2hY
2
∗ and from (4.28). If these terms

have order not less than fourth with respect to y, then it is clear that they can be
included into expression (4.32). Thus the function Q has only those terms, linear
with respect to ξ1, . . . , ξk−1, which have degrees two and three with respect to y.

Finally, consider the terms, quadratic with respect to ξ1, . . . , ξk−1. If these terms
have the total degree higher than two, then they can be included into expression
(4.33) and therefore they are not contained in the function Q. All quadratic terms
with respect to ξ1, . . . , ξk−1 having the second degree (i.e. the terms with constant
coefficients) are contained in the expression∑

i1+···+ik−1=2

wi1,...,ik−1{[c11ξ1 + c12ξ2 + · · ·+ c1,k−1ξk−1]i1 × . . .

× [ck−1,1ξ1 + · · ·+ ck−1,k−1ξk−1]ik−1 − ξi1
1 . . . ξ

ik−1
k−1 }

= ξ21 + · · ·+ ξ2k−1,

and hence are not contained in the function Q. Thus the function Q has the form

Q = y2Q2(ξ1, . . . , ξk−1) + y3Q3(ξ1, . . . , ξk−1), (4.34)

where Q2 and Q3 are linear forms with respect to ξ1, . . . , ξk−1:

Q2 = q
(2)
1 ξ1 + q

(2)
2 ξ2 + · · ·+ q

(2)
k−1ξk−1, Q3 = q

(3)
1 ξ1 + q

(3)
2 ξ2 + · · ·+ q

(3)
k−1ξk−1.

The presence of summand (4.34) in (4.31) breaks the positive definiteness of
∆2V1. To get rid of the summand y2Q2(ξ1, . . . , ξk−1), let us add the the summand
y2P2(ξ1, . . . , ξk−1) = y2(p(2)

1 ξ1 + p
(2)
2 ξ2 + · · ·+ p

(2)
k−1ξk−1), to the function V1. Here

p
(2)
j (j = 1, . . . , k − 1) are constants. In other words, consider the function

V2 =
1
2
hy2 +W (ξ1, . . . , ξk−1) + y2P2(ξ1, . . . , ξk−1) (4.35)

instead of the function V1. The term y2P2(ξ1, . . . , ξk−1) brings the following sum-
mands to ∆2V1:

∆2(y2P2(ξ1, . . . , ξk−1))

= [y2 + 2yY∗(ξ1, . . . , ξk−1, y) + Y 2
∗ (ξ1, . . . , ξk−1, y)]

×
k−1∑
j=1

p
(2)
j [cj,1ξ1 + cj,2ξ2 + · · ·+ cj,k−1ξk−1 + Ξj(ξ1, . . . , ξk−1, y)]

− y2[p(2)
1 ξ1 + p

(2)
2 ξ2 + · · ·+ p

(2)
k−1ξk−1]

= y2
[ k−1∑

j=1

p
(2)
j (cj1ξ1 + cj2ξ2 + · · ·+ cj,k−1ξk−1 − ξj)

]
+G(ξ1, . . . , ξk−1, y).

Here the function G is the sum of summands every of which can be included either
to expression (4.32) or to (4.33). Let us choose constants p(2)

1 , . . . , p
(2)
k−1 such that

the equality
k−1∑
j=1

p
(2)
j (cj1ξ1 + cj2ξ2 + · · ·+ cj,k−1ξk−1 − ξj) = −

k−1∑
j=1

q
(2)
j ξj (4.36)
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holds. To do this, let us equate the coefficients corresponding to ξj (j = 1, . . . , k−
1) in the right-hand and left-hand sides of equality (4.36). We obtain the system
of linear equations with respect to p(2)

j (j = 1, . . . , k − 1):

c1jp
(2)
1 + c2jp

(2)
2 + · · ·+ (cjj − 1)p(2)

j + · · ·+ ck−1,jp
(2)
k−1 = −q(2)j (j = 1, . . . , k− 1).

(4.37)
The determinant of this system is not equal to zero because all eigenvalues of C are
inside the unit disk. Therefore system (4.37) has the unique solution. Substituting
the obtained values p(2)

1 , . . . , p
(2)
k−1 into the expression P2(ξ1, . . . , ξk−1), we obtain

∆2V2 = [h2 + g2(ξ1, . . . , ξk−1, y)]y4 + (ξ21 + · · ·+ ξ2k−1)

+
k−1∑
i,j=1

g
(2)
ij (ξ1, . . . , ξk−1, y)ξiξj + y3Q3(ξ1, . . . , ξk−1),

(4.38)

where g2 and g(2)
ij are functions, vanishing for ξ1 = ξ2 = · · · = ξk−1 = y = 0.

Similarly, one can show that it is possible to be rid of the summand y3Q3(ξ1,
. . . , ξk−1) in expression (4.38). To do this, all we need is to add to the function V2

the summand

y3P3(ξ1, . . . , ξk−1) = y3(p(3)
1 ξ1 + p

(3)
2 ξ2 + · · ·+ p

(3)
k−1ξk−1),

where p(3)
j (j = 1, . . . , k − 1) are constants. In other words, consider the function

V =
1
2
hy2 +W (ξ1, . . . , ξk−1) + y2P2(ξ1, . . . , ξk−1) + y3P3(ξ1, . . . , ξk−1) (4.39)

instead of the function V2. Its difference ∆2 along system (4.21) and (4.22) is

∆2V = [h2 + g(ξ1, . . . , ξk−1, y)]y4 + (ξ21 + · · ·+ ξ2k−1)

+
k−1∑
i,j=1

gij(ξ1, . . . , ξk−1, y)ξiξj ,
(4.40)

where g and gij are functions vanishing for ξ1 = ξ2 = · · · = ξk−1 = y = 0.
It follows from (4.40) that ∆2V is positive definite in sufficiently small neigh-

bourhood of the origin, and the function V of the form (4.39) is negative definite for
h < 0 and changes its sign for h > 0. Hence according to Theorems 2.4 and 2.5, we
can conclude that the solution (4.23) of system (4.21) and (4.22) is asymptotically
stable for h < 0 and unstable for h > 0. This completes the proof. �

Remark 4.4. Obviously, that substitutions (4.4), (4.10), and (4.18) are such that
the investigation of the stability of solution (4.23) of system (4.21) and (4.22) is
equivalent to the investigation of the stability of the zero solution of system (4.1).

Remark 4.5. In Theorems 4.1 and 4.3 there are conditions under which the prob-
lem of the stability of the zero solution of system (4.1) can be solved in the critical
case when one eigenvalue of the linearized system is equal to minus one. The ob-
tained criteria do not depend on nonlinear terms with degrees of smallness more
than three. If we obtain h = 0, then the stability problem cannot be solved by
terms of the first, second, and third degrees of smallness in the expansions of the
right-hand sides of the system of difference equations. To solve this problem, it is
necessary to consider also the terms of higher degrees.
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