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# BOGDANOV-TAKENS BIFURCATION FOR NEUTRAL FUNCTIONAL DIFFERENTIAL EQUATIONS 

JIANZHI CAO, RONG YUAN


#### Abstract

In this article, we consider a class of neutral functional differential equations (NFDEs). First, some feasible assumptions and algorithms are given for the determination of Bogdanov-Takens (B-T) singularity. Then, by employing the method based on center manifold reduction and normal form theory due to Faria and Magalhães 4, a concrete reduced form for the parameterized NFDEs is obtained and the bifurcation behavior of the parameterized NFDEs is described. This result extend the B-T bifurcation analysis reported in [16. Finally, two examples ilustrate the theoretical results.


## 1. Introduction

As we all know, neutral functional differential equations (NFDEs) can be found in many scientific and technological fields such as biology, physics, control theory, engineering and so on. In the last decade, stability theory and Hopf bifurcation of NFDEs have been widely discussed by many authors because of its important(see [1, 6, 7, 11, 12, 13, 14, 15] and the references therein). For example, in [7], by employing a Lyapunov functional, Han studies the following linear neutral system

$$
\dot{x}(t)-C \dot{x}(t-\tau)=A(t) x(t)+B(t) x(t-r)
$$

with initial condition $x(t)=\varphi(t), \dot{x}(t)=\dot{\varphi}(t)$; in 14, the authors investigate a neutral delay logistic differential equation

$$
\frac{d}{d t}[x(t)-c x(t-\tau)]=r\left(1-e^{x(t-\sigma)}\right)
$$

and derive explicit formulas for determining the direction of Hopf bifurcation; Qu et al 12 prove that the following equation

$$
\frac{d}{d t}[x(t)-p x(t-\tau)]=-a x(t)+b \tanh (x(t-\tau))
$$

has a sequence of Hopf bifurcations. Moreover, they illustrate the global existence of periodic solutions by using global Hopf bifurcation technique; In 15, using center

[^0]manifold reduction and normal form theory, Weedermann derive explicit conditions for a Hopf bifurcation in scalar neutral system
$$
\dot{x}(t)-a \dot{x}(t-\tau)=L(\gamma) x_{t}+f\left(x_{t}, \gamma\right)
$$

Recently, codimension 2 bifurcations, such as B-T bifurcation, zero-Hopf bifurcation and so on, become a subject of intense research activities (see [8, 10, 11, 16, 17]). The phenomenon of $\mathrm{B}-\mathrm{T}$ bifurcation is a bifurcation of an equilibrium point in a two-parameter family of autonomous differential equations at which the critical equilibrium has a zero eigenvalue of (algebraic) multiplicity two. For nearby parameter values, the system has two equilibria (a saddle and a nonsaddle) which collide and disappear via a saddle-node bifurcation. The nonsaddle equilibrium undergoes an Hopf bifurcation generating a limit cycle. This cycle degenerates into an orbit homoclinic to the saddle and disappears via a saddle homoclinic bifurcation (see Figure 11. As far as we know, till now, few works are concerned with the B-T bifurcations of the NFDEs(see [10]). This fact motivates our work for the manuscript.

The paper is organized as follows: in section 2, we characterize the B-T singularity for parameterized NFDEs of the form (2.1) in $\mathbb{R}^{n}$ with $n>1$, and give feasible algorithms to calculate the explicit expression of the generalized eigenspace associated with the zero eigenvalue of the linearized NFDEs; in section 3, by employing the methods used in [3, 4, we reduce the parameterized NFDEs to the normal form on a center manifold, and a concrete expression of the reduced form is obtained. On the other hand, the bifurcation properties caused by B-T singularity are described in Proposition 3.2. In the last section, two examples are presented to illustrate our results.

## 2. Theory and algorithm for NFDEs

First, we consider the system

$$
\begin{equation*}
\frac{d}{d t} \mathcal{D} u_{t}=\mathcal{L}(\alpha) u_{t}+\mathcal{F}\left(\alpha, u_{t}\right) \tag{2.1}
\end{equation*}
$$

where $u_{t} \in C_{n}:=C\left([-r, 0], \mathbb{R}^{n}\right), \alpha \in \mathbb{R}^{2}, \mathcal{D}$ and $\mathcal{L}(\alpha)$ are continuous linear functions from $C_{n}$ to $\mathbb{R}^{n}, \mathcal{F}(\alpha, 0)=\frac{\partial \mathcal{F}}{\partial x}(\alpha, 0)=0$.

Suppose that $\mu$ and $\eta$ are $n \times n$ matrix valued functions of bounded variation in $\theta \in[-r, 0]$ and $\mu$ is non-atomic at zero (see [6] for the definition of atomic at zero) and define

$$
\begin{gathered}
\mathcal{D} \phi=\phi(0)-\int_{-r}^{0} d[\mu(\theta)] \phi(\theta), \\
\mathcal{L}(\alpha) \phi=\int_{-r}^{0} d[\eta(\alpha, \theta)] \phi(\theta),
\end{gathered}
$$

for all $\phi \in C_{n}$. We consider the linearized equation of 2.1),

$$
\begin{equation*}
\frac{d}{d t} \mathcal{D} u_{t}=\mathcal{L}(\alpha) u_{t} \tag{2.2}
\end{equation*}
$$

If we denote by $x(., \phi)$ the unique solution of 2.2 with initial function $\phi$ at zero, then 2.2 determines a $C_{0}$-semigroup of bounded linear operators given by

$$
T(t) \phi=x_{t}(\phi), \quad \text { for } t \geq 0
$$

where $x_{t}(\phi)$ is the solution of 2.2 with $x_{0}(\phi)=\phi$. Denote by $\mathcal{A}$ the infinitesimal generator of $\{T(t)\}_{t \geq 0}$

$$
\begin{equation*}
D(\mathcal{A})=\left\{\phi \in C_{n}: \frac{d \phi}{d \theta} \in C_{n}, \mathcal{D} \frac{d \phi}{d \theta}=\mathcal{L}(\alpha) \phi\right\}, \quad \mathcal{A} \phi=\frac{d \phi}{d \theta} \tag{2.3}
\end{equation*}
$$

If $\mathcal{A}$ is defined by 2.3 , then $\sigma(\mathcal{A})=P \sigma(\mathcal{A})$ and $\lambda$ is in $\sigma(\mathcal{A})$ if and only if satisfies the characteristic equation

$$
\begin{equation*}
\operatorname{det} \Delta(\lambda)=0, \quad \Delta(\lambda)=\lambda \mathcal{D}\left(e^{\lambda \cdot} I\right)-\mathcal{L}(\alpha)\left(e^{\lambda \cdot} I\right) \tag{2.4}
\end{equation*}
$$

Further assumptions on system (2.1) are as follows:
(H1) $\lambda=0$ is a characteristic value of $\mathcal{A}_{0}$ with algebraic multiplicity 2 and geometric multiplicity 1 , where $\mathcal{A}_{0}$ is the generator of $\{T(t)\}_{t \geq 0}$ when $\alpha=$ 0 ;
(H2) all other characteristic values of $\mathcal{A}_{0}$ have non-zero real parts.
We say that system 2.1) has a B-T singularity if (H1)-(H2) hold, and in this case we call $(x, \alpha)=(0,0)$ a B-T point of system (2.1).

In this article, we consider the system

$$
\begin{equation*}
\frac{d}{d t}(x(t)+E x(t-r))=A(\alpha) x(t)+B(\alpha) x(t-r)+F(\alpha, x(t), x(t-r)) \tag{2.5}
\end{equation*}
$$

where $E, A(\alpha), B(\alpha) \in \mathbb{R}^{n \times n}, x \in \mathbb{R}^{n}$, and $F(\alpha, 0,0)=\frac{\partial F(\alpha, 0,0)}{\partial x}=\frac{\partial F(\alpha, 0,0)}{\partial y}=0$.
If we choose

$$
\mu(\theta)= \begin{cases}0 & -r<\theta \leq 0 \\ E & \theta=-r\end{cases}
$$

and

$$
\eta(\alpha, \theta)= \begin{cases}A(\alpha)+B(\alpha) & \theta=0 \\ B(\alpha) & -r<\theta<0 \\ 0 & \theta=-r\end{cases}
$$

then system (2.5) can be formulated in the form 2.1; i.e.

$$
\begin{equation*}
\frac{d}{d t} \mathcal{D} x_{t}=\mathcal{L}(\alpha) x_{t}+\mathcal{F}\left(\alpha, x_{t}\right) \tag{2.6}
\end{equation*}
$$

Further, we have

$$
\begin{equation*}
\frac{d}{d t} \mathcal{D} x_{t}=\mathcal{L}_{0} x_{t}+\tilde{\mathcal{F}}\left(\alpha, x_{t}\right) \tag{2.7}
\end{equation*}
$$

where $\mathcal{L}_{0}:=\mathcal{L}(0)$ and $\tilde{\mathcal{F}}\left(\alpha, x_{t}\right)=\left(\mathcal{L}(\alpha)-\mathcal{L}_{0}\right) x_{t}+\mathcal{F}\left(\alpha, x_{t}\right)$.
Obviously, the linearized equation of system 2.7) at (0,0) is

$$
\begin{equation*}
\frac{d}{d t} \mathcal{D} x_{t}=\mathcal{L}_{0} x_{t} \tag{2.8}
\end{equation*}
$$

The following theorem gives an equivalent description for B-T singularity in a neutral differential system (2.5), which can be used as a feasible algorithm for determining the $\mathrm{B}-\mathrm{T}$ singularity.

Theorem 2.1. Under assumption (H2), system (2.5) has a $B-T$ singularity if and only if the following conditions hold:
(i) $\operatorname{rank}(A+B)=n-1$;
(ii) if $\operatorname{ker}(A+B)=\operatorname{span}\left\{\phi_{1}^{0}\right\}$, then $(I+E+r B) \phi_{1}^{0} \in \operatorname{Ran}(A+B)$;
(iii) if $(I+E+r B) \phi_{1}^{0}=(A+B) \phi_{2}^{0}$, then $(I+E+r B) \phi_{2}^{0}-\left(r E+\frac{1}{2} r^{2} B\right) \phi_{1}^{0} \notin$ $\operatorname{Ran}(A+B)$, where $\phi_{1}^{0}, \phi_{2}^{0} \in \mathbb{R}^{n}, A=A(0)$ and $B=B(0)$.

Proof. Similar to the reference [16, we only needs to show the equivalence of assumption (H1) and the conditions (i)-(iii). Here we translate assumption (H1) as follows: there exist linearly independent functions $\phi_{1}, \phi_{2} \in C_{n}$ such that

$$
\begin{equation*}
\mathcal{A}_{0} \phi_{1}=0, \quad \mathcal{A}_{0} \phi_{2}=\phi_{1} \tag{2.9}
\end{equation*}
$$

and the following equation

$$
\begin{equation*}
\mathcal{A}_{0} \phi=\phi_{2} \tag{2.10}
\end{equation*}
$$

has no solution $\phi$ in $C_{n}$.
Notice that $\mathcal{A}_{0} \phi_{1}=0$ is equivalent to

$$
\begin{aligned}
\dot{\phi}_{1}(\theta) & =0-r \leq \theta<0, \\
\mathcal{D} \dot{\phi}_{1} & =\mathcal{L}_{0} \phi_{1} \quad \theta=0
\end{aligned}
$$

from which we obtain

$$
\begin{equation*}
\phi_{1}(\theta) \equiv \phi_{1}^{0} \in \mathbb{R}^{n} \backslash\{0\} \quad \text { and } \quad(A+B) \phi_{1}^{0}=0 \tag{2.11}
\end{equation*}
$$

Moreover, from (2.9) we see that the associated eigenspace of $\mathcal{A}_{0}$ is a space with dimension 2 spanned by the characteristic function $\phi_{1}$ and the generalized characteristic function $\phi_{2}$, and that any function $\tilde{\phi}_{1} \in C_{n}$ linearly independent with $\phi_{1}$ must satisfy

$$
\mathcal{A}_{0} \tilde{\phi}_{1} \neq 0
$$

or

$$
\begin{equation*}
(A+B) \tilde{\phi}_{1}^{0} \neq 0 \tag{2.12}
\end{equation*}
$$

for any $\tilde{\phi}_{1}^{0}$ in $\mathbb{R}^{n}$ linearly independent with $\phi_{1}^{0}$. As a consequence of 2.11) and (2.12), the condition (i) holds; i.e., $\operatorname{rank}(A+B)=n-1$ and $\operatorname{ker}(A+B)=\operatorname{span}\left\{\phi_{1}^{0}\right\}$.

By the definition of the operator $\mathcal{A}_{0}$ and 2.11, $\mathcal{A}_{0} \phi_{2}=\phi_{1}$ is equivalent to

$$
\begin{gather*}
\dot{\phi}_{2}(\theta)=\phi_{1}^{0}, \quad-r \leq \theta<0  \tag{2.13}\\
\mathcal{D} \dot{\phi}_{2}=\mathcal{L}_{0} \phi_{2}, \quad \theta=0
\end{gather*}
$$

which implies

$$
\begin{equation*}
\phi_{2}(\theta)=\phi_{2}^{0}+\phi_{1}^{0} \theta \tag{2.14}
\end{equation*}
$$

and

$$
\phi_{1}^{0}+E \phi_{1}^{0}=(A+B) \phi_{2}^{0}-r B \phi_{1}^{0}
$$

i.e., $(A+B) \phi_{2}^{0}=(I+E+r B) \phi_{1}^{0}$, the condition (ii) holds.

Similar to the above discussion, 2.10 is equivalent to

$$
\begin{gather*}
\dot{\phi}(\theta)=\phi_{2}^{0}+\phi_{1}^{0} \theta, \quad-r \leq \theta<0 \\
\mathcal{D} \dot{\phi}=\mathcal{L}_{0} \phi, \quad \theta=0 . \tag{2.15}
\end{gather*}
$$

From the first formula of 2.15), we have $\phi(\theta)=\phi^{0}+\phi_{2}^{0}(\theta)+\frac{1}{2} \phi_{1}^{0} \theta^{2}, \phi^{0} \in \mathbb{R}^{n}$, and by substituting $\phi(\theta)$ into the second formula, we obtain

$$
\begin{equation*}
(I+E+r B) \phi_{2}^{0}-\left(r E+\frac{1}{2} r^{2} B\right) \phi_{1}^{0}=(A+B) \phi^{0} . \tag{2.16}
\end{equation*}
$$

From (2.16) we see that 2.10 has no solution in $C_{n}$ is equivalent to $(I+E+r B) \phi_{2}^{0}$ $\left(r E+\frac{1}{2} r^{2} B\right) \phi_{1}^{0} \notin \operatorname{Ran}(A+B)$; i.e. the condition (iii) holds. This completes the proof of the theorem.

We can easily obtain the following corollaries.
Corollary 2.2. The conditions (ii) and (iii) in Theorem 2.1 are equivalent to
(ii') if $\operatorname{ker}(A+B)=\operatorname{span}\left\{\phi_{1}^{0}\right\}$, then $\operatorname{rank}\left(A+B,(I+E+r B) \phi_{1}^{0}\right)=n-1$;
(iii') if $(I+E+r B) \phi_{1}^{0}=(A+B) \phi_{2}^{0}$, then $\operatorname{rank}\left(A+B,(I+E+r B) \phi_{2}^{0}-(r E+\right.$ $\left.\left.\frac{1}{2} r^{2} B\right) \phi_{1}^{0}\right)=n$.
Corollary 2.3. When $n=1$ (i.e. $E, A, B \in \mathbb{R}$ ), Equation 2.5) has a $B$-T singularity if and only if $A=-B, 1+E=-r B$ and $E \neq 1$.

In the space $C_{n}^{*}=C\left([0, r], \mathbb{R}^{n *}\right)$, the adjoint bilinear form on $C_{n}^{*} \times C_{n}$ is defined by
$(\psi, \phi)=\psi(0) \phi(0)-\int_{-r}^{0} d\left[\int_{0}^{\theta} \psi(\theta-\xi) d[\mu(\xi)]\right] \phi(\theta)-\int_{-r}^{0} \int_{0}^{\theta} \psi(\theta-\tau) d[\eta(\alpha, \tau)] \phi(\theta)$.
For the set $\Lambda=\{0\}$, we can use the formal adjoint theory for an NFDE to decompose the phase space. The hypotheses (H1)-(H2) yield a decomposition of the state space in the form $C_{n}=P \oplus Q$, where $P$ is the two dimensional generalized eigenspace associated to zero for 2.8 and $Q=\left\{\phi \in C_{n}:(\psi, \phi)=0\right\}$ is the complementary space.

Let $\Phi(\theta)=\left(\phi_{1}(\theta), \phi_{2}(\theta)\right),-r \leq \theta \leq 0$ and $\Psi(s)=\operatorname{col}\left(\psi_{1}(s), \psi_{2}(s)\right), 0 \leq s \leq r$ be the bases of $P$ and its dual space $P^{*}$, respectively, which satisfy $(\Psi, \Phi)=I_{2}\left(I_{2}\right.$ is the $2 \times 2$ identity matrix). Then, we have the following lemma.

Lemma 2.4. The bases of $P$ and its dual space $P^{*}$ have the following representations

$$
\begin{gather*}
P=\operatorname{span} \Phi, \quad \Phi(\theta)=\left(\phi_{1}(\theta), \phi_{2}(\theta)\right), \quad-r \leq \theta \leq 0  \tag{2.17}\\
P^{*}=\operatorname{span} \Psi \quad \Psi(s)=\operatorname{col}\left(\psi_{1}(s), \psi_{2}(s)\right), \quad 0 \leq s \leq r \tag{2.18}
\end{gather*}
$$

where $\phi_{1}(\theta)=\phi_{1}^{0} \in \mathbb{R}^{n} \backslash\{0\}, \phi_{2}(\theta)=\phi_{2}^{0}+\phi_{1}^{0} \theta, \phi_{2}^{0} \in \mathbb{R}^{n}$, and $\psi_{2}(s)=\psi_{2}^{0} \in$ $\mathbb{R}^{n *} \backslash\{0\}, \psi_{1}(s)=\psi_{1}^{0}-s \psi_{2}^{0}, \psi_{1}^{0} \in \mathbb{R}^{n *}$, which satisfy
(i) $(A+B) \phi_{1}^{0}=0$,
(ii) $(A+B) \phi_{2}^{0}=(I+E+r B) \phi_{1}^{0}$,
(iii) $\psi_{2}^{0}(A+B)=0$,
(iv) $\psi_{1}^{0}(A+B)=\psi_{2}^{0}(I+E+r B)$,
(v) $\psi_{2}^{0}(I+E+r B) \phi_{2}^{0}-\psi_{2}^{0}\left(r E+\frac{1}{2} r^{2}\right) B \phi_{1}^{0}=1$,
(vi) $\psi_{1}^{0}(I+E+r B) \phi_{2}^{0}-\psi_{1}^{0}\left(r E+\frac{1}{2} r^{2} B\right) \phi_{1}^{0}+\psi_{2}^{0}\left(r^{2} E+\frac{1}{6} r^{3} B\right) \phi_{1}^{0}-\psi_{2}^{0}(r E+$ $\left.\frac{1}{2} r^{2} B\right) \phi_{2}^{0}=0$.
Here, we can fix the unique vectors $\phi_{1}^{0}, \phi_{2}^{0}$ by (i), (ii), respectively; then $\psi_{2}^{0}, \psi_{1}^{0}$ can be determined by (iii), (iv), respectively, up to some constant factors. Furthermore, (v) and (vi) are used to determine the coefficient factors of the vectors $\psi_{2}^{0}$ and $\psi_{1}^{0}$.

Proof. Firstly, from the proof of Theorem 2.1, we know that $\phi_{1}(\theta)=\phi_{1}^{0} \in \mathbb{R}^{n} \backslash\{0\}$, $\phi_{2}(\theta)=\phi_{2}^{0}+\phi_{1}^{0} \theta, \phi_{2}^{0} \in \mathbb{R}^{n}$, and then (i), (ii) hold. Next, we introduce the adjoint operator $\mathcal{A}_{0}^{*}: C_{n}^{*} \rightarrow C_{n}^{*}$ of $\mathcal{A}_{0}$ by

$$
\begin{aligned}
& D\left(\mathcal{A}_{0}^{*}\right)=\left\{\psi \in C^{1}\left([0, r], \mathbb{R}^{n *}\right)=:\right.\left.C_{n}^{* 1}: \frac{d \psi}{d s} \in C_{n}^{* 1}, \mathcal{D} \frac{d \psi}{d s}=-\int_{-r}^{0} \psi(-\theta) \mathrm{d} \eta(\theta)\right\} \\
& \mathcal{A}_{0}^{*}=-\frac{d \psi}{d s}
\end{aligned}
$$

From $\mathcal{A}_{0}^{*} \psi_{2}=0$, i.e.

$$
\begin{gather*}
-\dot{\psi}_{2}(s)=0, \quad 0<s \leq r  \tag{2.19}\\
\mathcal{D} \dot{\psi}_{2}=-\mathcal{L}_{0} \psi_{2}, \quad s=0
\end{gather*}
$$

we obtain

$$
\begin{equation*}
\psi_{2}(s)=\psi_{2}^{0} \in \mathbb{R}^{n *} \backslash\{0\}, \quad \psi_{2}^{0}(A+B)=0 \tag{2.20}
\end{equation*}
$$

From $\mathcal{A}_{0}^{*} \psi_{1}=\psi_{2}$, i.e.

$$
\begin{gather*}
-\dot{\psi}_{1}(s)=\psi_{2}^{0}, \quad 0<s \leq r \\
\mathcal{D} \dot{\psi}_{1}=-\mathcal{L}_{0} \psi_{1}, \quad s=0 \tag{2.21}
\end{gather*}
$$

we have

$$
\begin{equation*}
\psi_{1}(s)=\psi_{1}^{0}-s \psi_{2}^{0}, \quad \psi_{1}^{0} \in \mathbb{R}^{n}, \quad \psi_{1}^{0}(A+B)=\psi_{2}^{0}(I+E+r B) \tag{2.22}
\end{equation*}
$$

which implies that the conditions (iii) and (iv) hold. Finally, by the definition of $(\cdot, \cdot)$ and $(\Phi, \Psi)=1$ we have

$$
\begin{align*}
\left(\psi_{1}, \phi_{1}\right)= & \psi_{1}^{0}(I+E+r B) \phi_{1}^{0}-\psi_{2}^{0}\left(r E+\frac{1}{2} r^{2}\right) B \phi_{1}^{0}=1 \\
\left(\psi_{2}, \phi_{2}\right)= & \psi_{2}^{0}(I+E+r B) \phi_{2}^{0}-\psi_{2}^{0}\left(r E+\frac{1}{2} r^{2}\right) B \phi_{1}^{0}=1 \\
\left(\psi_{1}, \phi_{2}\right)= & \psi_{1}^{0}(I+E+r B) \phi_{2}^{0}-\psi_{1}^{0}\left(r E+\frac{1}{2} r^{2} B\right) \phi_{1}^{0}  \tag{2.23}\\
& +\psi_{2}^{0}\left(r^{2} E+\frac{1}{6} r^{3} B\right) \phi_{1}^{0}-\psi_{2}^{0}\left(r E+\frac{1}{2} r^{2} B\right) \psi_{2}^{0}=0 \\
& \left(\psi_{2}, \phi_{1}\right)=\psi_{2}^{0}(I+E+r B) \phi_{1}^{0}=0
\end{align*}
$$

In fact, according to the above formulas, we know that the fourth formula in 2.23 ) holds naturally, and the first is equivalent to the second one. Then we can properly choose the coefficient factors of $\psi_{1}^{0}, \psi_{2}^{0}$ such that all the formulas hold. This completes the proof of the lemma.

## 3. Reduction and normal form for NFDEs with B-T bifurcation

In this section, we will discuss the reduction and normal forms for the NFDEs with B-T singularity. As we all know, one way of considering normal forms for NFDEs with parameters is to reduce the situation to the case of differential equations without parameters by considering the system

$$
\begin{gather*}
\frac{d}{d t} \mathcal{D} x_{t}=\mathcal{L}_{0} x_{t}+\tilde{\mathcal{F}}\left(\alpha, x_{t}\right),  \tag{3.1}\\
\frac{d}{d t} \alpha(t)=0 .
\end{gather*}
$$

The solutions of system (3.1) are of the form $\tilde{x}(t)=(x(t), \alpha(t)) \in \mathbb{R}^{n} \times \mathbb{R}^{2}$ and the phase space is $C_{n+2}:=C\left([-r, 0], \mathbb{R}^{n} \times \mathbb{R}^{2}\right)$. Let $\tilde{\mathcal{L}}_{0} \tilde{x}_{t}=\left(\mathcal{L}_{0} x_{t}, 0\right)$ and $\hat{\mathcal{F}}\left(\tilde{x}_{t}\right)=$ $\left(\tilde{\mathcal{F}}\left(\alpha(0), x_{t}\right), 0\right)$. It is now possible to apply to 3.1) the normal form theory for FDEs without parameters developed in [3].

Denote $\tilde{\mathcal{A}}_{0}=\left(\mathcal{A}_{0}, 0\right)$ then the eigenvalues of $\tilde{\mathcal{A}}_{0}$ include not only all the eigenvalues of $\mathcal{A}_{0}$, but also the two 0 -eigenvalues introduced by $\dot{\alpha}=0$. Let $\tilde{\Lambda}$ be the set of 0-eigenvalues (counting multiplicity) of $\tilde{\mathcal{A}}_{0}$. We consider the decomposition of $C_{n+2}=\tilde{P} \oplus \tilde{Q}$, where $\tilde{P}=P \times \mathbb{R}^{2}$ is the invariant space of $\tilde{\mathcal{A}}_{0}$ associated with $\tilde{\Lambda}, \tilde{Q}=Q \times R$, where $R=\left\{v \in C_{2} \mid v(0)=0\right\}$. Here, the bases of $\tilde{P}$ and its dual space $\tilde{P}^{*}$ are formed by the columns of $\tilde{\Phi}=\left[\begin{array}{cc}\Phi & 0 \\ 0 & I_{2}\end{array}\right]$ and the rows of $\tilde{\Psi}=\left[\begin{array}{cc}\Psi & 0 \\ 0 & I_{2}\end{array}\right]$,
respectively, which satisfy $(\tilde{\Psi}, \tilde{\Phi})=I_{4}$ and $\dot{\tilde{\Phi}}=\tilde{\Phi} \tilde{J}$ with

$$
\tilde{J}=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] .
$$

Let $X_{0}$ and $Y_{0}$ be the matrix valued functions defined on $[-r, 0]$ by

$$
\begin{aligned}
X_{0}(\theta) & = \begin{cases}0 & -r \leq \theta<0 \\
I_{n} & \theta=0,\end{cases} \\
Y_{0}(\theta) & = \begin{cases}0 & -r \leq \theta<0 \\
I_{2} & \theta=0 .\end{cases}
\end{aligned}
$$

As shown in [3], we consider the enlarged phase space $B C_{n}$ in which the functions from $[-r, 0]$ to $\mathbb{R}^{n}$ are uniformly continuous on $[-r, 0)$ with a jump discontinuously at 0 , this space can be identified as $C_{n} \times \mathbb{R}^{n}$; its elements are in the form $\phi=\varphi+X_{0} \xi$, where $\varphi \in C_{n}, \xi \in \mathbb{R}^{n}$. Analogously, for considering normal forms for the equation (3.1) we take for phase space $B \tilde{C}_{n}:=B C_{n} \times B C_{2}$, which can be identified with $C_{n+2} \times \mathbb{R}^{n+2}$.

The definition of the continuous projection

$$
\pi: B C_{n} \rightarrow P, \quad \pi\left(\phi+X_{0} \xi\right)=\Phi[(\Psi, \phi)+\Psi(0) \xi]
$$

allows us to decompose the enlarged phase space by $B C_{n}=P \oplus \operatorname{ker} \pi$ and $Q \subset \operatorname{ker} \pi$. In the space $B C_{n},(2.5)$ can be written as an abstract ordinary differential equation

$$
\begin{equation*}
\frac{d}{d t} x_{t}=\mathcal{A}_{0} x_{t}+X_{0} \tilde{\mathcal{F}}\left(\alpha, x_{t}\right) \tag{3.2}
\end{equation*}
$$

where $\mathcal{A}_{0} \phi=\phi^{\prime}+X_{0}\left[\mathcal{L}_{0} \phi-\mathcal{D} \phi^{\prime}\right]$. We consider the projection $\tilde{\pi}: B \tilde{C}_{n} \rightarrow \tilde{P}$ given by

$$
\tilde{\pi}\left(\phi+X_{0} \xi, \psi+Y_{0} \zeta\right)=\tilde{\Phi}\left\{\left(\tilde{\Psi},\left[\begin{array}{l}
\phi \\
\psi
\end{array}\right]\right)+\tilde{\Psi}(0)\left[\begin{array}{l}
\xi \\
\zeta
\end{array}\right]\right\}=\left(\pi\left(\phi+X_{0} \xi\right), \psi(0)+\zeta\right)
$$

where $\phi \in C_{n}, \psi \in C_{2}, \xi \in \mathbb{R}^{n}$ and $\zeta \in \mathbb{R}^{2}$. According to $B \tilde{C}_{n}=\tilde{P} \oplus \operatorname{ker} \tilde{\pi}$, we can decompose

$$
\left[\begin{array}{l}
x_{t} \\
\alpha_{t}
\end{array}\right]=\left[\begin{array}{cc}
\Phi & 0 \\
0 & I_{2}
\end{array}\right]\left[\begin{array}{c}
x(t) \\
\alpha(t)
\end{array}\right]+\left[\begin{array}{c}
y \\
w
\end{array}\right],
$$

where $(x(t), \alpha(t)) \in \mathbb{R}^{n+2}$ and $(y, w) \in \operatorname{ker} \tilde{\pi}$. Thus

$$
\begin{gather*}
{\left[\begin{array}{l}
\dot{x} \\
\dot{\alpha}
\end{array}\right]=\tilde{J}\left[\begin{array}{l}
x \\
\alpha
\end{array}\right]+\tilde{\Psi}(0) \hat{\mathcal{F}}\left(\tilde{\Phi}\left[\begin{array}{l}
x \\
\alpha
\end{array}\right]+\left[\begin{array}{c}
y \\
w
\end{array}\right]\right)}  \tag{3.3}\\
\frac{d}{d t}\left[\begin{array}{c}
y \\
w
\end{array}\right]=\tilde{\mathcal{A}}_{Q^{1}}\left[\begin{array}{c}
y \\
w
\end{array}\right]+(I-\pi)\left[X_{0}, Y_{0}\right] \hat{\mathcal{F}}\left(\tilde{\Phi}\left[\begin{array}{c}
x \\
\alpha
\end{array}\right]+\left[\begin{array}{c}
y \\
w
\end{array}\right]\right)
\end{gather*}
$$

where $x \in \mathbb{R}^{2}, \alpha \in \mathbb{R}^{2}, y \in Q^{1}:=Q \cap C_{n}^{1}, w \in R^{1}:=R \cap C_{2}^{1}$, and $\tilde{\mathcal{A}}_{Q^{1}}$ is the operator from $\tilde{Q}^{1}:=\tilde{Q} \cap C_{n+2}^{1}=Q^{1} \times R^{1}$ to ker $\tilde{\pi}$,

$$
\tilde{\mathcal{A}}_{\tilde{Q}}^{1}\left[\begin{array}{l}
\phi \\
\psi
\end{array}\right]=\left[\begin{array}{l}
\dot{\phi} \\
\dot{\psi}
\end{array}\right]+\left[X_{0}, Y_{0}\right]\left\{\tilde{\mathcal{L}}_{0}\left[\begin{array}{l}
\phi \\
\psi
\end{array}\right]-\mathcal{D}\left[\begin{array}{l}
\dot{\phi}(0) \\
\dot{\psi}(0)
\end{array}\right]\right\} .
$$

If $\mathcal{A}_{Q^{1}} \subset \operatorname{ker} \pi$ is such that $\mathcal{A}_{Q}^{1} \phi=\dot{\phi}+X_{0}\left[\mathcal{L}_{0} \phi-\mathcal{D} \dot{\phi}(0)\right]$, system 3.3) is equivalent to

$$
\begin{aligned}
& {\left[\begin{array}{c}
\dot{x} \\
\dot{\alpha}
\end{array}\right]=} \\
&+\left[\begin{array}{c}
J x \\
0
\end{array}\right]+\left[\begin{array}{c}
\Psi(0)\left(\mathcal{L}(\alpha(0))+w(0)-\mathcal{L}_{0}\right)(\Phi x+y) \\
0
\end{array}\right] \\
&+\left[\begin{array}{c}
\Psi(0) \mathcal{F}(\Phi x+y, \alpha(0)+w(0)) \\
0
\end{array}\right] \\
& {\left[\begin{array}{c}
\dot{y} \\
\dot{w}
\end{array}\right]=} {\left[\begin{array}{c}
\mathcal{A}_{Q^{1}} y \\
\dot{w}-Y_{0} \dot{w}(0)
\end{array}\right]+\left[\begin{array}{c}
\left.(I-\pi) X_{0}(\mathcal{L}(\alpha(0))+w(0))-\mathcal{L}_{0}\right)(\Phi x+y) \\
0
\end{array}\right] } \\
&+\left[\begin{array}{c}
(I-\pi) X_{0} \mathcal{F}(\Phi x+y, \alpha(0)+w(0)) \\
0
\end{array}\right]
\end{aligned}
$$

Noting that $w(0)=0$, system (3.3) can be reduced to the following equation on $B C_{n}$,

$$
\begin{gather*}
\dot{x}=J x+\Psi(0) \tilde{\mathcal{F}}(\Phi x+y, \alpha) \\
\frac{d}{d t} y=\mathcal{A}_{Q^{1}} y+(I-\pi) X_{0} \tilde{\mathcal{F}}(\Phi x+y, \alpha) \tag{3.4}
\end{gather*}
$$

Employing Taylor's theorem, we expand the nonlinear terms in 3.4) at $(x, y, \alpha)=$ $(0,0,0)$ as

$$
\begin{align*}
\dot{x} & =J x+\sum_{j \geq 2} \frac{1}{j!} f_{j}^{1}(x, y, \alpha) \\
\frac{d}{d t} y & =\mathcal{A}_{Q^{1}} y+\sum_{j \geq 2} \frac{1}{j!} f_{j}^{2}(x, y, \alpha) \tag{3.5}
\end{align*}
$$

where $f_{j}^{i}(x, y, \alpha)(i=1,2)$ denotes the homogeneous polynomials of degree $j$ in variables $(x, y, \alpha)$. Let

$$
V_{2}^{4}\left(\mathbb{R}^{2}\right)=\left\{\sum_{|(q, l)=2|} c_{(q, l)} x^{q} \alpha^{l}:(q, l) \in \mathbb{N}_{0}^{4}, c_{(q, l)} \in \mathbb{R}^{2}\right\}
$$

denote the linear space of homogeneous polynomials of $(x, \alpha)=\left(x_{1}, x_{2}, \alpha_{1}, \alpha_{2}\right)$ with the degree 2 and coefficients in $\mathbb{R}^{2}$ and let $M_{2}^{1}$ be the operator defined on $V_{2}^{4}\left(\mathbb{R}^{2}\right)$ by

$$
\left(M_{2}^{1} p\right)(x, \alpha)=D_{x} p(x, \alpha) J x-J p(x, \alpha), \quad \forall p \in V_{2}^{4}\left(\mathbb{R}^{2}\right)
$$

then we decompose $V_{2}^{4}\left(\mathbb{R}^{2}\right)$ as $\operatorname{Im}\left(M_{2}^{1}\right) \oplus \operatorname{Im}\left(M_{2}^{1}\right)^{c}$ and denote the map from $V_{2}^{4}\left(\mathbb{R}^{2}\right)$ to $\operatorname{Im}\left(M_{2}^{1}\right)$ by $P_{I, 2}^{1}$.

We start from finding the second-order normal form $(j=2)$. The canonical basis of $V_{2}^{4}\left(\mathbb{R}^{2}\right)$ has twenty elements

$$
\left((x, \alpha)^{2}, 0\right)^{T}, \quad\left(0,(x, \alpha)^{2}\right)^{T}
$$

and we can choose the complementary space $\operatorname{Im}\left(M_{2}^{1}\right)^{c}$ spanned by the elements

$$
\left[\begin{array}{c}
0 \\
x_{1}^{2}
\end{array}\right], \quad\left[\begin{array}{c}
0 \\
x_{1} x_{2}
\end{array}\right], \quad\left[\begin{array}{c}
0 \\
x_{1} \alpha_{i}
\end{array}\right], \quad\left[\begin{array}{c}
0 \\
x_{2} \alpha_{i}
\end{array}\right], \quad\left[\begin{array}{c}
0 \\
\alpha_{i}^{2}
\end{array}\right], \quad\left[\begin{array}{c}
0 \\
\alpha_{1} \alpha_{2}
\end{array}\right], \quad i=1,2
$$

Then, for the system (2.5), the normal form with universal unfolding of double zero singularity has the form

$$
\dot{x}=J x+\frac{1}{2} g_{2}^{1}(x, 0, \alpha)+\text { h.o.t. }
$$

where $g_{2}^{1}(x, 0, \alpha)=\left(I-P_{I, 2}^{1}\right) f_{2}^{1}(x, 0, \alpha)=\operatorname{proj}_{\operatorname{Im}\left(M_{2}^{1}\right)^{c}} f_{2}^{1}(x, 0, \alpha)$ is the quadratic function in $(x, \alpha)$ for $y=0$, and h.o.t. stands for higher order terms.

Following [4, 16], the normal form of system (3.1) on the center manifold is given by

$$
\begin{equation*}
\dot{x}_{1}=x_{2}, \quad \dot{x}_{2}=\rho_{1} x_{1}+\rho_{2} x_{2}+\eta_{1} x_{1}^{2}+\eta_{2} x_{1} x_{2}+\text { h.o.t., } \tag{3.6}
\end{equation*}
$$

where

$$
\begin{gathered}
\rho_{1}=\psi_{2}^{0}\left(A_{1}+B_{1}\right) \phi_{1}^{0} \alpha_{1}+\psi_{2}^{0}\left(A_{2}+B_{2}\right) \phi_{1}^{0} \alpha_{2} \\
\rho_{2}=\left[\psi_{1}^{0}\left(A_{1}+B_{1}\right) \phi_{1}^{0}+\psi_{2}^{0}\left(\left(A_{1}+B_{1}\right) \phi_{2}^{0}-B_{1} \phi_{1}^{0}\right)\right] \alpha_{1} \\
+\left[\psi_{1}^{0}\left(A_{2}+B_{2}\right) \phi_{1}^{0}+\psi_{2}^{0}\left(\left(A_{2}+B_{2}\right) \phi_{2}^{0}-B_{2} \phi_{1}^{0}\right)\right] \alpha_{2} \\
\eta_{1}=\psi_{2}^{0} \sum_{i=1}^{n}\left(E_{i}+F_{i}+G_{i}\right) \phi_{1}^{0} \phi_{1 i}^{0} \\
\eta_{2}=2 \psi_{1}^{0} \sum_{i=1}^{n}\left(E_{i}+F_{i}+G_{i}\right) \phi_{1}^{0} \phi_{1 i}^{0} \\
+\psi_{2}^{0}\left[\sum_{i=1}^{n}\left(E_{i}+F_{i}+G_{i}\right)\left(\phi_{2}^{0} \phi_{1 i}^{0}+\phi_{1}^{0} \phi_{2 i}^{0}\right)-\sum_{i=1}^{n}\left(E_{i}+2 G_{i}\right) \phi_{1}^{0} \phi_{1 i}^{0}\right] .
\end{gathered}
$$

and $A_{i}=\left.(A(\alpha)-A)^{\prime}\right|_{\alpha_{i}}, B_{i}=\left.(B(\alpha)-B)^{\prime}\right|_{\alpha_{i}}, i=1,2, E_{j}, F_{j}, G_{j} j=1,2, \ldots, n$ are coefficient matrices.

Remark 3.1. Compared with [16, we find that NFDEs and DDEs have the same normal forms in terms of B-T bifurcation except for the $\Phi(\theta)$ and $\Psi(s)$.

After neglecting the terms of order higher than two in (3.6), we obtain

$$
\begin{gather*}
\dot{x}_{1}=x_{2} \\
\dot{x}_{2}=\rho_{1} x_{1}+\rho_{2} x_{2}+\eta_{1} x_{1}^{2}+\eta_{2} x_{1} x_{2} \tag{3.7}
\end{gather*}
$$

Next, we will list some dynamic behaviors about system (3.7).
Proposition 3.2 ([16, Theorem 4.3]). If $\eta_{1} \cdot \eta_{2} \neq 0\left(\eta_{1}, \eta_{2} \in \mathbb{R}\right.$ defined in (3.7) $)$, then (3.7) exhibits a generate $B$ - $T$ bifurcation. Furthermore, there exists a constant $\rho_{1}^{0}>0$, such that when $0<\rho_{1}\left(\alpha_{1}, \alpha_{2}\right)<\rho_{1}^{0}$, in the parameter plane $\left(\alpha_{1}, \alpha_{2}\right)$ near the origin there exist two curve $H$ and $H L$ :

- The Hopf bifurcation curve
$H=\left\{\left(\alpha_{1}, \alpha_{2}\right): \rho_{2}\left(\alpha_{1}, \alpha_{2}\right)=\frac{\eta_{2}}{\eta_{1}} \rho_{1}\left(\alpha_{1}, \alpha_{2}\right)+\right.$ h.o.t. $\left.=0, \rho_{1}\left(\alpha_{1}, \alpha_{2}\right)>0\right\} ;$
- The homoclinic bifurcation curve

$$
\begin{aligned}
H L=\{ & \left(\alpha_{1}, \alpha_{2}\right): \rho_{2}\left(\alpha_{1}, \alpha_{2}\right)-\mu\left(\sqrt{\rho_{1}\left(\alpha_{1}, \alpha_{2}\right)}\right) \rho_{1}\left(\alpha_{1}, \alpha_{2}\right)+\text { h.o.t. }=0 \\
& \left.\rho_{1}\left(\alpha_{1}, \alpha_{2}\right)>0\right\}
\end{aligned}
$$

where $\mu$ is a continuously differentiable function with $\mu(0)=7 \eta_{1} /\left(6 \eta_{2}\right)$.
To understand the propositions of intuitive, we give some numerical simulation (see Figure 1 and Figure 2).


Figure 1. For $\eta_{1}=-6 / 5$ and $\eta_{2}=2 / 5$, (a) shows that when $\left(\rho_{1}, \rho_{2}\right)=(0,0)$, the unique equilibrium $(0,0)$ is a cusp of codimension 2 ; (b) shows that when $\left(\rho_{1}, \rho_{2}\right)=(1.67,-0.934)$, there are two equilibria: one is a stable focus and the other is a saddle


Figure 2. For $\eta_{1}=-6 / 5$ and $\eta_{2}=2 / 5$, (a) shows that when $\left(\rho_{1}, \rho_{2}\right)=(1.364,-0.446)$, the stable focus becomes unstable and there is a stable limit cycle, i.e., system (3.6) undergoes a hopf bifurcation; (b) shows that when $\left(\rho_{1}, \rho_{2}\right)=(1.0833,1.6782)$, the limit cycle is broken and reach the manifold of the saddle, the homoclinic loop occur

## 4. Examples

For the applications of our method proposed in the previous section, we investigate $\mathrm{B}-\mathrm{T}$ bifurcation exhibited in the following two examples.

Example 4.1. We consider the following scalar neutral differential equation

$$
\begin{equation*}
\dot{x}(t)+p \dot{x}(t-1)=a_{1} x(t)-a_{2} x(t-1)+a x^{2}(t)+b x(t) x(t-1)+c x^{2}(t-1) \tag{4.1}
\end{equation*}
$$

where $a_{1}, a_{2}, a, b, c, p \in \mathbb{R}$. The characteristic equation for its linearization at zero is given by

$$
\lambda\left(1+p e^{-\lambda}\right)=a_{1}-a_{2} e^{-\lambda}
$$

From Corollary 2.3, one can check that system 4.1 has a B-T singularity if and only if

$$
a_{1}=a_{2}, \quad 1+p=a_{2}, \quad p \neq 1 .
$$

Rescaling the bifurcation parameters by setting $\alpha_{1}=a_{1}-1-p, \alpha_{2}=a_{2}-1-p$, $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}^{2}$, system 4.1) becomes

$$
\begin{aligned}
\dot{x}(t)+p \dot{x}(t-1)= & (1+p) x(t)-(1+p) x(t-1)+\alpha_{1} x(t)-\alpha_{2} x(t-1) \\
& +a x^{2}(t)+b x(t) x(t-1)+c x^{2}(t-1)
\end{aligned}
$$

We obtain $\Phi(\theta)=(1, \theta)$,

$$
\Psi(s)=\left[\begin{array}{c}
-\frac{a_{2}}{3\left(\frac{1}{2} a_{2}-p\right)^{2}}-\frac{s}{\frac{1}{2} a_{2}-p} \\
\frac{1}{\frac{1}{2} a_{2}-p}
\end{array}\right]
$$

from Lemma 2.4, and $\frac{1}{2} \tilde{\mathcal{F}}_{2}(\Phi x, 0)=(a+b+c) x_{1}^{2}-(b+2 c) x_{1} x_{2}+c x_{2}^{2}$. Applying formulas (3.6) and the transforms about (3.7), we deduce that the ODE on center manifold of the origin near $\alpha=0$,

$$
\begin{gathered}
\dot{z}_{1}=z_{2} \\
\dot{z}_{2}=\rho_{1} x_{1}+\rho_{2} x_{2}+\eta_{1} x_{1}^{2}+\eta_{2} x_{1} x_{2}
\end{gathered}
$$

where

$$
\begin{aligned}
& \rho_{1}=\frac{1}{\frac{1}{2} a_{2}-p} \alpha_{1}-\frac{2\left(p-\frac{1}{6} a_{2}\right)}{\left(\frac{1}{2} a_{2}-p\right)^{2}} \alpha_{2}, \quad \rho_{2}=-\frac{2\left(p-\frac{1}{6} a_{2}\right)}{\left(\frac{1}{2} a_{2}-p\right)^{2}} \alpha_{1} \\
& \eta_{1}=\frac{a+b+c}{\frac{1}{2} a_{2}-p}, \quad \eta_{2}=-\frac{2\left(p-\frac{1}{6} a_{2}\right)(a+b+c)}{\left(\frac{1}{2} a_{2}-p\right)^{2}}-\frac{b+2 c}{\frac{1}{2} a_{2}-p} .
\end{aligned}
$$

Example 4.2. Consider the following 2-dimensional NFDEs

$$
\begin{gather*}
\dot{x}+\dot{x}(t-1)=2 x+y+\left(1+\alpha_{1}\right) x(t-1)+y(t-1)-x^{2}(t), \\
\dot{y}=\alpha_{1} x+\left(1+\alpha_{2}\right) y+\left(\alpha_{2}-1\right) y(t-1)-4 y^{2}(t-1) . \tag{4.2}
\end{gather*}
$$

Comparing with system (2.5), we see that

$$
A(\alpha)=\left[\begin{array}{cc}
2 & 1 \\
\alpha_{1} & 1+\alpha_{2}
\end{array}\right], \quad B(\alpha)=\left[\begin{array}{cc}
1+\alpha_{1} & 1 \\
0 & -1+\alpha_{2}
\end{array}\right], \quad E=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

Since $A=A(0)=\left[\begin{array}{ll}2 & 1 \\ 0 & 1\end{array}\right]$ and $B=B(0)=\left[\begin{array}{cc}1 & 1 \\ 0 & -1\end{array}\right]$, we have $\operatorname{rank}(A+B)=$ $\operatorname{rank}\left[\begin{array}{ll}3 & 2 \\ 0 & 0\end{array}\right]=1$, condition (i) in Theorem 2.1 is valid; on the other hand, by choosing $\phi_{1}^{0}=\left[\begin{array}{c}\frac{1}{3} \\ -\frac{1}{2}\end{array}\right]$ and $\phi_{2}^{0}=\left[\begin{array}{c}\frac{1}{6} \\ 0\end{array}\right]$, one can check that $\operatorname{rank}(A+B,(I+E+$ $\left.B) \phi_{1}^{0}\right)=\operatorname{rank}\left[\begin{array}{lll}3 & 2 & \frac{1}{2} \\ 0 & 0 & 0\end{array}\right]=1$ and $\operatorname{rank}\left(A+B,(I+E+B) \phi_{2}^{0}-\left(E+\frac{1}{2} B\right) \phi_{1}^{0}\right)=$ $\operatorname{rank}\left[\begin{array}{ccc}3 & 2 & \frac{1}{4} \\ 0 & 0 & -\frac{1}{4}\end{array}\right]=2$, the conditions (ii'), (iii') in Corollary 2.2 are satisfied; then we conclude that system 4.2 has a B-T singularity at $(0,0)$.
Further, we can choose that $\Phi(\theta)=\left[\begin{array}{cc}\frac{1}{3} & \frac{1}{6}+\frac{1}{3} \theta \\ -\frac{1}{2} & -\frac{1}{2} \theta\end{array}\right]$ and $\Psi(s)=\left[\begin{array}{cc}0 & -\frac{4}{3}+4 s \\ 0 & -4\end{array}\right]$ according to Lemma 2.4. By virtue of formulas (3.7, it follows that system 4.2 can be reduced to

$$
\begin{gathered}
\dot{z}_{1}=z_{2} \\
\dot{z}_{2}=\left(-\frac{4}{3} \alpha_{1}+4 \alpha_{2}\right) z_{1}-\left(\frac{8}{9} \alpha_{1}+\frac{2}{3} \alpha_{2}\right) z_{2}+\frac{2}{9} z_{1}^{2}+\frac{11}{27} z_{1} z_{2}
\end{gathered}
$$
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