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#### Abstract

In this article, we study the asymptotic behavior of non-oscillatory solutions of second-order integro-dynamic equations as well as the oscillatory behavior of forced second order integro-dynamic equations on time scales. The results are new for the continuous and discrete cases. Examples are provided to illustrate the relevance of the results.


## 1. Introduction

We are concerned with the asymptotic behavior of non-oscillatory solutions of the second-order integro-dynamic equation on time scales of the form

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta}+\int_{0}^{t} a(t, s) F(s, x(s)) \Delta s=0 \tag{1.1}
\end{equation*}
$$

and the oscillatory behavior of the second-order forced integro-dynamic equation

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)\right)^{\Delta}+\int_{0}^{t} a(t, s) F(s, x(s)) \Delta s=e(t) \tag{1.2}
\end{equation*}
$$

We take $\mathbb{T} \subseteq \mathbb{R}_{+}=[0, \infty)$ to be an arbitrary time-scale with $0 \in \mathbb{T}$ and $\sup \mathbb{T}=$. By $t \geq s$ we mean as usual $t \in[s, \infty) \cap \mathbb{T}$.

We shall assume throughout that:
(i) $e, r: \mathbb{T} \rightarrow \mathbb{R}$ and $a: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}$ are rd-continuous and $r(t)>0$, and $a(t, s) \geq 0$ for $t>s, \alpha$ is the ratio of positive odd integers and

$$
\begin{equation*}
\sup _{t \geq t_{0}} \int_{0}^{t_{0}} a(t, s) \Delta s:=k<\infty, \quad t_{0} \geq 0 \tag{1.3}
\end{equation*}
$$

(ii) $F: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and assume that there exist continuous functions $f_{1}, f_{2}: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$ such that $F(t, x)=f_{1}(t, x)-f_{2}(t, x)$ for $t \geq 0$;
(iii) there exist constants $\beta$ and $\gamma$ being the ratios of positive odd integers and functions $p_{i} \in C_{r d}(\mathbb{T},(0, \infty)), i=1,2$, such that

$$
\begin{array}{ll}
x f_{1}(t, x) \geq p_{1}(t) x^{\beta+1} & \text { for } x \neq 0 \text { and } t \geq 0 \\
x f_{2}(t, x) \leq p_{2}(t) x^{\gamma+1} & \text { for } x \neq 0 \text { and } t \geq 0
\end{array}
$$

[^0]We consider only those solutions of equation (1.1) (resp, (1.2)) which are nontrivial and differentiable for $t \geq 0$. The term solution henceforth applies to such solutions of equation (1.1). A solution $x$ is said to be oscillatory if for every $t_{0}>0$ we have $\inf _{t \geq t_{0}} x(t)<0<\sup _{t \geq t_{0}} x(t)$ and it is said to be non-oscillatory otherwise.

Dynamic equations on time-scales is a fairly new topic. For general basic ideas and background, we refer the reader to the seminal book [2].

Although the oscillation and nonoscillation theory of differential equations and difference equations is well developed, the problem for integro-differential equations of Volterra type was discussed only in a few papers in the literature, see [3, 7, 10, 8, 4, 11] and their references. We refer the reader to [4, 5] for some initial papers on the oscillation and nonoscillation of integro-dynamic and integral equations on time scales.

To the best of our knowledge, there are no results on the asymptotic behavior of non-oscillatory solutions of 1.1 and the oscillatory behavior of 1.2 . Therefore, the main goal of this article is to establish some new criteria for the asymptotic behavior of non-oscillatory solutions of equation (1.1) and the oscillatory behavior of equation 1.2 .

## 2. Asymptotic behavior of the non-oscillatory solutions of 1.1)

In this section we study the asymptotic behavior of all non-oscillatory solutions of equation (1.1) with all possible types of nonlinearities. We will employ the following two lemmas, the second of which is actually a consequence of the first.
Lemma 2.1 (Young inequality [6). Let $X$ and $Y$ be nonnegative real numbers, $n>1$ and $\frac{1}{n}+\frac{1}{m}=1$. Then

$$
X Y \leq \frac{1}{n} X^{n}+\frac{1}{m} Y^{m}
$$

Equality holds if and only if $X=Y$.
Lemma 2.2 ([1]). If $X$ and $Y$ are nonnegative real numbers, then

$$
\begin{align*}
& X^{\lambda}+(\lambda-1) Y^{\lambda}-\lambda X Y^{\lambda-1} \geq 0 \quad \text { for } \lambda>1  \tag{2.1}\\
& X^{\lambda}-(1-\lambda) Y^{\lambda}-\lambda X Y^{\lambda-1} \leq 0 \quad \text { for } \lambda<1 \tag{2.2}
\end{align*}
$$

where the equality holds if and only if $X=Y$.
We define

$$
R\left(t, t_{0}\right)=\int_{t_{0}}^{t}\left(\frac{s}{r(s)}\right)^{1 / \alpha} \Delta s, \quad t>t_{0} \geq 0
$$

Note that due to monotonicity

$$
\begin{equation*}
\lim _{t \rightarrow \infty} R\left(t, t_{0}\right) \neq 0 \tag{2.3}
\end{equation*}
$$

Our first result is the following.
Theorem 2.3. Let conditions (i)-(iii) hold with $\gamma=1$ and $\beta>1$ and suppose

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty \tag{2.4}
\end{equation*}
$$

for some $t_{0} \geq 0$. If $x$ is a non-oscillatory solution of (1.1), then

$$
\begin{equation*}
x(t)=O\left(R\left(t, t_{0}\right)\right), \quad \text { as } t \rightarrow \infty \tag{2.5}
\end{equation*}
$$

Proof. Let $x$ be a non-oscillatory solution of equation (1.1). Hence $x$ is either eventually positive or eventually negative. First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. Using conditions (ii) and (iii) with $\beta>1$ and $\gamma=1$ in equation 1.1 , for $t \geq t_{1}$, we obtain

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+\int_{t_{1}}^{t} a(t, s)\left[p_{2}(s) x(s)-p_{1}(s) x^{\beta}\right] \Delta s \tag{2.6}
\end{equation*}
$$

If we apply 2.1 with $\lambda=\beta, X=p_{1}^{1 / \beta} x$, and $Y=\left(\frac{1}{\beta} p_{2} p_{1}^{-1 / \beta}\right)^{\frac{1}{\beta-1}}$ we have

$$
\begin{equation*}
p_{2}(t) x(t)-p_{1}(t) x^{\beta}(t) \leq(\beta-1) \beta^{\frac{\beta}{1-\beta}} p_{1}^{\frac{1}{1-\beta}}(t) p_{2}^{\frac{\beta}{\beta-1}}(t), \quad t \geq t_{1} . \tag{2.7}
\end{equation*}
$$

Substituting 2.7 into 2.6 gives

$$
\begin{align*}
& \left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \\
& \leq-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+(\beta-1) \beta^{\frac{\beta}{1-\beta}} \int_{t_{1}}^{t} a(t, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \tag{2.8}
\end{align*}
$$

for all $t \geq t_{1} \geq 0$. Let

$$
m:=\max \left\{|F(t, x(t))|: t \in\left[0, t_{1}\right] \cap \mathbb{T}\right\}
$$

By assumption (i), we have

$$
\begin{equation*}
\left|-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s\right| \leq \int_{0}^{t_{1}} a(t, s)|F(s, x(s))| \Delta s \leq m k:=b \tag{2.9}
\end{equation*}
$$

Hence from 2.8 and 2.9, we obtain

$$
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq b+(\beta-1) \beta^{\frac{\beta}{1-\beta}} \int_{t_{1}}^{t} a(t, s) p_{1}^{\frac{1}{11-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s
$$

Integrating this inequality from $t_{1}$ to $t$ leads to

$$
\begin{aligned}
& \left(x^{\Delta}(t)\right)^{\alpha} \\
& \leq \frac{r\left(t_{1}\right)\left|\left(x^{\Delta}\left(t_{1}\right)\right)^{\alpha}\right|}{r(t)}+b \frac{t-t_{1}}{r(t)}+\frac{(\beta-1) \beta^{\frac{\beta}{1-\beta}}}{r(t)} \int_{t_{1}}^{t} \int_{t_{1}}^{u} a(u, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u
\end{aligned}
$$

or

$$
\left(x^{\Delta}(t)\right)^{\alpha} \leq \frac{c_{0} t}{r(t)}+\frac{(\beta-1) \beta^{\frac{\beta}{1-\beta}}}{r(t)} \int_{t_{1}}^{t} \int_{t_{1}}^{u} a(t, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u
$$

where

$$
c_{0}=\frac{r\left(t_{1}\right)\left|\left(x^{\Delta}\left(t_{1}\right)\right)^{\alpha}\right|}{t_{1}}+b
$$

By employing the well-known inequality

$$
\begin{equation*}
\left(a_{1}+b_{1}\right)^{\lambda} \leq \sigma_{\lambda}\left(a_{1}^{\lambda}+b_{1}^{\lambda}\right) \quad \text { for } a_{1} \geq 0, b_{1} \geq 0, \text { and } \lambda>0 \tag{2.10}
\end{equation*}
$$

where $\sigma_{\lambda}=1$ if $\lambda<1$ and $\sigma_{\lambda}=2^{\lambda-1}$ if $\lambda \geq 1$ we see that there exists positive constants $c_{1}$ and $c_{2}$ depending on $\alpha$ such that

$$
x^{\Delta}(t) \leq c_{1}\left(\frac{t}{r(t)}\right)^{1 / \alpha}+c_{2}\left(\frac{1}{r(t)} \int_{t_{1}}^{t} \int_{t_{1}}^{u} a(t, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u\right)^{1 / \alpha}
$$

Integrating this inequality from $t_{1}$ to $t \geq t_{1}$, we obtain

$$
\begin{align*}
|x(t)| \leq & \left|x\left(t_{1}\right)\right|+c_{1} R\left(t, t_{1}\right) \\
& +c_{2} \int_{t_{1}}^{t}\left(\frac{1}{r(v)} \int_{t_{1}}^{v} \int_{t_{1}}^{u} a(u, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v \\
\leq & \left|x\left(t_{1}\right)\right|+c_{1} R\left(t, t_{0}\right)  \tag{2.11}\\
& +c_{2} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) p_{1}^{\frac{1}{1-\beta}}(s) p_{2}^{\frac{\beta}{\beta-1}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v .
\end{align*}
$$

Dividing both sides of 2.11) by $R\left(t, t_{0}\right)$ and using 2.3 and 2.4, we see that 2.5 holds. The proof is similar if $x$ is eventually negative.

Next, we present the following simple result.
Theorem 2.4. Let conditions (i) and (ii) hold with $f_{2}=0$ and $x f_{1}(t, x)>0$ for $x \neq 0$ and $t \geq 0$. If $x$ is a non-oscillatory solution of equation (1.1), then 2.5) holds.

Proof. Let $x(t)$ be a non-oscillatory solution of equation 1.1 with $f_{2}=0$. First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. From (1.1) we find that

$$
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta}=-\int_{0}^{t} a(t, s) f_{1}(s, x(s)) \Delta s \leq \int_{0}^{t_{1}} a(t, s) f_{1}(s, x(s)) \Delta s
$$

Using (1.3) (see 2.9) in the above inequality, we obtain $\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq b$. The rest of the proof is similar to that of Theorem 2.3 and hence is omitted.
Theorem 2.5. Let conditions (i)-(iii) hold with $\beta=1$ and $\gamma<1$ and suppose

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) p_{1}^{\frac{\gamma}{\gamma-1}}(s) p_{2}^{\frac{1}{1-\gamma}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty \tag{2.12}
\end{equation*}
$$

for some $t_{0} \geq 0$. If $x$ is a non-oscillatory solution of equation (1.1), then 2.5 holds.

Proof. Let $x$ be a non-oscillatory solution of 1.1 . First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. From conditions (ii) and (iii) with $\beta=1$ and $\gamma<1$ in equation (1.1) we have

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+\int_{t_{1}}^{t} a(t, s)\left[p_{2}(s) x^{\gamma}(s)-p_{1}(s) x\right] \Delta s \tag{2.13}
\end{equation*}
$$

for all $\mathrm{t} \geq t_{1}$. Hence,

$$
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq b+\int_{t_{1}}^{t} a(t, s)\left[p_{2}(s) x^{\gamma}(s)-p_{1}(s) x\right] \Delta s
$$

where $b$ is as in 2.9. Applying 2.2 with $\lambda=\gamma, X=p_{2}^{1 / \gamma} x$ and $Y=\left(\frac{1}{\gamma} p_{1} p_{2}^{\frac{-1}{\gamma}}\right)^{\frac{1}{\gamma-1}}$, we obtain

$$
\begin{equation*}
p_{2}(t) x^{\gamma}(t)-p_{1}(t) x(t) \leq(1-\gamma) \gamma^{\frac{\gamma}{1-\gamma}} p_{1}^{\frac{\gamma}{\gamma-1}}(t) p_{2}^{\frac{1}{1-\gamma}}(t), \quad t \geq t_{1} \tag{2.14}
\end{equation*}
$$

Using 2.14 in 2.13 we have

$$
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq b+(1-\gamma) \gamma^{\frac{\gamma}{1-\gamma}} \int_{t_{1}}^{t} a(t, s) p_{1}^{\frac{\gamma}{\gamma-1}}(s) p_{2}^{\frac{1}{1-\gamma}}(s) \Delta s \quad t \geq t_{1}
$$

The rest of the proof is similar to that of Theorem 2.3 and hence is omitted.
Theorem 2.6. Let conditions (i)-(iii) hold with $\beta>1$ and $\gamma<1$ and assume that there exists a positive rd-continuous function $\xi: \mathbb{T} \rightarrow \mathbb{T}$ such that

$$
\begin{align*}
& \lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s)\right.  \tag{2.15}\\
& \left.\times\left[c_{1} \xi^{\frac{\beta}{\beta-1}}(s) p_{1}^{\frac{1}{1-\beta}}(s)+c_{2} \xi^{\frac{\gamma}{\gamma-1}}(s) p_{2}^{\frac{1}{1-\gamma}}(s)\right] \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty
\end{align*}
$$

for some $t_{0} \geq 0$, where $c_{1}=(\beta-1) \beta^{\frac{\beta}{1-\beta}}$ and $c_{2}=(1-\gamma) \gamma^{\frac{\gamma}{1-\gamma}}$. If $x$ is a nonoscillatory solution of equation (1.1), then 2.5 holds.

Proof. Let $x$ be a non-oscillatory solution of equation 1.1. First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. Using (ii) and (iii) in equation 1.1 we obtain

$$
\begin{aligned}
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \leq & -\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+\int_{t_{1}}^{t} a(t, s)\left[\xi(s) x(s)-p_{1}(s) x^{\beta}(s)\right] \Delta s \\
& +\int_{t_{1}}^{t} a(t, s)\left[p_{2}(s) x^{\gamma}(s)-\xi(s) x(s)\right] \Delta s
\end{aligned}
$$

As in the proof of Theorems 2.3 and 2.5 , one can easily show that

$$
\begin{aligned}
(r & \left.(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \\
\leq & -\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s \\
& +\int_{t_{1}}^{t} a(t, s)\left[(\beta-1) \beta^{\frac{\beta}{1-\beta}} \xi^{\frac{\beta}{\beta-1}}(s) p_{1}^{\frac{1}{1-\beta}}(s)+(1-\gamma) \gamma^{\frac{\gamma}{1-\gamma}} \xi^{\frac{\gamma}{1-\gamma}}(s) p_{2}^{\frac{1}{1-\gamma}}(s)\right] \Delta s .
\end{aligned}
$$

The rest of the proof is similar to that of Theorem 2.3 and hence is omitted.
Theorem 2.7. Let conditions (i)-(iii) hold with $\beta>1$ and $\gamma<1$ and suppose that there exists a positive rd-continuous function $\xi: \mathbb{T} \rightarrow \mathbb{T}$ such that

$$
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) \xi^{\frac{\beta}{\beta-1}}(s) p_{1}^{\frac{1}{1-\beta}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty
$$

and

$$
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) \xi^{\frac{\gamma}{\gamma-1}}(s) p_{2}^{\frac{1}{1-\gamma}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty
$$

for some $t_{0} \geq 0$. If $x$ is a non-oscillatory solution of equation (1.1), then 2.5) holds.

For the cases when both $f_{1}$ and $f_{2}$ are superlinear $(\beta>\gamma>1)$ or else sublinear ( $1>\beta>\gamma>0$ ), we have the following result.

Theorem 2.8. Let conditions (i)-(iii) hold with $\beta>\gamma$ and assume

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v} \int_{t_{0}}^{u} a(u, s) p_{1}^{\frac{\gamma}{\gamma-\beta}}(s) p_{2}^{\frac{\beta}{\beta-\gamma}}(s) \Delta s \Delta u\right)^{1 / \alpha} \Delta v<\infty \tag{2.16}
\end{equation*}
$$

for some $t_{0} \geq 0$. If $x$ is a non-oscillatory solution of equation (1.1), then 2.5 holds.

Proof. Let $x$ be a non-oscillatory solution of 1.1. First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. Using conditions (ii) and (iii) in equation 1.1 we have

$$
\begin{align*}
& \left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta} \\
& \leq-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+\int_{t_{1}}^{t} a(t, s)\left[p_{2}(s) x^{\gamma}(s)-p_{1}(s) x^{\beta}(s)\right] \Delta s . \tag{2.17}
\end{align*}
$$

By applying Lemma 2.1 with

$$
n=\frac{\beta}{\gamma}, \quad X=x^{\gamma}(s), \quad Y=\frac{\gamma p_{2}(s)}{\beta p_{1}(s)}, \quad m=\frac{m}{\beta-\gamma}
$$

we obtain

$$
\begin{aligned}
p_{2}(s) x^{\gamma}(s)-p_{1}(s) x^{\beta}(s) & =\frac{\beta}{\gamma} p_{1}(s)\left[x^{\gamma}(s) \frac{\gamma}{\beta} \frac{p_{2}(s)}{p_{1}(s)}-\frac{\gamma}{\beta}\left(x^{\gamma}(s)\right)^{\beta / \gamma}\right] \\
& =\frac{\beta}{\gamma} p_{1}(s)\left[X Y-\frac{1}{n} X^{n}\right] \\
& \leq \frac{\beta}{\gamma} p_{1}(s)\left(\frac{1}{m} Y^{m}\right) \\
& =\left(\frac{\beta-\gamma}{\gamma}\right)\left[\frac{\gamma}{\beta} p_{2}(s)\right]^{\frac{\beta}{\beta-\gamma}}\left(p_{1}(s)\right)^{\frac{\gamma}{\gamma-\beta}}
\end{aligned}
$$

The rest of the proof is similar to that of Theorem 2.3 and hence is omitted.
Remark 2.9. If in addition to the hypotheses of Theorems $2.3,2.8$,

$$
\lim _{t \rightarrow \infty} R\left(t, t_{0}\right)<\infty
$$

then every non-oscillatory solution of 1.1 is bounded.
Remark 2.10. The results given above hold for equations of the form

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)^{\alpha}\right)^{\Delta}+\int_{0}^{t} a(t, s) F(s, x(s)) \Delta s=e(t) \tag{2.18}
\end{equation*}
$$

if the additional condition

$$
\lim _{t \rightarrow \infty} \frac{1}{R\left(t, t_{0}\right)} \int_{t_{0}}^{t}\left(\frac{1}{r(v)} \int_{t_{0}}^{v}|e(s)| \Delta s\right)^{1 / \alpha} \Delta v<\infty
$$

is satisfied.

## 3. Oscillation results for 1.2 )

This section we study of the oscillatory properties of 1.2 . For this end hypotheses (i) and (ii) are replaced by the assumptions:
(I) $e, r: \mathbb{T} \rightarrow \mathbb{R}$ and $a: \mathbb{T} \times \mathbb{T} \rightarrow \mathbb{R}$ are rd-continuous, $r(t)>0$ and $a(t, s) \geq 0$ for $t>s$ and there exist rd-continuous functions $k, m: \mathbb{T} \rightarrow \mathbb{R}^{+}$such that

$$
\begin{equation*}
a(t, s) \leq k(t) m(s), \quad t \geq s \tag{3.1}
\end{equation*}
$$

with

$$
k_{1}:=\sup _{t \geq 0} k(t)<\infty, \quad k_{2}:=\sup _{t \geq 0} \int_{0}^{t} m(s) \Delta s<\infty
$$

In this case condition $\sqrt[1.3]{ }$ is satisfied with $k=k_{1} k_{2}$.
(II) $F: \mathbb{T} \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and assume that there exists rd-continuous function, $q: \mathbb{T} \rightarrow(0, \infty)$ and a real number $\beta$ with $0<\beta \leq 1$ such that

$$
\begin{equation*}
x F(t, x) \leq q(t) x^{\beta+1}, \quad \text { for } x \neq 0 \text { and } t \geq 0 \tag{3.2}
\end{equation*}
$$

In what follows

$$
\begin{equation*}
g_{ \pm}(t, p)=e(t) \mp k_{1}(1-\beta) \beta^{\beta /(1-\beta)} \int_{0}^{t} p^{\beta /(\beta-1)}(s) q(s)^{1 /(1-\beta)} m^{1 /(1-\beta)}(s) \Delta s \tag{3.3}
\end{equation*}
$$

where $0<\beta<1, p \in C_{r d}(\mathbb{T},(0, \infty))$.
We first give sufficient conditions under which non-oscillatory solutions $x$ of equation 1.2 satisfy

$$
\begin{equation*}
x(t)=O(t), \quad \text { as } t \rightarrow \infty \tag{3.4}
\end{equation*}
$$

Theorem 3.1. Let $0<\beta<1$, conditions (I) and (II) hold, assume the function $t / r(t)$ is bounded, and for some $t_{0} \geq 0$,

$$
\begin{equation*}
\int_{t_{0}}^{\infty} \frac{s}{r(s)} \Delta s<\infty \tag{3.5}
\end{equation*}
$$

Let $p \in C_{r d}(\mathbb{T},(0, \infty))$ such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} s p(s) \Delta s<\infty \tag{3.6}
\end{equation*}
$$

If

$$
\begin{gather*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} g_{-}(s, p) \Delta s \Delta u<\infty  \tag{3.7}\\
\liminf _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} g_{+}(s, p) \Delta s \Delta u>-\infty
\end{gather*}
$$

then every non-oscillatory solution $x(t)$ of (1.2) satisfies

$$
\limsup _{t \rightarrow \infty} \frac{|x(t)|}{t}<\infty
$$

Proof. Let $x$ be a non-oscillatory solution of 1.1. First assume $x$ is eventually positive, say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$.

Using condition (3.2) in (1.2) we have

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)\right)^{\Delta} \leq e(t)-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s+\int_{t_{1}}^{t} a(t, s) q(s) x^{\beta}(s) \Delta s \tag{3.8}
\end{equation*}
$$

for $t \geq t_{1}$. Let

$$
c:=\max _{0 \leq t \leq t_{1}} \mid F(t, x(t) \mid<\infty
$$

By assumption (3.1), we obtain

$$
\left|-\int_{0}^{t_{1}} a(t, s) F(s, x(s)) \Delta s\right| \leq c \int_{0}^{t_{1}} a(t, s) \Delta s \leq c k_{1} k_{2}=: b, \quad t \geq t_{1}
$$

Hence from (3.8) we have

$$
\begin{align*}
\left(r(t)\left(x^{\Delta}(t)\right)\right)^{\Delta} \leq & e(t)+b+k_{1} \int_{t_{1}}^{t}\left[m(s) q(s) x^{\beta}(s)-p(s) x(s)\right] \Delta s \\
& +k_{1} \int_{t_{1}}^{t} p(s) x(s) \Delta s, \quad t \geq t_{1} \tag{3.9}
\end{align*}
$$

Applying (2.2) of Lemma 2.2 with

$$
\lambda=\beta, \quad X=(q m)^{1 / \beta} x, \quad Y=\left(\frac{1}{\beta} p(m q)^{-1 / \beta}\right)^{\frac{1}{\beta-1}}
$$

we have

$$
m(s) q(s) x^{\beta}(s)-p(s) x(s) \leq(1-\beta) \beta^{\beta /(1-\beta)} p^{\beta /(\beta-1)}(s) m^{1 /(1-\beta)}(s) q^{1 /(1-\beta)}(s) .
$$

Thus, we obtain

$$
\begin{equation*}
\left(r(t)\left(x^{\Delta}(t)\right)\right)^{\Delta} \leq g_{+}(t, p)+b+k_{1} \int_{t_{1}}^{t} p(s) x(s) \Delta s \quad \text { for } t \geq t_{1} . \tag{3.10}
\end{equation*}
$$

Integrating (3.10) from $\mathrm{t}_{1}$ to t we have

$$
\begin{equation*}
r(t) x^{\Delta}(t) \leq r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right)+\int_{t_{1}}^{t} g_{+}(s, p) \Delta s+b\left(t-t_{1}\right)+k_{1} \int_{t_{1}}^{t} \int_{t_{1}}^{u} p(s) x(s) \Delta s \Delta u, \tag{3.11}
\end{equation*}
$$

for $t \geq t_{1}$. Employing [10, Lemma 3] to interchange the order of integration, we obtain

$$
r(t) x^{\Delta}(t) \leq r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right)+\int_{t_{1}}^{t} g_{+}(s, p) \Delta s+b\left(t-t_{1}\right)+k_{1} t \int_{t_{1}}^{t} p(s) x(s) \Delta s, \quad t \geq t_{1}
$$

and so,

$$
x^{\Delta}(t) \leq \frac{r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right)}{r(t)}+\frac{1}{r(t)} \int_{t_{1}}^{t} g_{+}(s) \Delta s+\frac{b\left(t-t_{1}\right)}{r(t)}+\frac{k_{1} t}{r(t)} \int_{t_{1}}^{t} p(s) x(s) \Delta s, \quad t \geq t_{1} .
$$

Integrating this inequality from $t_{1}$ to $t$ and using (3.5) and the fact that the function $t / r(t)$ is bounded for $t \geq t_{1}$, say by $k_{3}$ we see that

$$
\begin{aligned}
x(t) \leq & x\left(t_{1}\right)+r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right) \int_{t_{1}}^{t} \frac{1}{r(s)} \Delta s+\int_{t_{1}}^{t} \frac{1}{r(u)} \int_{t_{1}}^{u} g_{+}(s) \Delta s \Delta u \\
& +b \int_{t_{1}}^{t} \frac{s}{r(s)} \Delta s+k_{1} k_{3} \int_{t_{1}}^{t} \int_{t_{1}}^{u} p(s) x(s) \Delta s \Delta u, \quad t \geq t_{1} .
\end{aligned}
$$

Once again, using [10, Lemma 3] we have

$$
\begin{align*}
x(t) \leq & x\left(t_{1}\right)+r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right) \int_{t_{1}}^{t} \frac{1}{r(s)} \Delta s+\int_{t_{1}}^{t} \frac{1}{r(u)} \int_{t_{1}}^{u} g_{+}(s) \Delta s \Delta u \\
& +b \int_{t_{1}}^{t} \frac{s}{r(s)} \Delta s+k_{1} k_{3} t \int_{t_{1}}^{t} p(s) x(s) \Delta s, \quad t \geq t_{1} \tag{3.12}
\end{align*}
$$

and so,

$$
\begin{equation*}
\frac{x(t)}{t} \leq c_{1}+c_{2} \int_{t_{1}}^{t} s p(s)\left(\frac{x(s)}{s}\right) \Delta s, \quad t \geq t_{1} \tag{3.13}
\end{equation*}
$$

note (3.5) and (3.7), $c_{2}=k_{1} k_{3}$ and $c_{1}$ is an upper bound for

$$
\frac{1}{t}\left[x\left(t_{1}\right)+r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right) \int_{t_{1}}^{t} \frac{1}{r(s)} \Delta s+\int_{t_{1}}^{t} \frac{1}{r(u)} \int_{t_{1}}^{u} g_{+}(s) \Delta s \Delta u+b \int_{t_{1}}^{t} \frac{s}{r(s)} \Delta s\right]
$$

for $t \geq t_{1}$. Applying Gronwall's inequality [2, Corollary 6.7] to inequality (3.13) and then using condition (3.6) we have

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{x(t)}{t}<\infty . \tag{3.14}
\end{equation*}
$$

If $x(t)$ is eventually negative, we can set $y=-x$ to see that $y$ satisfies equation (1.2) with $e(t)$ replaced by $-e(t)$ and $F(t, x)$ replaced by $-F(t,-y)$. It follows in a similar manner that

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{-x(t)}{t}<\infty \tag{3.15}
\end{equation*}
$$

The proof is complete.
Next, by employing Theorem 3.1 we present the following oscillation result for equation 1.2 .
Theorem 3.2. Let $0<\beta<1$, conditions (I), (II), 3.5, 3.6, and 3.7 hold, assume the function $t / r(t)$ is bounded, and there is a function $p \in C_{r d}(\mathbb{T},(0, \infty))$ such that (3.6) holds. If for every $0<M<1$,

$$
\begin{align*}
& \limsup _{t \rightarrow \infty}\left[M t+\int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} g_{-}(s, p) \Delta s \Delta u\right]=\infty \\
& \liminf _{t \rightarrow \infty}\left[M t+\int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} g_{+}(s, p) \Delta s \Delta u\right]=-\infty \tag{3.16}
\end{align*}
$$

then (1.2) is oscillatory.
Proof. Let $x$ be a non-oscillatory solution of equation 1.2 , say $x(t)>0$ for $t \geq t_{1}$ for some $t_{1} \geq t_{0}$. The proof when $x(t)$ is eventually negative is similar. Proceeding as in the proof of Theorem 3.1 we arrive at 3.12 . Therefore,

$$
\begin{aligned}
x(t) \leq & x\left(t_{1}\right)+r\left(t_{1}\right) x^{\Delta}\left(t_{1}\right) \int_{t_{1}}^{\infty} \frac{1}{r(s)} \Delta s+\int_{t_{1}}^{t} \frac{1}{r(u)} \int_{t_{1}}^{u} g_{+}(s, p) \Delta s \Delta u \\
& +b \int_{t_{1}}^{\infty} \frac{s}{r(s)} \Delta s+k_{1} k_{3} t \int_{t_{1}}^{\infty} s p(s)\left(\frac{x(s)}{s}\right) \Delta s, \quad t \geq t_{1}
\end{aligned}
$$

Clearly, the conclusion of Theorem 3.1 holds. This together with 3.5 imply that

$$
\begin{equation*}
x(t) \leq M_{1}+M t+\int_{t_{1}}^{t} \frac{1}{r(u)} \int_{t_{1}}^{u} g_{+}(s, p) \Delta s \Delta u \tag{3.17}
\end{equation*}
$$

where $M_{1}$ and $M$ are positive real numbers. Note that we make $M<1$ possible by increasing the size of $t_{1}$. Finally, taking liminf in (3.17) as $t \rightarrow \infty$ and using (3.16) result in a contradiction with the fact that $x(t)$ is eventually positive.

Corollary 3.3. Let $0<\beta<1$ and condition (I), (II), 3.5, and 3.6) hold, assume the function $t / r(t)$ is bounded, and for some $t_{0} \geq 0$ suppose

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} e(s) \Delta s \Delta u<\infty, \quad \liminf _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} e(s) \Delta s \Delta u>-\infty \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \frac{1}{t} \int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} p^{\beta /(\beta-1)}(s) q(s)^{1 /(1-\beta)} m^{1 /(1-\beta)}(s) \Delta s \Delta u<\infty \tag{3.19}
\end{equation*}
$$

If for every $0<M<1$,

$$
\begin{gather*}
\limsup _{t \rightarrow \infty}\left[M t+\int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} e(s) \Delta s \Delta u\right]=\infty  \tag{3.20}\\
\liminf _{t \rightarrow \infty}\left[M t+\int_{t_{0}}^{t} \frac{1}{r(u)} \int_{t_{0}}^{u} e(s) \Delta s \Delta u\right]=-\infty
\end{gather*}
$$

then 1.2 is oscillatory.
Similar reasoning to that in the sublinear case guarantees the following theorems for the integro-dynamic equation $\sqrt{1.2}$ when $\beta=1$.

Theorem 3.4. Let $\beta=1$, conditions (I), (II), 3.5 and 3.18 hold, assume the function $t / r(t)$ is bounded, and for some $t_{0} \geq 0$ suppose

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \int_{t_{0}}^{t} \operatorname{sm}(s) q(s) \Delta s<\infty \tag{3.21}
\end{equation*}
$$

Then every non-oscillatory solution of equation 1.2 satisfies

$$
\limsup _{t \rightarrow \infty} \frac{|x(t)|}{t}<\infty
$$

Theorem 3.5. Let $\beta=1$, conditions (I), (II), 3.5, 3.18, 3.20, and 3.21) hold, assume the function $t / r(t)$ is bounded. Then (1.2) is oscillatory.

Remark 3.6. We note that the results of Section 3 can be obtained by using the hypothesis (i) with the additional assumption that the function $a(t, s)$ is nonincreasing with respect to the first variable. In this case, $k_{1} m(t)$ which appeared in the proofs and $m(t)$ which appeared in the statements of the theorems should be replaced by $a(t, t)$. The details are left to the reader.

## 4. Examples

As we already mentioned the results of the present paper are new for the cases when $\mathbb{T}=\mathbb{R}$ (the continuous case) or when $\mathbb{T}=\mathbb{Z}$ (the discrete case).

Example 4.1. Consider the integro-differential equations

$$
\begin{equation*}
\left(\frac{1}{t}\left(x^{\prime}(t)\right)^{3}\right)^{\prime}+\int_{0}^{t} \frac{t}{t^{2}+s^{2}}\left[s^{a} x^{5}(s)-x^{3}(s)\right] d s=0, \quad t>0 \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{1}{t^{2}}\left(x^{\prime}(t)\right)^{1 / 3}\right)^{\prime}+\int_{0}^{t} \frac{t}{t^{2}+s^{2}}\left[s^{b} x^{5 / 7}(s)-s^{c} x^{3 / 7}(s)\right] d s=0, \quad t>0 \tag{4.2}
\end{equation*}
$$

where $a, b$, and $c$ are nonnegative real numbers satisfying $3 a<2$ and $3 b-2<5 c \leq$ $3 b$.

For (4.1), take $\alpha=3, r(t)=1 / t, a(t, s)=t /\left(t^{2}+s^{2}\right), p_{1}(t)=t^{a}, p_{2}(t)=1$, $\beta=5, \gamma=3, R(t, 0)=(3 / 5) t^{5 / 3}$. Since

$$
\begin{aligned}
& t^{-5 / 3} \int_{0}^{t}\left(v \int_{0}^{v} \frac{1}{u} \int_{0}^{u} \frac{u^{2}}{u^{2}+s^{2}} s^{-3 a / 2} d s d u\right)^{1 / 3} d v \\
& \leq c_{1} t^{-5 / 3} \int_{0}^{t}\left(v \int_{0}^{v} u^{-3 a / 2} d u\right)^{1 / 3} d v \\
& =c_{2} t^{-a / 2}
\end{aligned}
$$

where $c_{1}$ and $c_{2}$ are certain constants, condition 2.16 holds.
For (4.2), take $\alpha=1 / 3, r(t)=1 / t^{2}, a(t, s)=t /\left(t^{2}+s^{2}\right), p_{1}(t)=t^{b}, p_{2}(t)=t^{c}$, $\beta=5 / 7, \gamma=3 / 7, R(t, 0)=(1 / 10) t^{10}$. Condition 2.16 holds, because

$$
t^{-10} \int_{0}^{t}\left(v^{2} \int_{0}^{v} \frac{1}{u} \int_{0}^{u} \frac{u^{2}}{u^{2}+s^{2}} s^{-3 a / 2+5 c / 2} d s d u\right)^{3} d v
$$

$$
\begin{aligned}
& \leq d_{1} t^{-10} \int_{0}^{t}\left(v^{2} \int_{0}^{v} u^{-3 b / 2+5 c / 2} d u\right)^{3} d v \\
& =d_{2} t^{-9 b / 2+15 c / 2}
\end{aligned}
$$

where $d_{1}$ and $d_{2}$ are certain constants.
As a result, we may conclude from Theorem 2.8 that every non-oscillatory solution of 4.1 and of 4.2 satisfies $x=O\left(t^{5 / 3}\right)$ and $x=O\left(t^{10}\right)$, respectively, as $t \rightarrow \infty$.

Example 4.2. Consider the integro-differential equation

$$
\begin{equation*}
\left((1+t)^{3} x^{\prime}\right)^{\prime}+\int_{0}^{t} \frac{x^{\beta}(s)}{\left(t^{2}+1\right)\left(s^{4}+\right)} d s=t^{4} \sin t \tag{4.3}
\end{equation*}
$$

where $\beta=1 / 3$ or $\beta=1$.
We observe that $r(t)=(1+t)^{3}, k(t)=1 /\left(t^{2}+1\right), m(s)=1 /\left(s^{4}+1\right), q(t)=1$, $e(t)=t^{4} \sin t$. Letting $p(t)=m(t)$, we see that the integral appearing in the definition of $g_{ \pm}(t, p)$ given by (3.3) becomes bounded. It is then not difficult to show that all conditions of Theorem 3.2 for $\beta=1 / 3$ are satisfied. On the other hand, all conditions of Theorem 3.5 for $\beta=1$ are also satisfied. Therefore, every solution of equation (4.3) is oscillatory for $\beta=1 / 3$ and $\beta=1$.
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