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PERIODIC ORBITS WITH SMALL ANGULAR MOMENTUM
FOR SINGULAR RADIALLY SYMMETRIC SYSTEMS

FANG-FANG LIAO

Abstract. We study radially symmetric systems with a repulsive singularity,
and show the existence of periodic orbits with small angular momentum. Our

proofs are based on the use of topological degree theory.

1. Introduction

During the previous years, Fonda and his coworkers have studied the periodic,
subharmonic and quasi-periodic orbits for the radially symmetric system

ẍ+ f(t, |x|) x
|x|

= 0, x ∈ R2 \ {0}, (1.1)

in a systematic way, where f is a real function, T -periodic in t and is defined on
R× (0,+∞), so that 0 may be a singularity. See [5, 6, 7, 8, 9, 10].

Here we recall one result proved by Fonda and Toader for the system

ẍ+ c(t)
x

|x|ω+1
= e(t)

x

|x|
, x ∈ R2 \ {0}, (1.2)

where ω > 0 and c, e ∈ L1
loc(R) are T -periodic.

Corollary 1.1. [7, Corollary 1.1] Assume that ω ≥ 1, ē = 1
T

∫ T
0
e(t)dt < 0 and

c1 ≤ c(t) ≤ c2 < 0, for a.e. t ∈ R,
for some negative constants c1 and c2. Then there exists k1 ≥ 1 such that for every
integer k ≥ k1, equation (1.2) has a periodic solution xk(t) with minimal period
kT , which makes exactly one revolution around the origin in the period time kT .
Moreover, there exists a constant C > 0 such that, for every k ≥ k1,

1
C
< |xk(t)| < C, for every t ∈ R, lim

k→∞
µk = 0,

where µk denotes the angular momentum associated to xk.

On the other hand, Chu, Li and Siegmund in the recent paper [3] studied the
system

ẍ+ l2x = f(t, |x|) x
|x|
, x ∈ R2 \ {0}, (1.3)
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where 0 < l < π/T and the function f : R× (0,+∞)→ R is continuous, T -periodic
in the time variable t. Based on topological degree theory, they proved the following
result.

Theorem 1.2. [3, Main result] Assume that the following condition is satisfied

(H) There exist continuous T -periodic functions b, b̂ ≥ 0 with positive mean and
a constant α > 0 such that

b(t)
rα
≤ f(t, r) ≤ b̂(t)

rα
, for all t ∈ R and r > 0.

Then system (1.3) has two distinct families of periodic orbits with the following
distinct behavior: one rotates around the origin with small angular momentum,
and the other one rotates around the origin with large angular momentum and
large amplitude.

Motivated by those works mentioned above, in this work, we study the system

ẍ+ l2x = (f(t, |x|) + e(t))
x

|x|
, x ∈ R2 \ {0}, (1.4)

where 0 < l < π/T is a constant, e ∈ C(R/TZ,R) and the function f : R ×
(0,+∞) → R is continuous, T -periodic in the time variable t with period T > 0.
Therefore, f(t, r) may be singular at r = 0. We look for solutions x(t) ∈ R2 which
never attain the singularity in the sense that

x(t) 6= 0, for every t ∈ R. (1.5)

We write the solutions of (1.4) in polar coordinates

x(t) = ρ(t)(cosϕ(t), sinϕ(t)).

Then we have the collisionless orbits if ρ(t) > 0 for every t. Moreover, equation
(1.4) is equivalent to the system

ρ̈+ l2ρ =
µ2

ρ3
+ f(t, ρ) + e(t),

ρ2ϕ̇ = µ.

(1.6)

In our analysis, we will use such an equivalent system.
Finally we remark that the existence of periodic solutions for singular differential

equations has been studied by many researchers. Usually, the proof is based on
either a variational approach [12, 16] or topological methods, starting with the
pioneering paper of Lazer and Solimini [14]. From then on, the method of upper
and lower solutions [15], degree theory [21], fixed point theorems [11, 18, 19] and
a nonlinear alternative principle of Leray-Schauder type [2, 13] have been widely
applied.

Throughout this paper, for a function ψ ∈ C[0, T ], we use the symbols ψ∗ =
mint ψ(t) and ψ∗ = maxt ψ(t).

2. Preliminaries and main results

Let us define the function γ : R→ R by

γ(t) =
∫ T

0

G(t, s)e(s)ds,
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which is the unique T -periodic solution of

ẍ+ l2x = e(t), (2.1)

where

G(t, s) =


sin l(t−s)+sin l(T−t+s)

2l(1−cos lT ) , 0 ≤ s ≤ t ≤ T,
sin l(s−t)+sin l(T−s+t)

2l(1−cos lT ) , 0 ≤ t ≤ s ≤ T,
(2.2)

is the Green function. See [11]. Since we assume that l ∈ (0, π/T ), we know that
G(t, s) > 0 for 0 ≤ s, t ≤ T , and we denote

m = min
0≤s,t≤T

G(t, s), M = max
0≤s,t≤T

G(t, s), σ = m/M.

A direct calculation shows that σ = cos(lT/2) ∈ (0, 1). Note that, since both
x(t) =

∫ T
0
G(t, s)ds and x(t) ≡ 1

l2 are T -periodic solution of (2.1) with e(t) ≡ 1, by
uniqueness, we obtain ∫ T

0

G(t, s)ds =
1
l2
.

The above facts have been used in [11]. The main result of this paper reads as
follows.

Theorem 2.1. Let l ∈ (0, π/T ). Assume that the following conditions are satisfied:
(H1) for each constant L > 0, there exists a continuous nonnegative function φL

with positive mean such that f(t, r) ≥ φL(t) for all t ∈ [0, T ] and r ∈ (0, L].
(H2) there exist continuous, non-negative functions g(r) and k(t) such that

0 ≤ f(t, r) ≤ k(t)g(r), for all (t, r) ∈ [0, T ]× (0,+∞),

where g(r) > 0 is non-increasing.
(H3) there exists a positive number R > 0 large enough and a positive constant

α such that
K∗g(σR+ γ∗) + σ−αΦ∗ < R,

where

K(t) =
∫ T

0

G(t, s)k(s)ds, Φ(t) =
∫ T

0

G(t, s)φR+γ∗(s)ds.

Then for any function e with γ∗ ≥ 0, there exists K ≥ 1 such that for every integer
k ≥ K, system (1.4) has a periodic solution xk(t) with minimal period kT , which
makes exactly one revolution around the origin in the period time kT . Moreover,
limk→∞ µk = 0 and there exists a constant C > 0 such that

1
C
< |xk(t)| < C, for every t ∈ R and every k ≥ K.

As an application of Theorem 2.1, we consider the system

ẍ+ l2x =
c(t)x
|x|ω+1

+ e(t)
x

|x|
, x ∈ R2 \ {0}. (2.3)

Corollary 2.2. Assume that 0 < l < π/T , ω > 0, and c is a continuous non-
negative T -periodic function with positive mean. Then for any T -periodic function
e ∈ L1

loc(R) with γ∗ ≥ 0, system (2.3) has a family of periodic orbits {xk} with
angular momentum {µk} satisfying limk→∞ µk = 0.
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Proof. Let us take

f(t, r) =
c(t)
rω

, r > 0.

Then (H1) and (H2) hold by taking

φL(t) =
c(t)
Lω

, k(t) = c(t), g(r) =
1
rω
.

Let

C∗ = sup
t∈[0,T ]

∫ T

0

G(t, s)c(s)ds, C∗ = inf
t∈[0,T ]

∫ T

0

G(t, s)c(s)ds > 0.

Note that

Φ∗ = inf
t∈[0,T ]

∫ T

0

G(t, s)φR+γ∗(s)ds

= inf
t∈[0,T ]

∫ T

0

G(t, s)
c(s)

(R+ γ∗)ω
ds

=
C∗

(R+ γ∗)ω
.

Then condition (H3) becomes

C∗

(σR+ γ∗)ω
+

C∗
σα(R+ γ∗)ω

< R,

for some positive constant R, which is obvious since ω > 0. Now the proof is
finished by applying Theorem 2.1. �

Remark 2.3. We remark that Corollary 1.1 and Corollary 2.2 are different. In
fact, Corollary 2.2 is applicable to the case of a strong singularity as well as the case
of a weak singularity because we only need ω > 0, while we required that ω ≥ 1
in Corollary 1.1. Moreover, condition imposed on e in Corollary 1.1 and that in
Corollary 2.2 are also different.

3. Proof of Theorem 2.1

We will consider the equivalent system (1.6). If x is a T -radially periodic solution
of (1.4), then ρ must be a T -periodic solution of the first equation of (1.6). Thus
we consider the boundary value problem

ρ̈+ l2ρ = f(t, ρ) +
µ2

ρ3
+ e(t),

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ).
(3.1)

To prove that (3.1) has a T -periodic solution, we first consider

ρ̈+ l2ρ = f(t, ρ+ γ) +
µ2

(ρ+ γ)3
,

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ),
(3.2)

and show that (3.2) has a T -periodic solution ρ satisfying ρ(t) + γ(t) > 0 for
t ∈ [0, T ]. If this is true, it is easy to see that ρ̃(t) = ρ(t) + γ(t) will be a positive
T -periodic solution of (3.1), since

¨̃ρ+ l2ρ̃ = ρ̈+ l2ρ+ γ̈ + l2γ
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= f(t, ρ+ γ) +
µ2

(ρ+ γ)3
+ e(t)

= f(t, ρ̃) +
µ2

ρ̃3
+ e(t).

We consider first (3.2) for the case µ = 0, which corresponds to the boundary
value problem

ρ̈+ l2ρ = f(t, ρ+ γ),

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ).
(3.3)

We will prove several preliminary results. To do this, let us define the truncated
functions fn : R× R→ R by

fn(t, ρ) =

{
f(t, ρ), if ρ ≥ 1/n,
f(t, 1/n), if ρ ≤ 1/n,

and consider the family of boundary-value problems

ρ̈+ l2ρ = fn(t, ρ+ γ) +
l2

n
,

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ).
(3.4)

To use the topological degree theory, we also consider the homotopy equations

ρ̈+ l2ρ = fλn (t, ρ+ γ) +
l2

n
,

ρ(0) = ρ(T ), ρ̇(0) = ρ̇(T ),
(3.5)

where λ ∈ [0, 1] and

fλn (t, ρ) = λfn(t, ρ) + (1− λ)
c

ρα
,

where α > 0 is fixed and the constant c is chosen as

c =
Φ∗Rα

ω∗
.

Lemma 3.1 ([3, Lemma 3.2]). Assume that ρ is a T -periodic solution of (3.5),
then

min
t∈R

ρ(t) ≥ σ‖ρ‖,

for every λ ∈ [0, 1] and n ∈ N.

Lemma 3.2. There exists a constant C > 0 such that if λ ∈ [0, 1] and ρ is a
T -periodic solution of (3.5), then

1
C
< ρ(t) < C, |ρ̇(t)| < C

for every t ∈ [0, T ] and n ≥ n0 with some n0 ∈ N.

Proof. Since (H3) holds, we can choose n0 ∈ {1, 2, . . . } such that 1
n0
< σR+γ∗ and

K∗g(σR+ γ∗) + σ−αΦ∗ +
1
n0

< R.

Let N0 = {n0, n0 + 1, . . . }. Fix n ∈ N0.
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We claim that any possible solution ρ(t) of (3.5) must satisfy ρ(t) < R, i.e.,
‖ρ‖ < R. Otherwise, assume that ρ is a solution of (3.5) such that ‖ρ‖ ≥ R. By
Lemma 3.1,

ρ(t) ≥ σ‖ρ‖ ≥ σR.
On the other hand, using the fact

ρ(t) =
∫ T

0

G(t, s)fλn (s, ρ(s) + γ(s))ds+
1
n
,

we have ρ(t) ≥ 1/n for all t ∈ R. Since γ∗ ≥ 0, we have

fλn (t, ρ(t) + γ(t)) = fλ(t, ρ(t) + γ(t)) = λf(t, ρ) + (1− λ)
c

ρα
.

Using conditions (H2) and (H3), we have

ρ(t) =
∫ T

0

G(t, s)fλn (s, ρ(s) + γ(s))ds+
1
n

=
∫ T

0

G(t, s)
(
λf(s, ρ(s) + γ(s)) + (1− λ)

c

ρα(s)

)
ds+

1
n

≤
∫ T

0

G(t, s)
(
λk(s)g(ρ(s) + γ(s)) + (1− λ)

c

ρα(s)

)
ds+

1
n

≤
∫ T

0

G(t, s)
(
k(s)g(σR+ γ∗) +

c

(σR)α
)
ds+

1
n

≤ g(σR+ γ∗)K∗ +
cω∗

(σR)α
+

1
n0

= K∗g(σR+ γ∗) + σ−αΦ∗ +
1
n0

< R,

which is a contradiction, and the claim is proved.
On the other hand, using condition (H1), we have

ρ(t) =
∫ T

0

G(t, s)fλn (t, ρ(s) + γ(s))ds+
1
n

≥
∫ T

0

G(t, s)
(
λφR+γ∗(s) + (1− λ)

c

ρα(s)

)
ds

≥ λΦ∗ +
(1− λ)cω∗

Rα

≥ Φ∗ =: δ > 0.

Next we prove that |ρ̇(t)| ≤ M for some constant M > 0. To this end, by the
boundary condition ρ(0) = ρ(T ), we have ρ̇(t0) = 0 for some t0 ∈ [0, T ]. Integrating
(3.5) from 0 to T , we obtain

l2
∫ T

0

ρ(t)dt =
∫ T

0

(
fλn (t, ρ(t) + γ(t)) +

l2

n

)
dt.

Then

‖ρ̇‖ = max
0≤t≤T

|ρ̇(t)| = max
0≤t≤T

|
∫ t

t0

ρ̈(s)ds|

= max
0≤t≤T

|
∫ t

t0

(
fλn (s, ρ(s) + γ(s)) +

l2

n
− l2ρ(s)

)
ds
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≤
∫ T

0

(
fλn (s, ρ(s) + γ(s)) +

l2

n
+ l2ρ(s)

)
ds

= 2l2
∫ T

0

ρ(t)dt

< 2l2RT = M.

The proof is complete when we take C = max{R,M, 1/δ}. �

Now let us define the operators:

L : D(L) ⊂ C1[0, T ]→ L1(0, T ),

D(L) = {ρ ∈W 2,1(0, T ) : ρ(0) = ρ(T ), ˙ρ(0) = ˙ρ(T )},
Lρ = ρ̈+ l2ρ,

Nλ
n : [0,∞)× C1[0, T ]→ L1(0, T ),

Nλ
n (µ, ρ)(t) = fλn (t, ρ(t) + γ(t)) +

µ2

(ρ(t) + γ(t))3
+
l2

n
.

It is clear that the equation

ρ̈+ l2ρ = fλn (t, ρ(t) + γ(t)) +
µ2

(ρ(t) + γ(t))3
+
l2

n
(3.6)

is equivalent to the operator equation

Lρ = Nλ
n (µ, ρ).

Since L is invertible, we have

ρ− L−1Nλ
n (µ, ρ) = 0. (3.7)

Define

Ω = {ρ ∈ C1[0, T ] :
1
C
< ρ(t) < C and |ρ̇(t)| < C for every t ∈ [0, T ]

}
,

where C is the constant given by Lemma 3.2. Obviously, Ω is an open subset of
C1[0, T ]. By Lemma 3.2,

ρ− L−1Nλ
n (0, ρ) = 0

has no solutions ρ on ∂Ω.

Lemma 3.3. There exist a constant M > 0 such that for each µ ∈ [0,M ], there
exists no solution of (3.7) on the boundary of Ω.

Proof. On the contrary, assume that there exist sequences {µm} and {ρm} such
that

µm → 0 (m→ +∞), ρm ∈ ∂Ω, ρm = L−1Nλ
n (µm, ρm).

Since {ρm} is uniformly bounded, {Nλ
n (µm, ρm)} is bounded in L1(0, T ). Since

L−1 : L1(0, T )→ C1[0, T ]

is a compact operator, there exists a subsequence {ρmi
} of {ρm} such that

L−1Nλ
n (µmi

, ρmi
)→ ρ̄, i→ +∞,

for some ρ̄. Hence
ρmi
→ ρ̄, i→ +∞.
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Since ∂Ω is closed, we have ρ̄ ∈ ∂Ω. Moreover,

ρ̄ = L−1Nλ
n (0, ρ̄),

which implies that ρ̄ solves (3.5). It is a contradiction since (3.5) has no solution
on ∂Ω. �

Lemma 3.4. For µ ∈ [0,M ] and n ∈ N0, there exists a positive T -periodic solution
of equation

ρ̈+ l2ρ = fn(t, ρ+ γ) +
µ2

(ρ+ γ)3
+
l2

n
. (3.8)

Proof. We need to compute the degree for (3.8). By Lemma 3.3, the degree is the
same for equations

ρ̈+ l2ρ = fλn (t, ρ+ γ) +
µ2

(ρ+ γ)3
+
l2

n
, (3.9)

for every λ ∈ [0, 1]. Therefore, we consider the equation (3.9) with λ = 0, that is
the equation

ρ̈+ l2ρ =
c

ρα
+

µ2

(ρ+ γ)3
+
l2

n
,

which is equivalent to the system

Ẏ = Fn(Y ),

with Y = (ρ, u) and

Fn(Y ) =
(
u,−l2ρ+

µ2

(ρ+ γ)3
+

c

ρα
+
l2

n

)
.

It is easy to know that Fn has a unique zero (ρ0, u0) and the determinant of the
Jacobian matrix satisfies |JFn

(ρ0, u0)| > 0. By [1, Theorem 1], the Leray-Schauder
degree of I − L−1Nλ

n (µ, ·) is equal to the Brouwer degree of Fn, i.e.,

dL(I − L−1Nλ
n (µ, ·, ),Ω, 0) = dB(Fn, (

1
C
,C)× (−C,C)) = 1,

which implies that (3.8) has a T -periodic solution ρn for any fixed n ∈ N. �

Up to now, for each n ∈ N0, we have proved that the system

ρ̈+ l2ρ = fn(t, ρ+ γ) +
µ2

(ρ+ γ)3
+
l2

n
,

(ρ+ γ)2ϕ̇ = µ,

(3.10)

has a solution (µn, ρn). By Lemma 3.2, {ρn} is a bounded and equi-continuous
family on [0, T ]. The Arzela-Ascoli Theorem guarantees that {ρn} has a subse-
quence {ρni}i∈N, converging uniformly on [0, T ] to a function ρ ∈ C[0, T ]. Without
loss of generality, we can assume that µni → µ as i → ∞. Moreover ρni satisfies
the integral equation

ρni
(t) =

∫ T

0

G(t, s)f(s, ρni
(s) + γ(s))ds+

µ2
ni

(ρni
(t) + γ(t))3

+
1
ni
.

Let i→∞, we arrive at

ρ(t) =
∫ T

0

G(t, s)f(s, ρ(s) + γ(s))ds+
µ2

(ρ(t) + γ(t))3
.
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Therefore, we have constructed the solution (ρ, µ) of the system

ρ̈+ l2ρ = f(t, ρ+ γ) +
µ2

(ρ+ γ)3
,

(ρ+ γ)2ϕ̇ = µ.

(3.11)

By the global continuation principle of Leray-Schauder [20, Theorem 14. C],
there is a connected set C, contained in [0,M ] × Ω, which connects {0} × Ω with
{M}×Ω, whose elements (µ, ρ) are solutions of system (3.11). As a result, we have
also obtained a connected set C̃, contained in [0,M ] × Ω̃, which connects {0} × Ω̃
with {M}× Ω̃, whose elements (µ, ρ̃) are solutions of system (1.6), where ρ̃ = ρ+γ

and Ω̃ is deduced from Ω with the constant C being changed as another constant
C̃.

Let us define the function Φ : C̃ → R by

Φ(µ, ρ̃) 7→
∫ T

0

µ

ρ̃2(t)
dt.

It is continuous and defined on a compact and connected domain, so its image is a
compact interval. Since Φ(0, ρ̃) = 0 and Φ is not identically zero, this interval is of
the type [0, θ̄] for some θ̄ > 0.

Lemma 3.5. For every θ ∈ (0, θ̄], there exist (µ, ρ̃, ϕ) satisfying system (1.6), for
which (µ, ρ̃) ∈ C and

ρ̃(t+ T ) = ρ̃(t), ϕ(t+ T ) = ϕ(t) + θ,

for every t ∈ R.

Proof. Given θ ∈ (0, θ̄], there exist (µ, ρ̃) ∈ C̃, such that

Φ(µ, ρ̃) = θ.

Obviously, the first equation in (1.6) is satisfied and ρ̃ is T -perodic. Define

ϕ(t) =
∫ t

0

µ

ρ̃2(s)
ds,

which satisfies the second equation in (1.6). Moreover,

ϕ(t+ T )− ϕ(t) =
∫ t+T

t

µ

ρ̃2(s)
ds =

∫ T

0

µ

ρ̃2(s)
ds = θ.

�

Now we are in a position to complete the proof of Theorem 2.1. For every
θ ∈ (0, θ̄], the solution of system (1.6) found in Lemma 3.5 provides a solution of
(1.4) such that

x(t+ T ) = x(t)eiθ, for every t ∈ R.
In particular, if θ = 2π/k for some integer k ≥ 1, then x(t) is periodic with

minimal period kT and rotates exactly once around the origin in the period time
kT since ϕ(t + kT ) = ϕ(t) + 2π. Hence, for every integer k ≥ 2π/θ̄, we have
such a kT -periodic solution, which we denote by xk(t). Let (ρ̃k(t), ϕk(t)) be its
polar coordinates, and µk be its angular momentum. By the above construction,
(µk, ρ̃k, ϕk) satisfy system (1.6), (µk, ρ̃k) ∈ C, and∫ T

0

µk
ρ̃2
k(t)

dt =
2π
k
. (3.12)
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Since ρk ∈ Ω, we have

2π
k

=
∫ T

0

µk
ρ̃2
k(t)

dt >
µkT

C2
,

which implies that limk→∞ µk = 0. The proof is thus finished.

Acknowledgments. The author would like to show her appreciation to the anony-
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version of this article.
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