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OPTIMIZATION OF THE PRINCIPAL EIGENVALUE UNDER
MIXED BOUNDARY CONDITIONS

LUCIO CADEDDU, MARIA ANTONIETTA FARINA, GIOVANNI PORRU

Abstract. We investigate minimization and maximization of the principal

eigenvalue of the Laplacian under mixed boundary conditions in case the

weight has indefinite sign and varies in a class of rearrangements. Biologically,
these optimization problems are motivated by the question of determining the

most convenient spatial arrangement of favorable and unfavorable resources

for a species to survive or to decline. We prove existence and uniqueness re-
sults, and present some features of the optimizers. In special cases, we prove

results of symmetry and results of symmetry breaking for the minimizer.

1. Introduction

Suppose that Ω ⊂ R2 is a smooth bounded domain representing a region occupied
by a population that diffuses at rate D and grows or declines locally at a rate g(x)
(so that g(x) > 0 corresponds to local growth and g(x) < 0 to local decline).
Suppose the boundary ∂Ω is divided in two parts, Γ and ∂Ω \ Γ so that the 1-
Lebesgue measure of Γ is positive. Suppose there is an hostile population outside
Γ (we have Dirichlet boundary conditions on Γ), and suppose there is not flux of
individuals across ∂Ω \Γ (we have Neumann boundary conditions there). If φ(x, t)
is the population density, the behavior of such a population is described by the
logistic equation

∂φ

∂t
= D∆φ+ (g(x)− κφ)φ in Ω× R+,

φ = 0 on Γ× R+,
∂φ

∂ν
= 0 on (∂Ω \ Γ)× R+,

where ∆φ denotes the spatial Laplacian of φ(x, t), κ is the carrying capacity and ν
is the exterior normal to ∂Ω.

It is known (see [7, 8]) that the logistic equation predicts persistence if and only
if λg < 1/D, where λg is the (positive) principal eigenvalue in

∆u+ λg(x)u = 0 in Ω, u = 0 on Γ,
∂u

∂ν
= 0 on ∂Ω \ Γ.
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Many results and applications related to such eigenvalue problems are discussed in
[2, 9, 20, 22].

In the present paper we consider the following question: for weights g(x) within
the set of rearrangements of a given weight function g0(x), which, if any, minimizes
or maximizes λg?

The corresponding problem with Dirichlet boundary conditions has been inves-
tigated by many authors, see [10, 11, 12, 14] and references therein. For the case
of the p-Laplacian see [13, 23]. For the case of Neumann boundary conditions see
[16]. Eigenvalue problems for nonlinear elliptic equations are discussed in [15]. The
problem of competition of more species has been treated in [6, 21].

In what follows, Ω is a bounded smooth domain in RN . In applications to
population dynamics, we have 1 ≤ N ≤ 3, but most of our results hold for general
N . If E ⊂ RN is a measurable set we denote with |E| its Lebesgue measure. We
say that two measurable functions f(x) and g(x) have the same rearrangement in
Ω if

|{x ∈ Ω : f(x) ≥ β}| = |{x ∈ Ω : g(x) ≥ β}| ∀β ∈ R.
If g0(x) is a bounded function in Ω we denote by G the class of its rearrangements.

We make use of the following results proved in [3] and [4]. For short, throughout
the paper we shall write increasing instead of non-decreasing, and decreasing instead
of non-increasing.

Denote with G the weak closure of G in Lp(Ω). It is well known that G is convex
and weakly sequentially compact (see for example [4, Lemma 2.2]).

Lemma 1.1. Let G be the set of rearrangements of a fixed function g0 ∈ L∞(Ω),
and let u ∈ Lp(Ω), p ≥ 1. There exists ĝ ∈ G such that∫

Ω

g u dx ≤
∫

Ω

ĝ u dx ∀g ∈ G.

The above lemma follows from [4, Lemma 2.4].

Lemma 1.2. Let g : Ω 7→ R and w : Ω 7→ R be measurable functions, and suppose
that every level set of w has measure zero. Then there exists an increasing function
φ such that φ(w) is a rearrangement of g. Furthermore, there exists a decreasing
function ψ such that ψ(w) is a rearrangement of g.

The assertions of the above lemma follow from [4, Lemma 2.9].

Lemma 1.3. Let G be the set of rearrangements of a fixed function g0 ∈ Lp(Ω),
p ≥ 1, and let w ∈ Lq(Ω), q = p/(p− 1). If there is an increasing function φ such
that φ(w) ∈ G then ∫

Ω

g w dx ≤
∫

Ω

φ(w)w dx ∀g ∈ G,

and the function φ(w) is the unique maximizer relative to G. Furthermore, if there
is a decreasing function ψ such that ψ(w) ∈ G then∫

Ω

g w dx ≥
∫

Ω

ψ(w)w dx ∀g ∈ G,

and the function ψ(w) is the unique minimizer relative to G.

The assertions of the above lemma follow from [4, Lemma 2.4]. We recall that
the Lq(Ω) topology on Lp(Ω) is the weak topology if 1 ≤ p < ∞, and the weak*
topology if p =∞ [3].
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2. Optimization of the principal eigenvalue

Let Ω be a bounded smooth domain in RN , and let g0(x) be a bounded measur-
able function in Ω which takes positive values in a set of positive measure. Suppose
Γ is a portion of ∂Ω with a positive (N − 1)-Lebesgue measure. Let G be the class
of rearrangements generated by g0. For g ∈ G, we consider the eigenvalue problem

∆u+ λg(x)u = 0 in Ω, u = 0 on Γ,
∂u

∂ν
= 0 on ∂Ω \ Γ. (2.1)

We are interested in the principal eigenvalue, that is, a positive eigenvalue to which
corresponds a positive eigenfunction. If

W+
Γ =

{
w ∈ H1(Ω) : w = 0 on Γ,

∫
Ω

g w2dx > 0
}
,

we have

λg = inf
w∈W+

Γ

∫
Ω
|∇w|2dx∫

Ω
g w2dx

=

∫
Ω
|∇ug|2dx∫
Ω
gu2

gdx
, (2.2)

where ug is positive in Ω and unique up to a positive constant. Note that, if ug is
a minimizer, so is |ug|, hence |ug| satisfies equation (2.1). By Harnack’s inequality
(see, for example, [24, Theorem 1.1]) we have |ug| > 0 in Ω. By continuity, we have
either ug > 0 or ug < 0. We also note that if there are a positive number Λ and a
positive function v such that

∆v + Λg(x)v = 0 in Ω, v = 0 on Γ,
∂v

∂ν
= 0 on ∂Ω \ Γ,

then Λ = λg and v = cug for some positive constant c (see [19, Corollary 5.6]).
Actually, in [19] the authors consider the case of Dirichlet boundary conditions,
however, the same proof works in our situation.

We investigate the problem of finding

inf
g∈G

λg, sup
g∈G

λg.

Let G be the closure of G with respect to the weak* topology of L∞(Ω). Recall
that G is convex and weakly sequentially compact.

Theorem 2.1. Let λg be defined as in (2.2).
(i) The problem of finding

min
g∈G

λg

has (at least) a solution.
(ii) If ĝ is a minimizer then ĝ = φ

(
uĝ
)

for some increasing function φ(t).

Proof. If gn is a minimizing sequence for infg∈G λg, we have

I = inf
g∈G

λg = lim
n→∞

λgn = lim
n→∞

∫
Ω
|∇ugn |2dx∫

Ω
gnu2

gndx
. (2.3)

We can suppose the sequence λgn is decreasing, therefore,∫
Ω

|∇ugn |2dx ≤ C1

∫
Ω

gnu
2
gndx ≤ C2

∫
Ω

u2
gndx, (2.4)

for suitable constants C1, C2. Let us normalize ugn so that∫
Ω

u2
gndx = 1. (2.5)
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By (2.4) and (2.5) we infer that the norm ‖ugn‖H1(Ω) is bounded by a constant
independent of n. Therefore (see [17]), a sub-sequence of ugn (denoted again by
ugn) converges weakly in H1(Ω) and strongly in L2(Ω) to some function z ∈ H1(Ω)
with z(x) ≥ 0 in Ω, z = 0 on Γ and∫

Ω

z2dx = 1.

Furthermore, since the sequence gn is bounded in L∞(Ω), there is a subsequence
(denoted again by gn) which converges to some η ∈ G in the weak* topology of
L∞(Ω). We have∫

Ω

gnu
2
gndx−

∫
Ω

η z2dx =
∫

Ω

(gn − η) z2dx+
∫

Ω

gn(u2
gn − z

2)dx.

Since
lim
n→∞

∫
Ω

(gn − η) z2dx = 0

and since ∣∣ ∫
Ω

gn(u2
gn − z

2)dx
∣∣ ≤ C3‖ugn + z‖L2(Ω)‖ugn − z‖L2(Ω),

we find
lim
n→∞

∫
Ω

gnu
2
gndx =

∫
Ω

η z2dx ≥ 0. (2.6)

Furthermore, since
(∫

Ω
|∇u|2dx

) 1
2

is a norm equivalent to the usual norm in H1(Ω)
with u = 0 on Γ, we have

lim inf
n→∞

∫
Ω

|∇ugn |2dx ≥
∫

Ω

|∇z|2dx. (2.7)

We claim that
∫

Ω
η z2dx > 0. Indeed, passing to the limit as n→∞ in∫

Ω

∇ugn · ∇ψ dx = λgn

∫
Ω

gn ugnψ dx

we obtain ∫
Ω

∇z · ∇ψ dx = I

∫
Ω

η z ψ dx, ∀ψ ∈ H1(Ω),

and ∫
Ω

|∇z|2 dx = I

∫
Ω

η z2dx.

If we had
∫

Ω
|∇z|2 dx = 0, we would have z = 0, contradicting the condition∫

Ω
z2dx = 1. The claim follows.
Now, by Lemma 1.1, we find some ĝ ∈ G such that∫

Ω

η z2dx ≤
∫

Ω

ĝ z2dx.

Using this estimate and recalling the variational characterization of λĝ we find

I =

∫
Ω
|∇z|2dx∫

Ω
η z2dx

≥
∫

Ω
|∇z|2dx∫

Ω
ĝ z2dx

≥ λĝ ≥ I.

Therefore,
inf
g∈G

λg = λĝ.
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Part (i) of the theorem is proved.
Let us prove that ĝ = φ(uĝ) for some increasing function φ. By∫

Ω
|∇w|2dx∫

Ω
g w2dx

≥
∫

Ω
|∇uĝ|2dx∫
Ω
ĝ u2

ĝdx
∀g ∈ G,∀w ∈W+

Γ ,

with w = uĝ we obtain ∫
Ω

gu2
ĝdx ≤

∫
Ω

ĝ u2
ĝdx ∀g ∈ G. (2.8)

The function uĝ satisfies the equation

−∆uĝ = λĝ ĝuĝ. (2.9)

Recall that uĝ > 0 in Ω. By equation (2.9), the function uĝ cannot have flat zones
neither in the set

F1 = {x ∈ Ω : ĝ(x) < 0}

nor in the set

F2 = {x ∈ Ω : ĝ(x) > 0}.

By Lemma 1.2, there is an increasing function φ1(t) such that φ1(u2
ĝ) is a rearrange-

ment of ĝ(x) on F1 ∪ F2. Define

α = inf
x∈Ω\F1

u2
ĝ(x).

Using (2.8), one proves that u2
ĝ(x) ≤ α in F1 (see [5, Lemma 2.6] for details). Now

define

β = sup
x∈Ω\F2

u2
ĝ(x).

Using (2.8) again one shows that u2
ĝ(x) ≥ β in F2. Since

sup
F1

φ1(u2
ĝ) = sup

F1

ĝ(x) ≤ 0

we have φ1(t) ≤ 0 for t < α. Similarly, since

inf
F2
φ1(u2

ĝ) = inf
F2
ĝ(x) ≥ 0

we have φ1(t) ≥ 0 for t > β. We put

φ̃(t) =


φ1(t) if 0 ≤ t < α

0 if α ≤ t ≤ β
φ1(t) if t > β.

The function φ̃(t) is increasing. Furthermore, φ̃(u2
ĝ) is a rearrangement of ĝ(x) in

Ω (the functions ĝ and φ̃(u2
ĝ) have the same rearrangement on F1 ∪ F2, and both

vanish on Ω \ (F1 ∪ F2)). By (2.8) and Lemma 1.3 we must have ĝ = φ̃(u2
ĝ). Part

(ii) of the theorem follows with φ(t) = φ̃
(
t2
)
. �

Let us prove a continuity result.
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Proposition 2.2. Let λg be defined as in (2.2). Suppose gn ∈ G, g ∈ G and gn ⇀ g
as n→∞ with respect to the weak* convergence in L∞(Ω).
(i) If g(x) > 0 in a subset of positive measure then

lim
n→∞

λgn = λg.

(ii) If g(x) ≤ 0 in Ω then
lim
n→∞

λgn = +∞.

Proof. To prove Part (i), we follow an argument similar to that used in [13, Lemma
4.2] in the case of Dirichlet boundary conditions and g(x) ≥ 0. Let ugn be the
eigenfunction corresponding to gn normalized so that∫

Ω

u2
gndx = 1.

We have

λgn =

∫
Ω
|∇ugn |2dx∫

Ω
gnu2

gndx
≤
∫

Ω
|∇ug|2dx∫

Ω
gnu2

gdx
,

where ug is the principal eigenfunction corresponding to g normalized so that∫
Ω

u2
gdx = 1.

Since

λg =

∫
Ω
|∇ug|2dx∫
Ω
g u2

gdx
,

we have

λgn ≤
∫

Ω
|∇ug|2dx∫

Ω
gnu2

gdx
= λg

∫
Ω
gu2

gdx∫
Ω
gnu2

gdx
.

The assumption gn ⇀ g with respect to the weak* convergence in L∞(Ω) yields

lim
n→∞

∫
Ω

gnu
2
gdx =

∫
Ω

gu2
gdx.

Therefore, for ε > 0 we find νε such that, for n > νε we have λgn < λg + ε. It
follows that

lim sup
n→∞

λgn ≤ λg.

To find the complementary inequality we use the equation

−ugn∆ugn = λgngnu
2
gn .

Integrating over Ω, recalling that ugn = 0 on Γ, that the normal derivative of ugn
on ∂Ω \ Γ vanishes, and using the inequality λgn < λg + ε (for n large), we find a
constant C such that∫

Ω

|∇ugn |2dx ≤ (λg + ε)
∫

Ω

gnu
2
gndx ≤ C,

where the boundedness of gn and the normalization of ugn have been used. We
infer that the norm ‖ugn‖H1(Ω) is bounded by a constant independent of n. A sub-
sequence of ugn (denoted again by ugn) converges weakly in H1(Ω) and strongly in
L2(Ω) to some function z ∈ H1(Ω) with z ≥ 0, z = 0 on Γ, and∫

Ω

z2dx = 1.



EJDE-2014/154 OPTIMIZATION OF EIGENVALUES 7

As a consequence,

lim inf
n→∞

∫
Ω

|∇ugn |2dx ≥
∫

Ω

|∇z|2dx.

Moreover, arguing as in the proof of Theorem 2.1 we obtain

lim
n→∞

∫
Ω

gnu
2
gndx =

∫
Ω

g z2dx.

An argument similar to that used in the proof of Theorem 2.1 shows that we cannot
have ∫

Ω

|∇z|2 dx =
∫

Ω

gz2dx = 0.

Therefore, it follows that

lim inf
n→∞

λgn = lim inf
n→∞

∫
Ω
|∇ugn |2dx∫

Ω
gnu2

gndx
≥
∫

Ω
|∇z|2dx∫

Ω
g z2dx

≥ λg.

Part (i) of the proposition follows.
To prove Part (ii), we argue by contradiction. Suppose there is a sub-sequence

of λgn , still denoted λgn , and a real number M such that

λgn =

∫
Ω
|∇ugn |2dx∫

Ω
gnu2

gndx
≤M

and ∫
Ω

u2
gndx = 1.

It follows that ∫
Ω

|∇ugn |2dx ≤M
∫

Ω

gnu
2
gndx ≤ M̃.

Therefore, there is a sub-sequence of ugn (denoted again by ugn) which converges
weakly in H1(Ω) and strongly in L2(Ω) to some function z ∈ H1(Ω), z(x) ≥ 0
z = 0 on Γ, and such that ∫

Ω

z2dx = 1.

Furthermore, up to a subsequence, we may suppose that

lim
n→∞

λgn = λ̃.

For n = 1, 2, . . . we have∫
Ω

∇ugn · ∇ψdx = λgn

∫
Ω

gnugnψdx ∀ψ ∈ H1(Ω).

Letting n→∞ we find∫
Ω

∇z · ∇ψdx = λ̃

∫
Ω

gzψdx ∀ψ ∈ H1(Ω).

By the latter equation we find z ∈ C1(Ω). Furthermore, putting ψ = z we find∫
Ω

|∇z|2dx = λ̃

∫
Ω

gz2dx ≤ 0,

where the assumption g(x) ≤ 0 has been used. It follows that |∇z| = 0 in Ω.
Therefore, z = 0, contradicting the condition

∫
Ω
z2dx = 1. The proof is complete.

�



8 L. CADEDDU, M. A. FARINA, G. PORRU EJDE-2014/154

Proposition 2.3. Let λg be defined as in (2.2), and let J(g) = 1/λg. The map
g 7→ J(g) is Gateaux differentiable with derivative

J ′(g;h) =

∫
Ω
hu2

gdx∫
Ω
|∇ug|2dx

.

Furthermore, if g satisfies
∫

Ω
g(x)dx ≥ 0, the map g 7→ λg is strictly concave.

In case we have Dirichlet boundary conditions, the proof of this proposition is
well known (see, for example, [9, Proposition 1]). The same proof also works under
our boundary conditions.

Theorem 2.4. Let λg be defined as in (2.2). The problem of finding

max
g∈G

λg

has a solution; if
∫

Ω
g0(x)dx ≥ 0, the maximizer ǧ is unique; if

∫
Ω
g0(x)dx > 0, we

have ǧ = ψ
(
uǧ
)

for some decreasing function ψ(t); finally, if g0(x) ≥ 0 then the
maximizer ǧ belongs to G.

Proof. Since the functional g 7→ λg is continuous with respect to the weak* topology
of L∞(Ω) (by Proposition 2.2), and since G is weakly compact, a maximizer ǧ exists
in G. Assuming

∫
Ω
g0(x)dx ≥ 0, the uniqueness of the maximizer follows from the

strict concavity of λg (see Proposition 2.3). If
∫

Ω
g0(x)dx > 0, the maximizer ǧ is

positive in a subset of positive measure, therefore, λǧ is finite and uǧ(x) > 0 a.e. in
Ω. If 0 < t < 1 and if gt = ǧ+ t(g− ǧ), since J(g) is differentiable (see Proposition
2.3), we have

J(ǧ) ≤ J(gt) = J(ǧ) + t

∫
Ω

(g − ǧ)u2
ǧdx∫

Ω
|∇uǧ|2dx

+ o(t) as t→ 0.

It follows that ∫
Ω

(g − ǧ)u2
ǧdx ≥ 0.

Equivalently, we have ∫
Ω

gu2
ǧdx ≥

∫
Ω

ǧu2
ǧdx ∀g ∈ G. (2.10)

The function uǧ satisfies the equation

−∆uǧ = λǧ ǧuǧ. (2.11)

By equation (2.11), the function uǧ cannot have flat zones neither in the set F3 =
{x ∈ Ω : ǧ(x) > 0} nor in the set F4 = {x ∈ Ω : ǧ(x) < 0}. By Lemma 1.2,
there is a decreasing function ψ1(t) such that ψ1(u2

ǧ) is a rearrangement of ǧ(x)
on F3 ∪ F4. Following the proof of [5, Theorem 2.1], we introduce the class W of
rearrangements of our maximizer ǧ. Of course, W ⊂ G. Define

γ = inf
x∈Ω\F3

u2
ǧ(x).

Using (2.10), one proves that u2
ǧ(x) ≤ γ in F3. Define

δ = sup
x∈Ω\F4

u2
ǧ(x).
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Using (2.10) again one shows that u2
ǧ(x) ≥ δ in F4. Now we put

ψ̃(t) =


ψ1(t) if 0 ≤ t < γ

0 if γ ≤ t ≤ δ
ψ1(t) if t > δ.

The function ψ̃(t) is decreasing and ψ̃(u2
ǧ) is a rearrangement of ǧ(x) in Ω. Indeed,

the functions ǧ and ψ̃(u2
ǧ) have the same rearrangement on F3∪F4, and both vanish

on Ω \ (F3 ∪ F4). By (2.10) and Lemma 1.3 we must have ǧ = ψ̃(u2
ǧ) ∈ W.

Note that, in general, the maximizer ǧ does not belong to G (see next Theorem
2.5). Assuming g0(x) ≥ 0, we can prove that ǧ ∈ G. Indeed, by (2.11), the function
uǧ cannot have flat zones in the set F = {x ∈ Ω : ǧ(x) > 0}. If |F | < |Ω|, since
ǧ ∈ G, by [4, Lemma 2.14] we have |F | ≥ |{x ∈ Ω : g0(x) > 0}|. Therefore there is
g1 ∈ G such that its support is contained in F . By Lemma 1.3, there is a decreasing
function ψ1(t) such that ψ1(u2

ǧ) is a rearrangement of g1(x) on F . Define

γ = inf
x∈Ω\F

u2
ǧ(x).

Using (2.10), one proves that u2
ǧ(x) ≤ γ in F . By using equation (2.10) once more

we find that u2
ǧ(x) < γ a.e. in F . Now define

ψ̃(t) =

{
ψ1(t) if 0 ≤ t < γ

0 if t ≥ γ.

The function ψ̃(t) is decreasing and ψ̃(u2
ǧ) is a rearrangement of g1 ∈ G on Ω.

Indeed, the functions g1 and ψ̃(u2
ǧ) have the same rearrangement on F , and both

vanish on Ω \F . By (2.10) and Lemma 1.3 we must have ǧ = ψ̃(u2
ǧ) ∈ G. Hence, in

case of |F | < |Ω|, the conclusion follows with ψ(t) = ψ̃(t2). If |F | = |Ω|, the proof
is easier and we do not need the introduction of the function g1. The statement of
the theorem follows. �

Theorem 2.5. Suppose u ∈ H2(Ω) ∩ C0(Ω) with u = 0 on Γ and ∂u
∂ν = 0 on

∂Ω \ Γ. Here Γ ⊂ ∂Ω is supposed to be smooth and to have a (N − 1)-Lebesgue
positive measure. Let u(x) > 0 in Ω and

−∆u = Λψ(u)u a.e. in Ω

for some Λ > 0 and some decreasing bounded function ψ. Then, either ∆u ≤ 0 or
∆u ≥ 0 a.e. in Ω.

Proof. By contradiction, suppose that the essential range of ∆u contains positive
and negative values. Since u > 0 and −∆u = Λψ(u)u, ψ(t) takes positive and
negative values for t > 0. Let

β = sup{t : ψ(t) ≥ 0}, Ωβ = {x ∈ Ω : u(x) > β}.
By our assumptions, the open set Ωβ is not empty. On the other hand, since ψ is
decreasing and u > 0 we have

−∆u < 0 in Ωβ , u = β on ∂Ωβ \ Γβ and
∂u

∂ν
= 0 on Γβ ,

where Γβ is a suitable subset of ∂Ω \ Γ. By second Hopf’s boundary Lemma,
u cannot have its maximum value on Γβ . Therefore, the maximum principle for
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subharmonic functions yields u(x) ≤ β in Ωβ . This contradicts the definition of
Ωβ , and the theorem follows �

3. Symmetry

3.1. The one-dimensional case. Let N = 1 and Ω = (0, L). Given a measurable
function f : Ω→ R, we denote by f∗ the decreasing rearrangement of f (f∗ is non
increasing on (0, L)). Similarly, we denote by f∗ the increasing rearrangement of
f . The following results are well known.

Lemma 3.1. Let N = 1 and Ω = (0, L).
(i) If f(x) and g(x) belong to L∞(Ω) then∫

Ω

f∗(x)g∗(x)dx ≤
∫

Ω

f(x)g(x)dx ≤
∫

Ω

f∗(x)g∗(x)dx. (3.1)

(ii) If u ∈ H1(Ω), u(x) ≥ 0 and u(L) = 0, then u∗ ∈ H1(Ω), u∗(x) ≥ 0, u∗(L) = 0
and ∫

Ω

(u′)2dx ≥
∫

Ω

((u∗)′)2dx. (3.2)

For a proof of the above lemma, see, for example, [1, 18]. Note that, (i) is often
proved for non negative functions. However, replacing f by f +M and g by g+M
with a suitable constant M , one gets the result for bounded functions.

Theorem 3.2. Let G be a class of rearrangements generated by a bounded function
g0. Let g ∈ G, and let λg be defined as in (2.2) with Ω = (0, L) and u(L) = 0. Then
we have λg ≥ λg∗ .

Proof. If g ∈ G and if ug is a corresponding (positive) principal eigenfunction, we
have

λg =

∫
Ω

(u′g)
2dx∫

Ω
gu2

gdx
. (3.3)

Since ug > 0 we have (u∗g)
2 = (u2

g)
∗, and by (3.1) we find∫

Ω

gu2
g dx ≤

∫
Ω

g∗ (u∗g)
2dx. (3.4)

Note that u∗g(L) = 0. Using (3.1), (3.2), and recalling the variational characteriza-
tion of λg∗ we find

λg =

∫
Ω

(u′g)
2dx∫

Ω
gu2

gdx
≥
∫

Ω
((u∗g)

′)2dx∫
Ω
g∗(u∗g)2dx

≥
∫

Ω
(u′g∗)2dx∫

Ω
g∗u2

g∗dx
= λg∗ .

The proof is complete. �

Example 3.3. Let us apply the result of Theorem 3.2 to the following example.
For 0 < α ≤ β < L, let g(t) = 1 on a subset E with measure α, g(t) = −1 on a
subset F with measure L− β, and g(t) = 0 on (0, L) \ (E ∪F ). By Theorem 3.2, a
minimizer is the function

g∗ =


1, 0 < t < α,

0, α ≤ t ≤ β,
−1, β < t < L.
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If Λ > 0 is the corresponding principal eigenvalue and u is a corresponding eigen-
function, we have

−u′′ =


Λu, 0 < t < α,

0, α ≤ t ≤ β,
−Λu, β < t < L,

with u′(0) = u(L) = 0. This boundary value problem can be solved easily. We find

u =


cos(
√

Λ t), 0 < t < α,

At+B α ≤ t ≤ β,
K sinh(

√
Λ(L− t)), β < t < L.

Since the function u must be continuous and differentiable for t = α and for t = β,
the constants Λ, A, B and K must satisfy the conditions

cos(
√

Λα) = Aα+B

−
√

Λ sin(
√

Λα) = A,

and

K sinh(
√

Λ(L− β)) = Aβ +B

−K
√

Λ cosh(
√

Λ(L− β)) = A.

Therefore, Λ and K must satisfy

sin(
√

Λα) = K cosh(
√

Λ(L− β))

and

cos(
√

Λα) + α
√

Λ sin(
√

Λα) = K sinh(
√

Λ(L− β)) +Kβ
√

Λ cosh(
√

Λ(L− β)).

It follows that

cot(
√

Λα) = tanh(
√

Λ(L− β)) +
√

Λ(β − α). (3.5)

The function y(t) = cot(tα), for 0 < t < π/(2α), satisfies

y(0) = +∞, y′(t) < 0, y
( π

2α

)
= 0.

Moreover, the function z(t) = tanh(t(L− β)) + t(β − α), for 0 < t, satisfies

z(0) = 0, z′(t) > 0, z(t) < 1 + t(β − α).

It follows that equation (3.5) has a unique solution Λ = Λ(α) such that

1
α

arctan
1

1 +
√

Λ(β − α)
<
√

Λ <
π

2α
.

It is clear that Λ→∞ as α→ 0.

Theorem 3.4. Let G be a class of rearrangements generated by a function g0 defined
in (0, L) such that

∫ L
0
g0(x)dx > 0. If g ∈ G, let ρ such that

∫ ρ
0
g∗(x)dx = 0. Define

ǧ = 0 for 0 < x < ρ, and ǧ = g∗ for ρ < x < L. If λg is defined as in (2.2) with
Ω = (0, L) and u(L) = 0, we have λg ≤ λǧ.
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Proof. Let ug be a principal eigenfunction corresponding to g ∈ G, and let uǧ be a
principal eigenfunction corresponding to ǧ. We have

λg =

∫
Ω

(u′g)
2dx∫

Ω
gu2

gdx
≤
∫

Ω

(
u′ǧ
)2
dx∫

Ω
gu2

ǧdx
. (3.6)

On the other hand, the function uǧ solves the problem

−u′′ǧ = λǧ ǧuǧ, u
′(0) = u(L) = 0.

Since u′′ǧ = 0 on (0, ρ) (recall that ǧ = 0 there) and u′(0) = 0, the function uǧ is a
positive constant on (0, ρ). Furthermore, since

−u′ǧ(x) = λǧ

∫ x

0

ǧuǧdt ≥ 0,

the function uǧ is decreasing on (0, L). (Recall that we write decreasing instead of
non-increasing). It follows that

uǧ = u∗ǧ, u2
ǧ = (u2

ǧ)
∗.

Hence, since g∗ is increasing, by (3.1) we find∫ L

0

gu2
ǧdx ≥

∫ L

0

g∗u
2
ǧdx. (3.7)

Furthermore, since uǧ is a constant on (0, ρ) and since
∫ ρ

0
g∗dx = 0, we have∫ L

0

g∗u
2
ǧdx = c2

∫ ρ

0

g∗dx+
∫ L

ρ

g∗u
2
ǧdx =

∫ L

0

ǧu2
ǧdx.

Therefore, by (3.7) we find ∫ L

0

gu2
ǧdx ≥

∫ L

0

ǧu2
ǧdx.

The latter inequality and (3.6) yield

λg ≤
∫

Ω
(u′ǧ)

2dx∫
Ω
ǧu2

ǧdx
= λǧ.

The proof is complete. �

Example 3.5. Let us apply the result of Theorem 3.4 to the following example.
For 0 < α < L, let g(t) = 1 on a subset E with measure L − α, and g(t) = 0 on
(0, L) \ E. By Theorem 3.4, the maximizer is the function

g∗ =

{
0, 0 < t < α,

1, α < t < L.

If Λ > 0 is the corresponding principal eigenvalue and u is a corresponding eigen-
function, we have

−u′′ =

{
0, 0 < t < α,

Λu, α < t < L,

with u′(0) = u(L) = 0. This boundary value problem can be solved easily. We find

u =

{
1, 0 < t < α,

sin(
√

Λ(L− t)), α < t < L.
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Since the function u must be continuous and differentiable for t = α, Λ > 0 must
satisfy the condition √

Λ =
π

2(L− α)
.

Remark 3.6. The conclusions of Theorems 3.2 and 3.4 continue to hold in the
following case. Let Ω = (0, L)× (0, `), and let{

u = 0 on {x1 = L},
∂u
∂ν = 0 on {x1 = 0} ∪ {x2 = 0} ∪ {x2 = `}.

Suppose the function g0 depends on x1 only, and the class G is the (restricted)
family of all rearrangements of g0 in Ω depending on x1 only. In this situation,
the principal eigenfunctions depend on x1 only, and the optimization of the corre-
sponding principal eigenvalue is essentially a one-dimensional problem discussed in
Theorems 3.2 and 3.4.

3.2. α-sector. For 0 < α ≤ π, consider the domain (in polar coordinates (r, θ))

D = {(r, θ) : 0 ≤ r < R, 0 < θ < α}. (3.8)

For a function f ∈ L2(D), we consider the radial decreasing rearrangement f∗ and
the radial increasing rearrangement f∗. We refer to [1] (page 73) for a discussion
on this kind of rearrangements. Recall that f∗ depends on r only and it is non
increasing, f∗ depends on r only and it is non decreasing. We have

Lemma 3.7. If f, g ∈ L2(D) we have∫
D

f∗g
∗dx ≤

∫
D

fg dx ≤
∫
D

f∗g∗dx. (3.9)

If u ∈ H1(D), u ≥ 0 and u = 0 on r = R, then, u∗ ∈ H1(D), u∗ ≥ 0 and u∗ = 0
on r = R. Furthermore, ∫

D

|∇u|2dx ≥
∫
D

|∇u∗|2dx. (3.10)

For a proof of the above lemma, we refer the reader to [1, pages 73-75],

Theorem 3.8. Let G be the class of rearrangements generated by a bounded func-
tion g0 defined in the α-sector D introduced in (3.8). For g ∈ G, let λg be defined
as in (2.2) where Ω = D and Γ is the portion of ∂D with r = R. Then λg ≥ λg∗ .

Proof. If λg is the corresponding principal eigenvalue, using inequalities (3.9) and
(3.10) we find

λg =

∫
D
|∇ug|2dx∫
D
gu2

gdx
≥
∫
D
|∇u∗g|2dx∫

D
g∗(u∗g)2dx

≥
∫
D
|∇ug∗ |2dx∫
D
g∗u2

g∗dx
= λg∗ .

Note that, since ug ≥ 0 in D and it vanishes on Γ, also u∗g ≥ 0 in D and vanishes
on Γ. The theorem is proved. �

In case the class G is generated by g0 = χE − χF , where E and F are disjoint
subsets of D, we have g∗ = χÊ − χF̂ , where

Ê =
{

(r, θ) ∈ D : r2 ≤ 2|E|
α

}
,

F̂ =
{

(r, θ) ∈ D : r2 ≥ R2 − 2|F |
α

}
.



14 L. CADEDDU, M. A. FARINA, G. PORRU EJDE-2014/154

Theorem 3.9. Let D be the α-sector defined in (3.8). Let G be the class of rear-
rangements generated by a function g0 defined in D such that

∫
D
g0(x)dx > 0. If

g ∈ G, let Dρ ⊂ D be the α-sector such that
∫
Dρ
g∗(x)dx = 0. Define ǧ = 0 for

x ∈ Dρ, and ǧ = g∗ for D \Dρ. Let λg be defined as in (2.2) where Ω = D and Γ
is the portion of ∂D with r = R. Then λg ≤ λǧ.

Proof. Let ug be a principal eigenfunction corresponding to g ∈ G, and let uǧ be a
principal eigenfunction corresponding to ǧ. We have

λg =

∫
D
|∇ug|2dx∫
D
gu2

gdx
≤
∫
D
|∇uǧ|2dx∫
D
gu2

ǧdx
. (3.11)

On the other hand, the function uǧ satisfies the problem

−∆uǧ = λǧ ǧuǧ in D,

with u = 0 on Γ and uθ = 0 on the segments θ = 0 and θ = α. The solution uǧ is
radial and (since ǧ = 0 for x ∈ Dρ) its derivative (with respect to r) is a constant in
(0, ρ). Since u′(0) = 0, this constant must be zero, and the function uǧ is a positive
constant in Dρ. Furthermore, since

−ru′ǧ(r) = λǧ

∫ r

0

tǧuǧdt ≥ 0,

uǧ(r) is decreasing on (0, R). It follows that

uǧ = u∗ǧ, u2
ǧ = (u2

ǧ)
∗.

Hence, since g∗(r) is increasing, by the left hand side of (3.9) we find∫
D

gu2
ǧdx ≥

∫
D

g∗u
2
ǧdx. (3.12)

Furthermore, since uǧ is a constant in Dρ and since
∫
Dρ
g∗dx = 0, we have∫

D

g∗u
2
ǧdx = c2

∫
Dρ

g∗dx+
∫
D\Dρ

g∗u
2
ǧdx =

∫
D

ǧu2
ǧdx.

Therefore, by (3.12) we find ∫
D

gu2
ǧdx ≥

∫
D

ǧu2
ǧdx.

The latter inequality and (3.11) yield

λg ≤
∫
D
|∇uǧ|2dx∫
D
ǧu2

ǧdx
= λǧ.

The theorem is proved. �

In case the class G is generated by g0 = χE −χF with E ∩F = ∅, |E| > |F |, the
maximum of λg is attained for ǧ = χG, where G is the set

G =
{

(r, θ) ∈ D : r2 ≥ R2 − 2(|E| − |F |)
α

}
.

If |E| ≤ |F |, we have supλg = +∞.
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4. Symmetry breaking

Concerning the minimum, the symmetry of the data may not be inherited by
the solution.

Theorem 4.1. Let N = 2 and Ω = Ba,a+2, the annulus of radii a, a+ 2. Suppose
g0 = χE, where E is a measurable set contained in Ω and such that |E| = πρ2,
0 < ρ < 1. Let G be the family of rearrangements of g0. Consider the eigenvalue
problem (2.1) in Ω with Γ being the circle with radius a + 2. If a is large enough
then a minimizer of λg in G cannot be radially symmetric with respect to the center
of Ba,a+2.

Proof. Recall that

λg = inf
{∫

Ω
|∇w|2dx∫

Ω
g w2dx

, w ∈ H1(Ω) : w = 0 on Γ,
∫

Ω

g w2dx > 0
}
. (4.1)

Let E = Bρ be a disc with radius ρ and such that its center x0 lies on |x| = a+ 1.
If g = χBρ , the function z = (ρ2 − |x− x0|2)+ vanishes on Γ, hence, if |x− x0| = r,

λg ≤

∫
Bρ
|∇z|2dx∫

Bρ
z2dx

=

∫ ρ
0

4r3dr∫ ρ
0
r(ρ2 − r2)2dr

=
6
ρ2
. (4.2)

Note that this upper bound is independent of a.
Now suppose g = χE , with E radially symmetric with respect to the center of

Ba,a+2. With r = |x|, put g(x) = h(r) = χE1 , E1 being the intersections of E
with a ray of Ba+2. The corresponding eigenfunction is radially symmetric (by
uniqueness), and the inferior in (4.2) can be taken over all v ∈ H1

rad (the class of
radially symmetric functions in H1(Ω)) with v(a+ 2) = 0. We have

λg = inf
{∫ a+2

a
r(v′)2dr∫ a+2

a
rhv2dr

, v ∈ H1
rad : v(a+ 2) = 0

}
.

We find ∫ a+2

a
r(v′)2dr∫ a+2

a
rhv2dr

≥
∫ a+2

a
a(v′)2dr∫ a+2

a
(a+ 2)hv2dr

=
a

a+ 2

∫ a+2

a
(v′)2dr∫ a+2

a
hv2dr

.

The 1-measure of E1 depends on the location of E, however we have

|E1| ≤
√
a2 + ρ2 − a := `.

Note that `→ 0 as a→∞.
Using classical inequalities for decreasing rearrangements we find∫ a+2

a
(v′)2dr∫ a+2

a
h v2dr

≥
∫ a+2

a
((v∗)′)2dr∫ a+2

a
h∗ (v∗)2dr

≥
∫ 1

−1
(w′)2dt∫ 1

−1
g∗ w2dt

,

where w(t) = v∗(r), t = r − (a+ 1), and

g∗ =

{
1, −1 < t < −1 + `,

0, −1 + ` < t < 1.

We have

λg ≥
a

a+ 2
inf
{∫ 1

−1
(w′)2dt∫ 1

−1
g∗w2dt

: w ∈ H1(−1, 1), w(1) = 0
}

=
a

a+ 2
Λg∗ . (4.3)
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To find Λ = Λg∗ , we look for a positive solution of the problem

−z′′ =

{
Λz, −1 < t < −1 + `,

0, −1 + ` < t < 1,

with z′(−1) = z(1) = 0. We have

z =

{
cos(
√

Λ(t+ 1)), −1 < t < −1 + `,

A(1− t) 1− ` < t < 1,

where A, and Λ satisfy

cos(
√

Λ`) = A(2− `),
√

Λ sin(
√

Λ`) = A.

It follows that √
Λ tan(

√
Λ`) =

1
2− `

.

Since ` → 0 as a → ∞, the latter equation shows that we must have Λ → ∞ as
a → ∞. Then, by (4.3), also λ → ∞ as a → ∞. The latter result together with
(4.2) show that a minimizer ĝ of g 7→ λg cannot be symmetric for a large. The
proof is complete. �

The situation is different for the maximizer. Indeed, since we have uniqueness
of the maximizer (for a class G generated by g0 = χE), we cannot have symmetry
breaking for any annulus.

As already remarked, the solution to the one–dimensional problem treated in
Subsection 3.1, also solves the bi-dimensional problem (2.1) in the rectangle (0, L)×
(0, `) with Γ being the portion of ∂Ω with x1 = L, and G being a class of rear-
rangements of functions g depending on x1 only. Indeed, since the eigenfunctions
are independent of x2, the Neumann condition on x2 = 0 and on x2 = ` is trivially
satisfied. One may ask what happens if G is the entire family of rearrangements.
We prove that for large ` we have a sort of symmetry breaking.

Theorem 4.2. Let N = 2 and Ω = (0, L)× (0, `), ` ≥ L. Suppose g0 = χE, where
E is a measurable set contained in Ω and such that |E| = πρ2, 0 < ρ < L/2. Let G
be the family of rearrangements of g0. Consider the eigenvalue problem (2.1) in Ω
with Γ being the portion of ∂Ω with x1 = L. If ` is large enough then a minimizer
of λg in G cannot be a set of the kind K × (0, `).

Proof. In case of E = K × (0, `), our problem is essentially one dimensional, which
we have treated in Subsection 3.1. The minimum of the eigenvalue (for this kind
of sets E) is attained when E = (0, τ)× (0, `), with τ = πρ2

` . By Example 1 (with
α = τ and β = L) it is clear that λg →∞ as `→∞. On the other hand, if we take
E = Bρ, a ball with radius ρ, located in D far from ∂D, the same computation
which leads to (4.2) shows that λBρ is bounded independently of `. The statement
of the theorem follows. �
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