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# BOUNDARY BEHAVIOR OF SOLUTIONS TO A SINGULAR DIRICHLET PROBLEM WITH A NONLINEAR CONVECTION 

BO LI, ZHIJUN ZHANG


#### Abstract

In this article we analyze the exact boundary behavior of solutions to the singular nonlinear Dirichlet problem $$
\begin{gathered} -\Delta u=b(x) g(u)+\lambda|\nabla u|^{q}+\sigma, \quad u>0, x \in \Omega, \\ \left.u\right|_{\partial \Omega}=0 \end{gathered}
$$ where $\Omega$ is a bounded domain with smooth boundary in $\mathbb{R}^{N}, q \in(0,2], \sigma>0$, $\lambda>0, g \in C^{1}((0, \infty),(0, \infty)), \lim _{s \rightarrow 0^{+}} g(s)=\infty, g$ is decreasing on $\left(0, s_{0}\right)$ for some $s_{0}>0, b \in C_{\mathrm{loc}}^{\alpha}(\Omega)$ for some $\alpha \in(0,1)$, is positive in $\Omega$, but may be vanishing or singular on the boundary. We show that $\lambda|\nabla u|^{q}$ does not affect the first expansion of classical solutions near the boundary.


## 1. Introduction

In this article, we consider the boundary behavior of solutions to the singular nonlinear Dirichlet problem

$$
\begin{equation*}
-\Delta u=b(x) g(u)+\lambda|\nabla u|^{q}+\sigma, \quad u>0, x \in \Omega,\left.\quad u\right|_{\partial \Omega}=0 \tag{1.1}
\end{equation*}
$$

where $\Omega$ is a bounded domain with smooth boundary in $\mathbb{R}^{N}, q \in(0,2], \lambda>0$, $\sigma>0, b$ satisfies
(B1) $b \in C_{\mathrm{loc}}^{\alpha}(\Omega)$ for some $\alpha \in(0,1)$, is positive in $\Omega$, and $g$ satisfies
(G1) $g \in C^{1}((0, \infty),(0, \infty))$ and $\lim _{s \rightarrow 0} g(s)=\infty$;
(G2) there exists $s_{0}>0$ such that $g^{\prime}(s)<0$, for all $s \in\left(0, s_{0}\right)$;
(G3) there exists $C_{g} \geq 0$ such that

$$
\lim _{s \rightarrow 0^{+}} g^{\prime}(s) \int_{0}^{s} \frac{d \tau}{g(\tau)}=-C_{g}
$$

A typical example of functions which satisfy (G1)-(G3) is

$$
g(s)=s^{-\gamma}+\mu s^{p}, s>0
$$

where $\gamma, p, \mu>0$. In this case, $C_{g}=\gamma /(1+\gamma)$. A complete characterization of $g$ in (G1)-(G3) is provided in Lemma 2.14

[^0]For convenience, we denote by $\psi$ the solution to the problem

$$
\begin{equation*}
\int_{0}^{\psi(t)} \frac{d s}{g(s)}=t, \quad \forall t>0 \tag{1.2}
\end{equation*}
$$

When $\lambda=0$, 1.1 arises in the study of non-Newtonian fluids, boundary layer phenomena for viscous fluids, chemical heterogeneous catalysts, as well as in the theory of heat conduction in electrical materials (see, for instance, [9, 17, 21, 36, 38, 41 ) and has been discussed by many authors and in many contexts. With regard to the existence, nonexistence, uniqueness, multiplicity, regularity, local (near the boundary) and global estimates of (classical or weak) solutions, see, for instance, [1][4], [6, 8, 9, 12, 16, 17, 21], [23]-[27, [29]-31], 35], [39]-46], [51] and the references therein.

When $\lambda>0, b \equiv 1$ in $\Omega$ and $g(u)=u^{-\gamma}$ with $\gamma>0$, the authors 47] considered the existence and regularities of the unique solution to (1.1). Cui [11] established a sub-supersolution method to more general problem than (1.1).

When $\lambda=1, \sigma=0,0<q<2, b \equiv 1$ in $\Omega$ and the function $g:(0, \infty) \rightarrow(0, \infty)$ is locally Lipschitz continuous and decreasing, Giarrusso and Porru [19] showed that if $g$ satisfies the following conditions
(G01) $\int_{0}^{1} g(s) d s=\infty, \int_{1}^{\infty} g(s) d s<\infty$;
(G02) there exist positive constants $\delta$ and $M$ with $M>1$ such that $G(s)<$ $M G(2 s)$, for all $s \in(0, \delta), G(s):=\int_{s}^{\infty} g(\tau) d \tau, s>0$,
then the unique solution $u$ to (1.1) has the following properties:
(I1) $|u(x)-\phi(d(x))|<c_{0} d(x)$, for all $x \in \Omega$ for $0<q \leq 1$;
(I2) $|u(x)-\phi(d(x))|<c_{0} d(x)[G(\phi(d(x)))]^{(q-1) / 2}$, for all $x \in \Omega$ for $1<q<2$;
where $d(x)=\operatorname{dist}(x, \partial \Omega), c_{0}$ is a suitable positive constant and $\phi \in C[0, \infty) \cap$ $C^{2}(0, \infty)$ is the unique solution of the problem

$$
\begin{equation*}
\int_{0}^{\phi(t)} \frac{d s}{\sqrt{2 G(s)}}=t, \quad t>0 \tag{1.3}
\end{equation*}
$$

For further works, see [10], [13]-[15], [18, 20, 28, 37], 48]-[50] and the references therein.

We introduce two types of functions. First, we denote by $K$ the set of all Karamata functions $\hat{L}$ which are normalized slowly varying at zero (see, Bingham-Goldie-Teugels's book [5] and Maric's book [32]) defined on ( $0, \eta$ ] for some $\eta>0$ by

$$
\begin{equation*}
\hat{L}(s)=c_{0} \exp \left(\int_{s}^{\eta} \frac{y(\tau)}{\tau} d \tau\right), \quad s \in(0, \eta] \tag{1.4}
\end{equation*}
$$

where $c_{0}>0$ and the function $y \in C([0, \eta])$ with $y(0)=0$.
Next let $\Lambda$ denote the set of all positive monotonic functions $\theta$ in $C^{1}\left(0, \delta_{0}\right) \cap$ $L^{1}\left(0, \delta_{0}\right)\left(\delta_{0}>0\right)$ which satisfy

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{d}{d t}\left(\frac{\Theta(t)}{\theta(t)}\right):=C_{\theta} \in[0, \infty), \quad \Theta(t):=\int_{0}^{t} \theta(s) d s \tag{1.5}
\end{equation*}
$$

The set $\Lambda$ was first introduced by Cîrstea and Rǎdulescu [7] for non-decreasing functions and by Mohammed [34] for non-increasing functions to study the boundary behavior of solutions to boundary blow-up elliptic problems.

We assume that $b$ satisfies
(B2) there exists $\theta \in \Lambda$ such that

$$
0<b_{1}:=\lim _{d(x) \rightarrow 0} \inf \frac{b(x)}{\theta^{2}(d(x))} \leq b_{2}:=\lim _{d(x) \rightarrow 0} \sup \frac{b(x)}{\theta^{2}(d(x))}<\infty
$$

Recently, for $g$ satisfying (G1) and decreasing on ( $0, \infty$ ), the authors 50 considered the two cases
(i) $q \in(0,2), b \equiv 1$ in $\Omega, g$ satisfies (G3) with $C_{g}>1 / 2$;
(ii) $q=2, b$ satisfies (B1) and (B2), $g$ satisfies (G3) with

$$
\begin{equation*}
C_{\theta}+2 C_{g}>2, \tag{1.6}
\end{equation*}
$$

and one of the following two conditions holds
(S01) $C_{g}>0$;
$(\mathrm{S} 02) C_{g}=0$ and $\lambda \lim \sup _{s \rightarrow 0^{+}} \frac{g(s)}{\left|g^{\prime}(s)\right|}<1$
and obtained the boundary behavior of the unique solutions to 1.1).
In this article, we extend 50 for more general $g$ and $b$. We first establish a local comparison principle for $q \in(0,1)$ under (G2). More precisely, we show the first exact asymptotic behaviour of any classical solution near the boundary to 1.1 and reveal that the nonlinear gradient term $\lambda|\nabla u|^{q}$ does not affect the behaviour. For $q \in[1,2]$, by using a nonlinear change, the local comparison principle and the results in 51 and [30, we show the same results as $q \in(0,1)$. Our main results are summarized as follows.

Theorem 1.1. For fixed $\lambda>0$, let $g$ satisfy (G1)-(G3), b satisfy (B1)-(B2). If both 1.6 and one of the following conditions hold
(S1) $q \in(0,1)$;
(S2) $q \in[1,2]$ and $C_{g}>0$;
(S3) $q \in[1,2], C_{g}=0$ and

$$
\lambda \limsup _{s \rightarrow 0^{+}} \frac{g(s)}{\left|g^{\prime}(s)\right|}<1
$$

then for any classical solution $u_{\lambda}$ to (1.1), it holds

$$
\begin{equation*}
\xi_{1}^{1-C_{g}} \leq \lim _{d(x) \rightarrow 0} \inf \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \xi_{2}^{1-C_{g}} \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi_{1}=\frac{b_{1}}{2\left(C_{\theta}+2 C_{g}-2\right)}, \quad \xi_{2}=\frac{b_{2}}{2\left(C_{\theta}+2 C_{g}-2\right)} \tag{1.8}
\end{equation*}
$$

In particular,
(i) when $C_{g}=1, u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)}=1
$$

(ii) when $C_{g}<1$ and $b_{1}=b_{2}=b_{0}$ in (B2), $u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(d^{2}(x) \theta^{2}(d(x))\right)}=\left(\xi_{01} C_{\theta}^{2}\right)^{1-C_{g}},
$$

where

$$
\xi_{01}=\frac{b_{0}}{2\left(C_{\theta}+2 C_{g}-2\right)}
$$

Theorem 1.2. For fixed $\lambda>0$, let $q \in(0,2]$, $g$ satisfy (G1)-(G3), and let $b$ satisfy (B1) and
(B3) there exists $\hat{L} \in K$ with $\int_{0}^{\eta} \frac{\hat{L}(s)}{s} d s<\infty$ such that

$$
0<b_{1}:=\lim _{d(x) \rightarrow 0} \inf \frac{b(x)}{a^{2}(d(x))} \leq b_{2}:=\lim _{d(x) \rightarrow 0} \sup \frac{b(x)}{a^{2}(d(x))}<\infty
$$

where

$$
\begin{equation*}
a^{2}(t)=t^{-2} \hat{L}(t), t \in(0, \eta] . \tag{1.9}
\end{equation*}
$$

If one of (S1), (S2), (S3) holds, then for any classical solution $u_{\lambda}$ to (1.1), it holds

$$
\begin{equation*}
b_{1}^{1-C_{g}} \leq \lim _{d(x) \rightarrow 0} \inf \frac{u_{\lambda}(x)}{\psi\left(h_{1}(d(x))\right)} \leq \lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{\psi\left(h_{1}(d(x))\right)} \leq b_{2}^{1-C_{g}} \tag{1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
h_{1}(t)=\int_{0}^{t} \frac{\hat{L}(s)}{s} d s, \quad t \in(0, \eta) \tag{1.11}
\end{equation*}
$$

In particular,
(i) when $C_{g}=1, u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(h_{1}(d(x))\right)}=1
$$

(ii) when $C_{g}<1$ and $b_{1}=b_{2}=b_{0}$ in $\left(\mathrm{B}_{3}\right)$, $u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(h_{1}(d(x))\right)}=b_{0}^{1-C_{g}} .
$$

Theorem 1.3. For fixed $\lambda>0$, let $q \in(0,2]$, b satisfy (B1), $g$ satisfy (G1) and $g(s)=s^{-\gamma}+\mu s^{p}, s \in\left(0, s_{0}\right)$, for some $s_{0}>0$, where $\gamma, p, \mu>0$. If $b$ satisfies
(B4) there exists $\hat{L} \in K$ with $\int_{0}^{\eta} \frac{\hat{L}(s)}{s} d s=\infty$ such that

$$
0<b_{1}:=\lim _{d(x) \rightarrow 0} \inf \frac{b(x)}{(d(x))^{\gamma-1} \hat{L}(d(x))} \leq b_{2}:=\lim _{d(x) \rightarrow 0} \sup \frac{b(x)}{(d(x))^{\gamma-1} \hat{L}(d(x))}<\infty
$$

then for any classical solution $u_{\lambda}$ to 1.1, it holds

$$
\begin{align*}
\left(b_{1}(1+\gamma)\right)^{1 /(1+\gamma)} & \leq \lim _{d(x) \rightarrow 0} \inf \frac{u_{\lambda}(x)}{d(x)\left(h_{2}(d(x))\right)^{1 /(1+\gamma)}} \\
& \leq \lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{d(x)\left(h_{2}(d(x))\right)^{1 /(1+\gamma)}}  \tag{1.12}\\
& \leq\left(b_{2}(1+\gamma)\right)^{1 /(1+\gamma)}
\end{align*}
$$

where

$$
\begin{equation*}
h_{2}(t)=\int_{t}^{\eta} \frac{L(\tau)}{\tau} d \tau, \quad t \in(0, \eta) . \tag{1.13}
\end{equation*}
$$

Remark 1.4. Some basic examples of functions which satisfy (G1)-(G3) with $C_{g}=0$ and $\lim _{s \rightarrow 0^{+}} \frac{g(s)}{\left|g^{\prime}(s)\right|}=0$ are
(i) $g(s)=(-\ln s)^{\gamma}, \gamma>0, s \in\left(0, s_{0}\right)$;
(ii) $g(s)=(\ln (-\ln s))^{\gamma}, \gamma>0, s \in\left(0, s_{0}\right)$;
(iii) $g(s)=e^{(-\ln s)^{\gamma}}, 0<\gamma<1, s \in\left(0, s_{0}\right)$, where $s_{0}>0$ sufficiently small.

Remark 1.5. When $\gamma>0$, we note that $C_{g}=\frac{\gamma}{1+\gamma}$ and $C_{\theta}=\frac{2}{\gamma+1}$ in Theorem 1.3 . i.e., $C_{\theta}+2 C_{g}=2$.

The outline of this paper is as follows. In section 2, we present some basic facts from Karamata regular variation theory and some preliminaries. Some comparison principles are given in section 3. In section 4 , we prove Theorems 1.1 1.3.

## 2. Preliminaries

Our approach relies on Karamata regular variation theory established by Karamata in 1930 which is a basic tool in stochastic processes (see Bingham, Goldie and Teugels' book [5], Maric's book [32] and the references therein). In this section, we present some basic facts from Karamata regular variation theory.
Definition 2.1. A positive continuous function $g$ defined on $(0, \eta]$, for some $\eta>0$, is called regularly varying at zero with index $\rho$, denoted by $g \in R V Z_{\rho}$, if for each $\xi>0$ and some $\rho \in \mathbb{R}$,

$$
\begin{equation*}
\lim _{s \rightarrow 0^{+}} \frac{g(\xi s)}{g(s)}=\xi^{\rho} \tag{2.1}
\end{equation*}
$$

In particular, when $\rho=0, g$ is called slowly varying at zero.
Clearly, if $g \in R V Z_{\rho}$, then $L(s):=g(s) / s^{\rho}$ is slowly varying at zero.
Definition 2.2. A positive continuous function $g$ defined on $(0, \eta]$, for some $\eta>0$, is called rapidly varying to infinity at zero if for each $\xi \in(0,1)$

$$
\begin{equation*}
\lim _{s \rightarrow 0^{+}} \frac{g(\xi s)}{g(s)}=\infty \tag{2.2}
\end{equation*}
$$

Definition 2.3. A positive function $g \in C(0, \eta]$ with $\lim _{s \rightarrow 0^{+}} g(s)=0$, for some $\eta>0$, is called rapidly varying to zero at zero if for each $\xi \in(0,1)$

$$
\begin{equation*}
\lim _{s \rightarrow 0^{+}} \frac{g(\xi s)}{g(s)}=0 \tag{2.3}
\end{equation*}
$$

Proposition 2.4 (Uniform convergence theorem). If $g \in R V Z_{\rho}$, then 2.1 holds uniformly for $\xi \in\left[c_{1}, c_{2}\right]$ with $0<c_{1}<c_{2}$.
Proposition 2.5 (Representation theorem). A function $L$ is slowly varying at zero if and only if it may be written in the form

$$
\begin{equation*}
L(s)=l(s) \exp \left(\int_{s}^{\eta} \frac{y(\tau)}{\tau} d \tau\right), \quad s \in(0, \eta] \tag{2.4}
\end{equation*}
$$

where the functions $l$ and $y$ are continuous and for $s \rightarrow 0^{+}, y(s) \rightarrow 0$ and $l(s) \rightarrow c_{0}$, with $c_{0}>0$.

Note that

$$
\begin{equation*}
\hat{L}(s)=c_{0} \exp \left(\int_{s}^{\eta} \frac{y(\tau)}{\tau} d \tau\right), \quad s \in(0, \eta] \tag{2.5}
\end{equation*}
$$

is normalized slowly varying at zero, and

$$
\begin{equation*}
g(s)=s^{\rho} \hat{L}(s), \quad s \in(0, \eta] \tag{2.6}
\end{equation*}
$$

is normalized regularly varying at zero with index $\rho$ (and denoted by $g \in N R V Z_{\rho}$ ).
A function $g \in N R V Z_{\rho}$ if and only if

$$
\begin{equation*}
g \in C^{1}(0, \eta], \text { for some } \eta>0 \text { and } \lim _{s \rightarrow 0^{+}} \frac{s g^{\prime}(s)}{g(s)}=\rho \tag{2.7}
\end{equation*}
$$

Proposition 2.6. If functions $L, L_{1}$ are slowly varying at zero, then
(i) $L^{\rho}$ for every $\rho \in \mathbb{R}, c_{1} L+c_{2} L_{1}\left(c_{1} \geq 0, c_{2} \geq 0\right.$ with $\left.c_{1}+c_{2}>0\right), L \cdot L_{1}$, $L \circ L_{1}\left(\right.$ if $L_{1}(s) \rightarrow 0$ as $\left.s \rightarrow 0^{+}\right)$, are also slowly varying at zero;
(ii) For every $\rho>0$ and $s \rightarrow 0^{+}, s^{\rho} L(s) \rightarrow 0, s^{-\rho} L(s) \rightarrow \infty$;
(iii) For $\rho \in \mathbb{R}$ and $s \rightarrow 0^{+}, \ln (L(s)) / \ln s \rightarrow 0$ and $\ln \left(s^{\rho} L(s)\right) / \ln s \rightarrow \rho$.

Proposition 2.7. If $g_{1} \in R V Z_{\rho_{1}}, g_{2} \in R V Z_{\rho_{2}}$ with $\lim _{s \rightarrow 0} g_{2}(s)=0$, then $g_{1} \circ g_{2} \in$ $R V Z_{\rho_{1} \rho_{2}}$.
Proposition 2.8 (Asymptotic behavior). If a function $L$ is slowly varying at zero, then for $\eta>0$ and $t \rightarrow 0^{+}$,
(i) $\int_{0}^{t} s^{\rho} L(s) d s \cong(1+\rho)^{-1} t^{1+\rho} L(t)$, for $\rho>-1$;
(ii) $\int_{t}^{\eta} s^{\rho} L(s) d s \cong(-\rho-1)^{-1} t^{1+\rho} L(t)$, for $\rho<-1$.

Proposition 2.9. Let $g \in C^{1}(0, \eta]$ be positive and

$$
\lim _{s \rightarrow 0^{+}} \frac{s g^{\prime}(s)}{g(s)}=+\infty
$$

Then $g$ is rapidly varying to zero at zero.
Proposition 2.10. Let $g \in C^{1}(0, \eta)$ be positive and

$$
\lim _{s \rightarrow 0^{+}} \frac{s g^{\prime}(s)}{g(s)}=-\infty
$$

Then $g$ is rapidly varying to infinity at zero.
Proposition 2.11 ([46, Lemma 2.3]). Let $\hat{L}$ be defined on ( $0, \eta$ ] and be normalized slowly varying at zero. Then

$$
\lim _{t \rightarrow 0^{+}} \frac{L(t)}{\int_{t}^{\eta} \frac{L(\tau)}{\tau} d \tau}=0
$$

If further $\int_{0}^{\eta} \frac{L(\tau)}{\tau} d \tau$ converges, then

$$
\lim _{t \rightarrow 0^{+}} \frac{L(t)}{\int_{0}^{t} \frac{L(\tau)}{\tau} d \tau}=0
$$

Our results in the section are summarized in the following lemmas.
Lemma 2.12. Let $\theta \in \Lambda$.
(i) $\lim _{t \rightarrow 0^{+}} \frac{\Theta(t)}{\theta(t)}=0$;
(ii) $\lim _{t \rightarrow 0^{+}} \frac{\Theta(t) \theta^{\prime}(t)}{\theta^{2}(t)}=1-\lim _{t \rightarrow 0^{+}} \frac{d}{d t}\left(\frac{\Theta(t)}{\theta(t)}\right)=1-C_{\theta}$, and $C_{\theta} \in[0,1]$ when $\theta$ is non-decreasing, $C_{\theta} \geq 1$ provided $\theta$ is non-increasing;
(iii) when $C_{\theta}>0, \theta \in N R V Z_{\left(1-C_{\theta}\right) / C_{\theta}}$ and $\Theta \in N R V Z_{1 / C_{\theta}}$.

Proof. For an arbitrary $\theta \in \Lambda$, we have:
(i) When $\theta$ is non-decreasing, we have that $0<\Theta(t) \leq t \theta(t)$, for all $t \in\left(0, \delta_{0}\right)$ and (i) holds; when $\theta$ is non-increasing, it follows by $\theta \in L^{1}\left(0, \delta_{0}\right)$ that

$$
\lim _{t \rightarrow 0^{+}} \frac{\Theta(t)}{\theta(t)}=\lim _{t \rightarrow 0^{+}} \frac{1}{\theta(t)} \lim _{t \rightarrow 0^{+}} \Theta(t)=0
$$

(ii) Since

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{\Theta(t) \theta^{\prime}(t)}{\theta^{2}(t)}=1-\lim _{t \rightarrow 0^{+}} \frac{d}{d t}\left(\frac{\Theta(t)}{\theta(t)}\right)=1-C_{\theta} \tag{2.8}
\end{equation*}
$$

it follows that $C_{\theta} \in[0,1]$ when $\theta$ is non-decreasing, and $C_{\theta} \geq 1$ provided $\theta$ is non-increasing;
(iii) 1.5 and the l'Hospital's rule imply

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \frac{\Theta(t)}{t \theta(t)}=\lim _{t \rightarrow 0^{+}} \frac{\frac{\Theta(t)}{\theta(t)}}{t}=\lim _{t \rightarrow 0^{+}} \frac{d}{d t}\left(\frac{\Theta(t)}{\theta(t)}\right)=C_{\theta} \tag{2.9}
\end{equation*}
$$

So, when $C_{\theta}>0, \Theta \in N R V Z_{C_{\theta}^{-1}}$ and it follows by 2.8 and 2.9 that

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{t \theta^{\prime}(t)}{\theta(t)}=\lim _{t \rightarrow 0} \frac{\Theta(t) \theta^{\prime}(t)}{\theta^{2}(t)} \lim _{t \rightarrow 0} \frac{t \theta(t)}{\Theta(t)}=\frac{1-C_{\theta}}{C_{\theta}} \tag{2.10}
\end{equation*}
$$

i.e., $\theta \in N R V Z_{\left(1-C_{\theta}\right) / C_{\theta}}$.

Lemma 2.13 ([51, Lemma 2.2]). Let $g$ satisfy (G1), (G2).
(i) If $g$ satisfies (G3), then $C_{g} \leq 1$;
(ii) (G3) holds with $C_{g} \in(0,1)$ if and only if $g \in N R V Z_{-C_{g} /\left(1-C_{g}\right)}$;
(iii) (G3) holds with $C_{g}=0$ if and only if $g$ is normalized slowly varying at zero;
(iv) if (G3) holds with $C_{g}=1$, then $g$ is rapidly varying to infinity at zero.

Lemma 2.14 ([51, Lemma 2.3]). Let $g$ satisfy (G1), (G2) and let $\psi$ be uniquely determined by

$$
\int_{0}^{\psi(t)} \frac{d \tau}{g(\tau)}=t, t \in[0, \infty)
$$

Then
(i) $\psi^{\prime}(t)=g(\psi(t)), \psi(t)>0, t>0, \psi(0)=0$ and $\psi^{\prime \prime}(t)=g(\psi(t)) g^{\prime}(\psi(t))$, $t>0$;
(ii) $\lim _{t \rightarrow 0^{+}} t g(\psi(t))=0$ and $\lim _{t \rightarrow 0^{+}} t g^{\prime}(\psi(t))=-C_{g}$;
(iii) $\psi \in N R V Z_{1-C_{g}}$ and $\psi^{\prime} \in N R V Z_{-C_{g}}$;
(iv) when $C_{\theta}+2 C_{g}>2$ and $\theta \in \Lambda$, $\lim _{t \rightarrow 0^{+}} \frac{t}{\psi\left(\xi \Theta^{2}(t)\right)}=0$ uniformly for $\xi \in$ [ $c_{1}, c_{2}$ ] with $0<c_{1}<c_{2}$, where $\Theta$ is given as in 1.5);
(v) $\lim _{t \rightarrow 0^{+}} \frac{t}{\psi\left(\xi h_{1}(t)\right)}=0$ uniformly for $\xi \in\left[c_{1}, c_{2}\right]$ with $0<c_{1}<c_{2}$, where $h_{1}$ is given in 1.11.

Lemma 2.15. Let $q \in(0,1)$. If $C_{\theta}+2 C_{g}>2$, then

$$
\lim _{s \rightarrow 0^{+}}\left(g\left(\psi\left(\Theta^{2}(t)\right)\right)\right)^{q-1} \frac{(\Theta(t))^{q}}{(\theta(t))^{2-q}}=0, \quad \lim _{s \rightarrow 0^{+}} g\left(\psi\left(\Theta^{2}(t)\right)\right) \theta^{2}(t)=\infty
$$

Proof. Using Proposition 2.7, Lemma 2.13 (iii) and Lemma 2.15 (iii), we see that $g\left(\psi\left(\Theta^{2}(t)\right)\right) \theta^{2}(t)$ belongs to $N R V Z_{\rho_{1}}$ with

$$
\rho_{1}=\frac{-2 C_{g}}{C_{\theta}}+\frac{2\left(1-C_{\theta}\right)}{C_{\theta}}=-\frac{C_{\theta}+2 C_{g}-2+C_{\theta}}{C_{\theta}}<0
$$

and $\left(g\left(\psi\left(\Theta^{2}(t)\right)\right)\right)^{q-1} \frac{(\Theta(t))^{q}}{(\theta(t))^{2-q}}$ belongs to $N R V Z_{\rho_{2}}$ with

$$
\begin{aligned}
\rho_{2} & =\frac{q}{C_{\theta}}-\frac{2 C_{g}(q-1)}{C_{\theta}}-\frac{(2-q)\left(1-C_{\theta}\right)}{C_{\theta}} \\
& =\frac{C_{\theta}+2 C_{g}-2+C_{\theta}(1-q)+2 q\left(1-C_{g}\right)}{C_{\theta}}>0
\end{aligned}
$$

Thus the results follow by Proposition 2.6 (ii).

## 3. Local Comparison principles

In this section we give some comparison principles near the boundary. For any $\delta>0$, we define

$$
\Omega_{\delta}:=\{x \in \Omega: d(x)<\delta\}, \quad \Gamma_{\delta}:=\{x \in \Omega: d(x)=\delta\}
$$

Since $\partial \Omega \in C^{2}$, there exists a constant $\delta \in\left(0, \min \left\{s_{0}, \delta_{0}\right\}\right)$ which only depends on $\Omega$ such that (see, [22, Lemmas 14.16 and 14.17])

$$
\begin{equation*}
d \in C^{2}\left(\Omega_{\delta}\right), \quad|\nabla d(x)|=1, \quad \Delta d(x)=-(N-1) H(\bar{x})+o(1), \quad \forall x \in \Omega_{\delta} \tag{3.1}
\end{equation*}
$$

where $\bar{x}$ is the nearest point to $x$ on $\partial \Omega$, and $H(\bar{x})$ denotes the mean curvature of $\partial \Omega$ at $\bar{x}$.

Next let $v_{0} \in C^{2+\alpha}(\Omega) \cap C^{1}(\bar{\Omega})$ be the unique solution of the problem

$$
\begin{equation*}
-\Delta v=1, \quad v>0, \quad x \in \Omega,\left.\quad v\right|_{\partial \Omega}=0 \tag{3.2}
\end{equation*}
$$

By the Höpf maximum principle in [22], we see that

$$
\begin{equation*}
\nabla v_{0}(x) \neq 0, \quad \forall x \in \partial \Omega \quad \text { and } \quad c_{1} d(x) \leq v_{0}(x) \leq c_{2} d(x), \quad \forall x \in \Omega \tag{3.3}
\end{equation*}
$$

where $c_{1}, c_{2}$ are positive constants. We have the lower bound estimations near the boundary of solutions to 1.1 .
Lemma 3.1 (A local comparison principle). For fixed $\lambda>0$, let $q \in(0,2]$, $g$ satisfy (G1), (G2), b satisfy (B1), and let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to (1.1) and $u_{0} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to the problem

$$
\begin{equation*}
-\Delta u=b(x) g(u), \quad u>0, \quad x \in \Omega,\left.\quad u\right|_{\partial \Omega}=0 \tag{3.4}
\end{equation*}
$$

Then there exists a positive constant $M_{0}$ such that

$$
\begin{equation*}
u_{0}(x) \leq u_{\lambda}(x)+M_{0} v_{0}(x), \quad x \in \Omega_{\delta} \tag{3.5}
\end{equation*}
$$

where $\delta>0$ sufficiently small such that

$$
u_{0}(x), \quad u_{\lambda}(x) \in\left(0, s_{0}\right), \quad x \in \Omega_{\delta},
$$

where $s_{0}$ is given as in (G2).
Proof. First, by $u_{\lambda}(x)=v_{0}(x)=u_{0}(x)=0$, for all $x \in \partial \Omega$, and

$$
\begin{equation*}
u_{0}, v_{0}, u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega}) \tag{3.6}
\end{equation*}
$$

we can choose a large $M_{0}$ such that

$$
\begin{equation*}
u_{0}(x) \leq u_{\lambda}(x)+M_{0} v_{0}(x), \quad x \in \Gamma_{\delta} \tag{3.7}
\end{equation*}
$$

Now we prove (3.5). Assume the contrary, there exists $x_{0} \in \Omega_{\delta}$ such that

$$
u_{0}\left(x_{0}\right)-\left(u_{\lambda}\left(x_{0}\right)+M_{0} v_{0}\left(x_{0}\right)\right)>0
$$

It follows that there exists $x_{1} \in \Omega_{\delta}$ such that

$$
0<u_{0}\left(x_{1}\right)-\left(u_{\lambda}\left(x_{1}\right)+M_{0} v_{0}\left(x_{1}\right)\right)=\max _{x \in \bar{\Omega}_{\delta}}\left(u_{0}(x)-\left(u_{\lambda}(x)+M_{0} v_{0}(x)\right)\right) .
$$

Then ([22, Theorem 2.2])

$$
\Delta\left(u_{0}-\left(u_{\lambda}+M_{0} v_{0}\right)\right)\left(x_{1}\right) \leq 0
$$

On the other hand, we see by (B1), (G1) and (G2) that

$$
\begin{aligned}
& \Delta\left(u_{0}-\left(u_{\lambda}+M_{0} v_{0}\right)\right)\left(x_{1}\right) \\
& =-\Delta u_{\lambda}\left(x_{1}\right)+M_{0}+\Delta u_{0}\left(x_{1}\right)
\end{aligned}
$$

$$
=b\left(x_{1}\right)\left(g\left(u_{\lambda}\left(x_{1}\right)\right)-g\left(u_{0}\left(x_{1}\right)\right)\right)+M_{0}+\lambda\left|\nabla u_{\lambda}\left(x_{1}\right)\right|^{q}+\sigma>0,
$$

which is a contradiction. Hence 3.5 holds.
Next we consider the upper bound estimations near the boundary to $u_{\lambda}$. For $q \in(0,1)$, we have the following lemma.

Lemma 3.2 (A local comparison principle). For fixed $\lambda>0$, let $g$ satisfy (G1), (G2), b satisfy (B1), and let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to (1.1), $\bar{u}_{\lambda} \in C^{2}\left(\Omega_{\delta}\right) \cap C\left(\bar{\Omega}_{\delta}\right)$ satisfy

$$
\begin{equation*}
-\Delta \bar{u}_{\lambda} \geq b(x) g\left(\bar{u}_{\lambda}\right)+\lambda\left|\nabla \bar{u}_{\lambda}\right|^{q}+\sigma, \quad \bar{u}_{\lambda}>0, \quad x \in \Omega_{\delta},\left.\quad \bar{u}_{\lambda}\right|_{\partial \Omega}=0 \tag{3.8}
\end{equation*}
$$

where $\delta>0$ sufficiently small such that

$$
\bar{u}_{\lambda}(x), \quad u_{\lambda}(x) \in\left(0, s_{0}\right), \quad x \in \Omega_{\delta},
$$

where $s_{0}$ is given as in (G2). Then there exists a positive constant $M_{0}$ such that

$$
\begin{equation*}
u_{\lambda}(x) \leq \bar{u}_{\lambda}(x)+\lambda M_{0} v_{0}(x), \quad x \in \Omega_{\delta} . \tag{3.9}
\end{equation*}
$$

Proof. From $u_{\lambda}(x)=\bar{u}_{\lambda}(x)=v_{0}(x)=0$, for all $x \in \partial \Omega$, and

$$
\begin{equation*}
u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega}), \quad v_{0} \in C^{2}(\Omega) \cap C^{1}(\bar{\Omega}), \quad \bar{u}_{\lambda} \in C^{2}\left(\Omega_{\delta}\right) \cap C\left(\bar{\Omega}_{\delta}\right) \tag{3.10}
\end{equation*}
$$

we can choose a large $M_{0}$ such that

$$
\begin{gather*}
u_{\lambda}(x) \leq \bar{u}_{\lambda}(x)+\lambda M_{0} v_{0}(x), \quad x \in \Gamma_{\delta},  \tag{3.11}\\
M_{0}^{1-q} \geq \lambda^{q} \max _{x \in \bar{\Omega}}\left|\nabla v_{0}(x)\right|^{q} . \tag{3.12}
\end{gather*}
$$

Now we prove (3.9). Assume the contrary, there exists $x_{0} \in \Omega_{\delta}$ such that

$$
u_{\lambda}\left(x_{0}\right)-\left(\bar{u}_{\lambda}\left(x_{0}\right)+\lambda M_{0} v_{0}\left(x_{0}\right)\right)>0 .
$$

It follows that there exists $x_{1} \in \Omega_{\delta}$ such that

$$
0<u_{\lambda}\left(x_{1}\right)-\left(\bar{u}_{\lambda}\left(x_{1}\right)+\lambda M_{0} v_{0}\left(x_{1}\right)\right)=\max _{x \in \bar{\Omega}_{\delta}}\left(u_{\lambda}(x)-\left(\bar{u}_{\lambda}(x)+\lambda M_{0} v_{0}(x)\right)\right) .
$$

Then ([22, Theorem 2.2])

$$
\nabla\left(u_{\lambda}-\left(\bar{u}_{\lambda}+\lambda M_{0} v_{0}\right)\right)\left(x_{1}\right)=0 \quad \text { and } \quad \Delta\left(u_{\lambda}-\left(\bar{u}_{\lambda}+\lambda M_{0} v_{0}\right)\right)\left(x_{1}\right) \leq 0 .
$$

On the other hand, using the basic inequality for $q \in(0,1)$

$$
\left|s_{2}^{q}-s_{1}^{q}\right| \leq\left|s_{2}-s_{1}\right|^{q}, \quad \forall s_{2}, s_{1} \geq 0
$$

it follows by (B1), (G1) and (G2) that

$$
\begin{aligned}
& \Delta\left(u_{\lambda}-\left(\bar{u}_{\lambda}+\lambda M_{0} v_{0}\right)\right)\left(x_{1}\right) \\
& =-\Delta \bar{u}_{\lambda}\left(x_{1}\right)+\lambda M_{0}+\Delta u_{\lambda}\left(x_{1}\right) \\
& \geq b\left(x_{1}\right)\left(g\left(\bar{u}_{\lambda}\left(x_{1}\right)\right)-g\left(u_{\lambda}\left(x_{1}\right)\right)\right)+\lambda\left(M_{0}+\left|\nabla \bar{u}_{\lambda}\left(x_{1}\right)\right|^{q}-\left|\nabla u_{\lambda}\left(x_{1}\right)\right|^{q}\right) \\
& >\lambda\left(M_{0}-\lambda^{q} M_{0}^{q}\left|\nabla v_{0}\left(x_{1}\right)\right|^{q}\right)>0,
\end{aligned}
$$

which is a contradiction. Hence 3.9 holds.
For $q \in[1,2]$ and an arbitrary positive constant $C$, by using the following inequality [47, (3.10)]

$$
s^{q} \leq \frac{s^{2}}{C^{1-q / 2}}+C^{q / 2}, \quad \forall s \geq 0
$$

we see that

$$
\begin{equation*}
-\Delta u_{\lambda} \leq b(x) g\left(u_{\lambda}\right)+\lambda C^{q / 2-1}\left|\nabla u_{\lambda}\right|^{2}+\lambda C^{q / 2}+\sigma, u_{\lambda}>0, x \in \Omega,\left.u_{\lambda}\right|_{\partial \Omega}=0 \tag{3.13}
\end{equation*}
$$

We can choose $C$ such that the problem

$$
\begin{gather*}
-\Delta \bar{u}_{\lambda}=b(x) g\left(\bar{u}_{\lambda}\right)+\lambda C^{q / 2-1}\left|\nabla \bar{u}_{\lambda}\right|^{2}+\lambda C^{q / 2}+\sigma, \bar{u}_{\lambda}>0, x \in \Omega  \tag{3.14}\\
\left.\bar{u}_{\lambda}\right|_{\partial \Omega}=0
\end{gather*}
$$

has one classical solution $\bar{u}_{\lambda}$ (48, Theorem 4.1]).
For a fixed $\lambda$, let $u_{\lambda}$ and $\bar{u}_{\lambda}$ be arbitrary solutions to (3.13) and 3.14), we see that the nonlinear changes of variable

$$
w_{\lambda}=\exp \left(\eta u_{\lambda}\right)-1 \text { and } \bar{w}_{\lambda}=\exp \left(\eta \bar{u}_{\lambda}\right)-1
$$

transform problems 3.13 and 3.14 into the equivalent problems

$$
\begin{equation*}
-\Delta w_{\lambda} \leq b(x) \tilde{g}\left(w_{\lambda}\right)+\eta f\left(w_{\lambda}\right), w_{\lambda}>0, \quad x \in \Omega,\left.\quad w_{\lambda}\right|_{\partial \Omega}=0 \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
-\Delta \bar{w}_{\lambda}=b(x) \tilde{g}\left(\bar{w}_{\lambda}\right)+\eta f\left(\bar{w}_{\lambda}\right), \quad \bar{w}_{\lambda}>0, \quad x \in \Omega,\left.\quad \bar{w}_{\lambda}\right|_{\partial \Omega}=0 \tag{3.16}
\end{equation*}
$$

respectively. Where

$$
\begin{gather*}
\tilde{g}(s)=\eta(1+s) g\left(\eta^{-1} \ln (1+s)\right), \quad \eta=\lambda C^{q / 2-1}  \tag{3.17}\\
f(s)=(\eta C+\sigma)(1+s) \tag{3.18}
\end{gather*}
$$

Lemma 3.3. For fixed $\lambda>0$. Let $g$ satisfy (G1)-(G3). Then
(i) $\tilde{g} \in C^{1}((0, \infty),(0, \infty))$ and $\lim _{s \rightarrow 0} \tilde{g}(s)=\infty$;
(ii) when one of the following conditions holds
(S01) $C_{g}>0$;
$(\mathrm{S} 02) C_{g}=0$ and $\lambda \lim \sup _{s \rightarrow 0^{+}} \frac{g(s)}{\left|g^{\prime}(s)\right|}<1$,
there exists $s_{1}>0$ such that $\tilde{g}^{\prime}(s)<0, \forall s \in\left(0, s_{1}\right)$;
(iii)

$$
\lim _{s \rightarrow 0^{+}} \tilde{g}^{\prime}(s) \int_{0}^{s} \frac{d \tau}{\tilde{g}(\tau)}=-C_{g}
$$

Proof. By (G1), (i) is obvious. (ii) follows by [50, Lemma 3.1]. (iii) Since $g$ satisfies (G1) and is decreasing on $\left(0, s_{0}\right)$, we see that

$$
0<\int_{0}^{s} \frac{d \tau}{g(\tau)}<\frac{s}{g(s)}, \quad \forall s \in\left(0, s_{0}\right)
$$

i.e.,

$$
\begin{gather*}
0<g(s) \int_{0}^{s} \frac{d \tau}{g(\tau)}<s, \quad \forall s \in\left(0, s_{0}\right)  \tag{3.19}\\
\lim _{s \rightarrow 0^{+}} g(s) \int_{0}^{s} \frac{d \tau}{g(\tau)}=0 \tag{3.20}
\end{gather*}
$$

Let $v=\eta^{-1} \ln (1+\tau)$ and $\varsigma=\eta^{-1} \ln (1+s)$. It follows by 3.20 and (G3) that

$$
\begin{aligned}
& \lim _{s \rightarrow 0^{+}} \tilde{g}^{\prime}(s) \int_{0}^{s} \frac{d \tau}{\tilde{g}(\tau)} \\
& =\lim _{s \rightarrow 0^{+}}\left(g^{\prime}\left(\eta^{-1} \ln (1+s)\right)+\eta g\left(\eta^{-1} \ln (1+s)\right)\right) \int_{0}^{s} \frac{d \tau}{\eta(1+\tau) g\left(\eta^{-1} \ln (1+\tau)\right)} \\
& =\lim _{\varsigma \rightarrow 0^{+}}\left(g^{\prime}(\varsigma) \int_{0}^{\varsigma} \frac{d v}{g(v)}+\eta g(\varsigma) \int_{0}^{\varsigma} \frac{d v}{g(v)}\right)=-C_{g} .
\end{aligned}
$$

Thus we have the following comparison principle.
Lemma 3.4 ([50, Lemma 3.1]). For fixed $\lambda>0$, let $f \in C([0, \infty),[0, \infty)$ ), $g$ satisfy (G1), (G2), b satisfy (B1). Then there exists a positive constant $M_{0}$ such that

$$
\begin{equation*}
w_{\lambda}(x) \leq \bar{w}_{\lambda}(x)+M_{0}(\eta C+\sigma) v_{0}(x), \quad x \in \Omega_{\delta} \tag{3.21}
\end{equation*}
$$

where $\delta>0$ sufficiently small such that

$$
w_{\lambda}(x), \bar{w}_{\lambda}(x) \in\left(0, s_{1}\right), \quad x \in \Omega_{\delta}
$$

where $s_{1}$ is as in Lemma 3.3.

## 4. Boundary behavior

In this section we prove Theorems 1.1 1.3. First we have the statement in 30, Theorem 1.1] with $a \equiv 1$ in $\Omega$.

Lemma 4.1. For a fixed $\lambda>0$, let $f \in C([0, \infty),[0, \infty))$, $g$ satisfy (G1)-(G3), and let $b$ satisfy (B1), (B2). If

$$
\begin{equation*}
C_{\theta}+2 C_{g}>2 \tag{4.1}
\end{equation*}
$$

then for any classical solution $V_{\lambda}$ to the problem

$$
\begin{equation*}
-\Delta V=b(x) g(V)+\lambda a(x) f(V), \quad V>0, \quad x \in \Omega,\left.\quad V\right|_{\partial \Omega}=0 \tag{4.2}
\end{equation*}
$$

it holds that

$$
\begin{equation*}
\xi_{1}^{1-C_{g}} \leq \lim _{d(x) \rightarrow 0} \inf \frac{V_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \lim _{d(x) \rightarrow 0} \sup \frac{V_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \xi_{2}^{1-C_{g}} \tag{4.3}
\end{equation*}
$$

where $\psi$ is the solution to $\sqrt[1.2]{ }, \xi_{1}$ and $\xi_{2}$ are given as in 1.8. In particular, (i) and (ii) in Theorem 1.1 hold.

Next we have the statement in [51, Theorems 1.2] with $a \equiv 1$ in $\Omega$.
Lemma 4.2. For a fixed $\lambda>0$, let $f \in C([0, \infty),[0, \infty))$, $g$ satisfy (G1)-(G3), and let b satisfy (B1). If b satisfies (B3), then any classical solution $V_{\lambda}$ to 4.2 satisfies (1.10).

Next we have the statement in [51, Theorems 1.3] with $a \equiv b$ in $\Omega$.
Lemma 4.3. For a fixed $\lambda>0$, let $f \in C([0, \infty),[0, \infty))$, $g$ satisfy (G1) and $g(s)=s^{-\gamma}+\mu s^{p}, s \in\left(0, s_{0}\right)$ for some $s_{0}>0$ and $\gamma, p, \mu>0$, and let $b$ satisfy (B1). If b satisfies (B4), then any classical solution $V_{\lambda}$ to 4.2 satisfies 1.12.

Remark 4.4. Obviously, when $f \equiv 0$ on $[0, \infty)$, a solution $V_{\lambda}$ to 4.2 is a solution to (3.4).

Proof of Theorem 1.1. Let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to (1.1). Using (3.3), Lemmas 3.1, 3.3, 3.4, 4.1 and 2.14 (iv), we obtain that for $q \in(0,2]$,

$$
\begin{equation*}
\xi_{1}^{1-C_{g}} \leq \lim _{d(x) \rightarrow 0} \inf \frac{u_{0}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \lim _{d(x) \rightarrow 0} \inf \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \tag{4.4}
\end{equation*}
$$

and for $q \in[1,2]$,

$$
\begin{equation*}
\lim _{d(x) \rightarrow 0} \sup \frac{w_{\lambda}(x)}{\psi_{1}\left(\Theta^{2}(d(x))\right)} \leq \lim _{d(x) \rightarrow 0} \sup \frac{\bar{w}_{\lambda}(x)}{\psi_{1}\left(\Theta^{2}(d(x))\right)} \leq \xi_{2}^{1-C_{g}} \tag{4.5}
\end{equation*}
$$

where $w_{\lambda}(x)=\exp \left(\eta u_{\lambda}(x)\right)-1, \bar{w}_{\lambda}(x)=\exp \left(\eta \bar{u}_{\lambda}(x)\right)-1, \eta=\lambda C^{q / 2-1}, \psi_{1}$ is the solution to the problem

$$
\begin{equation*}
\int_{0}^{\psi_{1}(t)} \frac{d s}{\tilde{g}(s)}=t, \quad \forall t>0 \tag{4.6}
\end{equation*}
$$

and $\tilde{g}$ is given in (3.17).
From

$$
\begin{gathered}
\psi(t)=\eta^{-1} \ln \left(1+\psi_{1}(t)\right), \quad \forall t>0 \\
\quad \exp (\eta s)-1 \cong \eta s \quad \text { as } s \rightarrow 0
\end{gathered}
$$

it follows that $q \in[1,2]$,

$$
\begin{equation*}
\lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \xi_{2}^{1-C_{g}} \tag{4.7}
\end{equation*}
$$

Thus (1.7) holds for $q \in[1,2]$.
Next we structure an appropriate supersolution near the boundary to (1.1) in the case $q \in(0,1)$. Let $\varepsilon \in\left(0, b_{1} / 4\right)$ and let

$$
\tau_{1}=\xi_{2}+2 \varepsilon \xi_{2} / b_{2}
$$

where $\xi_{2}$ is given in (1.8). It follows that $\xi_{2}<\tau_{1}<2 \xi_{2}, \lim _{\varepsilon \rightarrow 0} \tau_{1}=\xi_{2}$, and

$$
\begin{equation*}
-4 \tau_{1} C_{g}+2 \tau_{1}\left(2-C_{\theta}\right)+b_{2}=-2 \varepsilon \tag{4.8}
\end{equation*}
$$

By (B2), 3.1, Lemmas 2.12, 2.14 and 2.15, we see that

$$
\begin{gathered}
\lim _{d(x) \rightarrow 0} \tau_{1} \Theta^{2}(d(x)) g^{\prime}\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)=-C_{g} \\
\lim _{d(x) \rightarrow 0}\left(\frac{\theta^{\prime}(d(x)) \Theta(d(x))}{\theta^{2}(d(x))}+1+\frac{\Theta(d(x))}{\theta(d(x))} \Delta d(x)\right)=2-C_{\theta} \\
\lim _{d(x) \rightarrow 0}\left(\lambda \tau_{1}^{q} 2^{q} \frac{(\Theta(d(x)))^{q}}{(\theta(d(x)))^{2-q}\left(g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)\right)^{1-q}}\right. \\
\left.+\frac{\sigma}{\theta^{2}(d(x)) g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)}\right)=0 \\
\limsup _{d(x) \rightarrow 0} \frac{b(x)}{\theta^{2}(d(x))} \leq b_{2}
\end{gathered}
$$

Thus, corresponding to $\varepsilon, s_{0}$ and $\delta$, where $s_{0}$ is given in (G2) and $\delta$ in Lemma 3.1, respectively, there is $\delta_{\varepsilon} \in(0, \delta)$ sufficiently small such that for $x \in \Omega_{\delta_{\varepsilon}}$,

$$
\bar{u}_{\varepsilon}=\psi\left(\tau_{1} \Theta^{2}(d(x))\right)
$$

satisfies

$$
\begin{equation*}
\bar{u}_{\varepsilon}(x) \in\left(0, s_{0}\right), \quad x \in \Omega_{\delta_{\varepsilon}} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{aligned}
& \Delta \bar{u}_{\varepsilon}(x)+b(x) g\left(\bar{u}_{\varepsilon}(x)\right)+\lambda\left|\bar{u}_{\varepsilon}(x)\right|^{q}+\sigma \\
& =\psi^{\prime \prime}\left(\tau_{1} \Theta^{2}(d(x))\right)\left(2 \tau_{1} \Theta(d(x)) \theta(d(x))\right)^{2}+2 \tau_{1} \psi^{\prime}\left(\tau_{1} \Theta^{2}(d(x))\right) \\
& \quad \times\left(\theta^{2}(d(x))+\Theta(d(x)) \theta^{\prime}(d(x))+\Theta(d(x)) \theta(d(x)) \Delta d(x)\right) \\
& \quad+b(x) g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)+\lambda\left(2 \tau_{1}\right)^{q}(\theta(d(x)) \Theta(d(x)))^{q}\left(g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)\right)^{q}+\sigma \\
& =g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right) \theta^{2}(d(x))\left(4 \tau_{1} \tau_{1} \Theta^{2}(d(x)) g^{\prime}\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& +2 \tau_{1}\left(\frac{\theta^{\prime}(d(x)) \Theta(d(x))}{\theta^{2}(d(x))}+1+\frac{\Theta(d(x))}{\theta(d(x))} \Delta d(x)\right)+\frac{b(x)}{\theta^{2}(d(x))} \\
& \left.+\lambda \tau_{1}^{q} 2^{q} \frac{(\Theta(d(x)))^{q}}{(\theta(d(x)))^{2-q}\left(g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)\right)^{1-q}}+\frac{\sigma}{\theta^{2}(d(x)) g\left(\psi\left(\tau_{1} \Theta^{2}(d(x))\right)\right)}\right) \\
& \leq 0
\end{aligned}
$$

i.e., $\bar{u}_{\varepsilon}$ is a supersolution of equation (1.1) in $\Omega_{\delta_{\varepsilon}}$.

Let $u_{\lambda} \in C(\bar{\Omega}) \cap C^{2+\alpha}(\Omega)$ be an arbitrary classical solution to 1.1. By Lemma 3.2, we see that there exists $M_{0}>0$ such that for $x \in \Omega_{\delta_{\varepsilon}}$,

$$
u_{\lambda}(x) \leq \bar{u}_{\varepsilon}(x)+\lambda M_{0} v_{0}(x)
$$

i.e.,

$$
\frac{u_{\lambda}(x)}{\psi\left(\tau_{1} \Theta^{2}(d(x))\right)} \leq 1+\lambda M_{0} \frac{v_{0}(x)}{\psi\left(\tau_{1} \Theta^{2}(d(x))\right)}, \quad x \in \Omega_{\delta_{\varepsilon}}
$$

It follows by (3.3) and Lemma 2.14 (iv) that

$$
\lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{\psi\left(\tau_{2} \Theta^{2}(d(x))\right)} \leq 1
$$

Using Lemma 2.14 again, we have

$$
\lim _{d(x) \rightarrow 0} \frac{\psi\left(\tau_{1} \Theta^{2}(d(x))\right)}{\psi\left(\Theta^{2}(d(x))\right)}=\tau_{1}{ }^{1-C_{g}}
$$

Moreover, since $C_{\theta}>0$, by 2.9) and Lemma 2.14, we obtain that

$$
\lim _{d(x) \rightarrow 0} \frac{\psi\left(\Theta^{2}(d(x))\right)}{\psi\left(d^{2}(x) \theta^{2}(d(x))\right)}=C_{\theta}^{2\left(1-C_{g}\right)}
$$

Thus letting $\varepsilon \rightarrow 0$, we have

$$
\begin{equation*}
\lim _{d(x) \rightarrow 0} \sup \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)} \leq \xi_{2}^{1-C_{g}} \tag{4.10}
\end{equation*}
$$

Combining 4.10 with 4.4, we obtain 1.7. In particular, when $C_{g}=1, u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(\Theta^{2}(d(x))\right)}=1
$$

and, when $C_{g}<1$ and $b_{1}=b_{2}=b_{0}$ in (b1), $u_{\lambda}$ satisfies

$$
\lim _{d(x) \rightarrow 0} \frac{u_{\lambda}(x)}{\psi\left(d^{2}(x) \theta^{2}(d(x))\right)}=\left(\xi_{01} C_{\theta}^{2}\right)^{1-C_{g}} .
$$

This completes the proof of Theorem 1.1.
Proof of Theorem 1.2. Let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to (1.1). For $q \in[1,2]$, in a similar way as that of Theorem 1.1, by using (3.1), (3.3), Lemmas $3.1,3.3,3.4,4.2$ and 2.14 (v), we can show that Theorem 1.2 holds.

Next we construct an appropriate supersolution near the boundary to (1.1) in the case of $q \in(0,1)$. Let $\varepsilon \in\left(0, b_{1} / 4\right)$ and let $\tau_{2}=b_{2}+2 \varepsilon$. It follows that

$$
b_{1} / 2<\tau_{2}<2 b_{2}
$$

By (B3), (G1), 3.1, (3.3), Propositions 2.6 (iii) and 2.11, and Lemma 2.14, we derive that

$$
\sigma \lim _{d(x) \rightarrow 0} \frac{d^{2}(x)}{\hat{L}(d(x)) g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)}=0
$$

$$
\begin{gathered}
\lambda \tau_{2}^{q} \lim _{d(x) \rightarrow 0}\left((d(x))^{2-q}(\hat{L}(d(x)))^{q-1}\left(g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)\right)^{1-q}\right)=0 \\
\lim _{d(x) \rightarrow 0} \tau_{2} h_{1}(d(x)) g^{\prime}\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)=-C_{g} \\
\lim _{d(x) \rightarrow 0} \frac{\hat{L}(d(x))}{h_{1}(d(x))}=0, \quad \limsup _{d(x) \rightarrow 0} \frac{b(x)}{d^{-2}(x) \hat{L}(d(x))} \leq b_{2} \\
\lim _{d(x) \rightarrow 0} \tau_{2}\left(1-\frac{d(x) \hat{L}^{\prime}(d(x))}{\hat{L}(d(x))}\right)=\tau_{2}, \quad \lim _{d(x) \rightarrow 0} \tau_{2} d(x) \Delta d(x)=0
\end{gathered}
$$

Thus, corresponding to $\varepsilon, s_{0}$ and $\delta$, where $s_{0}$ is given as in (G2) and $\delta$ in Lemma 3.1. respectively, there is $\delta_{\varepsilon} \in(0, \delta)$ sufficiently small such that for $x \in \Omega_{\delta_{\varepsilon}}$

$$
\bar{u}_{\varepsilon}=\psi\left(\tau_{2} h_{1}(d(x))\right)
$$

satisfies (4.9) and

$$
\begin{aligned}
& \Delta \bar{u}_{\varepsilon}(x)+b(x) g\left(\bar{u}_{\varepsilon}(x)\right)+\lambda\left|\bar{u}_{\varepsilon}(x)\right|^{q}+\sigma \\
&= \psi^{\prime \prime}\left(\tau_{2} h_{1}(d(x))\right) \tau_{2}^{2} h_{1}^{2}(d(x))+\psi^{\prime}\left(\tau_{2} h_{1}(d(x))\right)\left(\tau_{2} h_{1}^{\prime \prime}(d(x))+\tau_{2}^{2} h_{1}^{\prime}(d(x)) \Delta d(x)\right) \\
&+b(x) g\left(\psi\left(\tau_{2} h(d(x))\right)\right)+\lambda \tau^{q}\left(\frac{\hat{L}(d(x))}{d(x)}\right)^{q}\left(g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)\right)^{q}+\sigma \\
&=(d(x))^{-2} \hat{L}(d(x)) g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right) \\
& \times\left(\tau_{2}\left(\tau_{2} h_{1}(d(x)) g^{\prime}\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)\right) \frac{\hat{L}(d(x))}{h_{1}(d(x))}-\tau_{2}\left(1-\frac{d(x) \hat{L}^{\prime}(d(x))}{\hat{L}(d(x))}\right)\right. \\
&+\tau_{2} d(x) \Delta d(x)+\frac{b(x)}{d^{-2}(x) \hat{L}(d(x))}+\sigma \frac{d^{2}(x)}{\hat{L}(d(x))} \frac{1}{g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)} \\
& \quad+\lambda \tau_{2}^{q}(d(x))^{2-q}(\hat{L}(d(x)))^{q-1} \frac{1}{\left.\left(g\left(\psi\left(\tau_{2} h_{1}(d(x))\right)\right)\right)^{1-q}\right)} \\
& \leq 0
\end{aligned}
$$

i.e., $\bar{u}_{\varepsilon}$ is a supersolution to equation (1.1) in $\Omega_{\delta_{\varepsilon}}$.

The rest of the proof is the same as that Theorem 1.1 and is omitted.
Proof of Theorem 1.3. Let $u_{\lambda} \in C^{2}(\Omega) \cap C(\bar{\Omega})$ be an arbitrary solution to (1.1).
For $q \in[1,2]$, in a similar way as that of Theorem 1.1, by using (3.1), (3.3), Lemmas 3.1, 3.3, 3.4 and 4.3, we can show that Theorem 1.3 holds.

Next we construct an appropriate supersolution near the boundary to (1.1) in the case of $q \in(0,1)$. Let $\varepsilon \in(0,1)$. Let $\tau_{3}$ be the unique positive solution to the problem

$$
b_{2} t^{-\gamma}-\frac{t}{1+\gamma}=-2 \varepsilon
$$

it follows by the properties of the function $b_{i} t^{-\gamma}-\frac{t}{1+\gamma}(i=1,2)$ that

$$
\left(b_{1}(1+\gamma)\right)^{1 /(1+\gamma)}<\tau_{3}<\zeta_{0}, \quad \lim _{\varepsilon \rightarrow 0} \tau_{3}=\left(b_{2}(1+\gamma)\right)^{1 /(1+\gamma)}
$$

where $\zeta_{0}$ is the unique positive solution to the problem

$$
b_{2} t^{-\gamma}-\frac{t}{1+\gamma}=-2
$$

Since $\hat{L}$ and $\int_{t}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau$ are slowly varying at zero, we see that by 3.3), (B4), Propositions 2.6 and 2.11 that

$$
\begin{gathered}
\lim _{d(x) \rightarrow 0} \frac{d(x)}{\hat{L}(d(x))}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau-\frac{1}{1+\gamma} \hat{L}(d(x))\right) \Delta d(x)=0 \\
\lim _{d(x) \rightarrow 0} \frac{\gamma}{(1+\gamma)^{2}} \frac{\hat{L}(d(x))}{\int_{d(x)}^{\eta} \hat{L}(\tau)} \frac{\tau}{\tau} d \tau \\
\lim _{d(x) \rightarrow 0} \sup \frac{b(x)}{\lim _{d(x) \rightarrow 0} \frac{1}{1+\gamma} \frac{d(x) \hat{L}^{\prime}(d(x))}{\hat{L}(d(x))}=0}=0
\end{gathered}
$$

and, using (G1) and (B4), there holds

$$
\begin{gathered}
\sigma \tau_{3}^{-1} \lim _{d(x) \rightarrow 0} \frac{d(x)}{\hat{L}(d(x))}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{1 /(1+\gamma)}=0 ; \\
\mu \tau_{3}^{p-1} \lim _{d(x) \rightarrow 0}(d(x))^{\gamma+p}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{(\gamma+p) /(1+\gamma)}=0 ; \\
\lambda \tau_{3}^{q-1} \lim _{d(x) \rightarrow 0}\left(d(x)\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{(q+\gamma) /(1+\gamma)}\right. \\
\left.\times\left|1-\frac{1}{1+\gamma} \hat{L}(d(x))\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{-1}\right|^{q}\right)=0 .
\end{gathered}
$$

Thus, corresponding to $\varepsilon, s_{0}$ and $\delta$, where $s_{0}$ is given as in (G2) and $\delta$ in Lemma 3.1. respectively, there is $\delta_{\varepsilon} \in(0, \delta)$ sufficiently small such that for $x \in \Omega_{\delta_{\varepsilon}}$

$$
\bar{u}_{\varepsilon}=\tau_{3} d(x)\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{1 /(1+\gamma)}
$$

satisfies 4.2) and

$$
\begin{aligned}
\Delta & \bar{u}_{\varepsilon}(x)+b(x)\left(\left(\bar{u}_{\varepsilon}(x)\right)^{-\gamma}+\mu\left(\bar{u}_{\varepsilon}(x)\right)^{p}\right)+\lambda\left|\bar{u}_{\varepsilon}(x)\right|^{q}+\sigma \\
= & \tau_{3} \frac{\hat{L}(d(x))}{d(x)}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{-\gamma /(1+\gamma)}\left(-\frac{1}{1+\gamma}-\frac{\gamma}{(1+\gamma)^{2}} \frac{\hat{L}(d(x))}{\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau}\right. \\
& -\frac{1}{1+\gamma} \frac{d(x) \hat{L}^{\prime}(d(x))}{\hat{L}(d(x))}+\frac{d(x)}{\hat{L}(d(x))}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau-\frac{1}{1+\gamma} \hat{L}(d(x))\right) \Delta d(x) \\
& +\frac{b(x)}{(d(x))^{\gamma-1} \hat{L}(d(x))}\left(\tau_{3}^{-\gamma-1}+\mu \tau_{3}^{p-1}(d(x))^{\gamma+p}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{(\gamma+p) /(1+\gamma)}\right) \\
& +\sigma \tau_{3}^{-1} \frac{d(x)}{\hat{L}(d(x))}\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{\gamma /(1+\gamma)} \\
& \left.+\lambda \tau_{3}^{q-1} d(x)\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{(q+\gamma) /(1+\gamma)}\left|1-\frac{1}{1+\gamma} \hat{L}(d(x))\left(\int_{d(x)}^{\eta} \frac{\hat{L}(\tau)}{\tau} d \tau\right)^{-1}\right|^{q}\right) \\
\leq & 0
\end{aligned}
$$

i.e., $\bar{u}_{\varepsilon}$ is a supersolution of (1.1) in $\Omega_{\delta_{\varepsilon}}$. The conclusion follows as in the proof of Theorem 1.1 .
4.1. Acknowledgments. This work is supported in part by NNSF of China under grant 11301301.

## References

[1] D. Arcoya, L. Moreno-Merida; Multiplicity of solutions for a Dirichlet problem with a strongly singular nonlinearity, Nonlinear Anal. 95 (2014) 281-291.
[2] S. Ben Othman, H. Mâagli, S. Masmoudi, M. Zribi; Exact asymptotic behaviour near the boundary to the solution for singular nonlinear Dirichlet problems, Nonlinear Anal. 71 (2009) 4137-4150.
[3] S. Ben Othman, B. Khamessi; Asymptotic behavior of positive solutions of a nonlinear Dirichlet problem, J. Math. Anal. Appl. 409 (2014) 925-933.
[4] S. Berhanu, F. Gladiali, G. Porru; Qualitative properties of solutions to elliptic singular problems, J. Inequal. Appl. 3 (1999) 313-330.
[5] N. H. Bingham, C. M. Goldie, J. L. Teugels; Regular variation, Encyclopediaof Mathematics and its Applications 27, Cambridge University Press, 1987.
[6] R. Chemmam, H. Mâagli, S. Masmoudi, M. Zribi; Combined effects in nonlinear singular elliptic problems in a bounded domain, Adv. Nonlinear Anal. 1 (2012) 301-318.
[7] F. Cîrstea, V. D. Rǎdulescu; Uniqueness of the blow-up boundary solution of logistic equations with absorbtion, C. R. Acad. Sci. Paris, Sér. I 335 (2002) 447-452.
[8] M. M. Coclite, G. Palmieri; On a singular nonlinear Dirichlet problem, Comm. Partial Differential Equations 14 (1989) 1315-1327.
[9] M. G. Crandall, P. H. Rabinowitz, L. Tartar; On a Dirichlet problem with a singular nonlinearity, Comm. Partial Diff. Equations 2 (1977) 193-222.
[10] F. Cuccu, E. Giarrusso, G. Porru; Boundary behaviour for solutions of elliptic singular equations with a gradient term, Nonlinear Anal. 69 (2008) 4550-4566.
[11] S. Cui; Existence and nonexistence of positive solutions for singular semilinear elliptic boundary value problems, Nonlinear Anal. 41 (2000) 149-176.
[12] M. del Pino; A global estimate for the gradient in a singular elliptic boundary value problem, Proc. Roy. Soc. Edinburgh Sect. 122 A (1992) 341-352.
[13] L. Dupaigne, M. Ghergu, V. D. Rǎdulescu; Lane-Emden-Fowler equations with convection and singular potential, J. Math. Pures Appl. 87 (2007) 563-581.
[14] M. Ghergu, V. D. Rǎdulescu; Bifurcation for a class of singular elliptic problems with quadratic convection term, C. R. Acad. Sci. Paris, Ser. I 338 (2004) 831-836.
[15] M. Ghergu, V. D. Rǎdulescu; Multiparameter bifurcation and asymptotics for the singular Lane-Emden-Fowler equation with a convection term, Proc. Roy. Soc. Edinburgh 135 A (2005) 61-84.
[16] M. Ghergu, V. D. Rǎdulescu; Bifurcation and asymptotics for the Lane-Emden-Fowler equation, C. R. Acad. Sci. Paris, Ser. I 337 (2003) 259-264.
[17] M. Ghergu, V. D. Rǎdulescu; Singular Elliptic Problems: Bifurcation and Asymptotic Analysis, Oxford University Press, 2008.
[18] M. Ghergu; Singular Semilinear Elliptic Equations with Subquadratic Gradient Terms, M. Reissig, M. Ruzhansky (eds.), Progress in Partial Differential Equations, Springer Proceedings in Mathematics and Statistics 44 (2013) 75-91.
[19] E. Giarrusso, G. Porru; Boundary behaviour of solutions to nonlinear elliptic singular problems, Appl. Math. in the Golden Age, edited by J. C. Misra, Narosa Publishing House, New Dalhi, India, 2003, 163-178.
[20] E. Giarrusso, G. Porru; Problems for elliptic singular equations with a gradient term, Nonlinear Anal. 65 (2006) 107-128.
[21] W. Fulks, J. S. Maybee; A singular nonlinear elliptic equation, Osaka J. Math. 12 (1960) 1-19.
[22] D. Gilbarg, N. S. Trudinger; Elliptic Partial Differential Equations of Second Order, 3nd edition, Springer - Verlag, Berlin, 1998.
[23] S. N. Gomes; On a singular nonlinear elliptic problem, SIAM J. Math. Anal. 17 (1986) 1359-1369.
[24] J. V. Goncalves, C. A. Santos; Singular elliptic problems: Existence, non-existence and boundary behavior, Nonlinear Anal. 66 (2007) 2078-2090.
[25] S. Gontara, H. Mâagli, S. Masmoudi, S. Turki; Asymptotic behavior of positive solutions of a singular nonlinear Dirichlet problem, J. Math. Anal. Appl. 369 (2010) 719-729.
[26] C. Gui, F. H. Lin; Regularity of an elliptic problem with a singular nonlinearity, Proc. Roy. Soc. Edinburgh 123 A (1993) 1021-1029.
[27] J. Hernandez, F. J. Mancebo; Singular elliptic and parabolic equations, in Handbook of Differential Equations, Stationary PDE, vol. 3, Chipot- Quittner Eds, Elsevier, 2006, 317-400.
[28] N. Hoang Loc, K. Schmitt; Applications of sub-supersolution theorems to singular nonlinear elliptic problems, Adv. Nonlinear Studies 11 (2011) 493-524.
[29] A. V. Lair, A. W. Shaker, Classical and weak solutions of a singular elliptic problem, J. Math. Anal Appl. 211 (1997) 371-385.
[30] B. Li, Z. Zhang; The exact boundary behavior of solutions to a singular nonlinear Dirichlet problem, Electronic J. Differential Equations 2014 (2014), No. 183, 1-12.
[31] A. C. Lazer, P. J. McKenna; On a singular elliptic boundary value problem, Proc. Amer. Math. Soc. 111 (1991) 721-730.
[32] V. Maric; Regular Variation and Differential Equations, Lecture Notes in Math., vol. 1726, Springer-Verlag, Berlin, 2000.
[33] P. J. McKenna, W. Reichel; Sign changing solutions to singular second order boundary value problem, Adv. Differential Equations 6 (2001) 441-460.
[34] A. Mohammed; Boundary asymptotic and uniqueness of solutions to the p-Laplacian with infinite boundary value, J. Math. Anal. Appl. 325 (2007) 480-489.
[35] A. Mohammed; Positive solutions of the p-Laplace equation with singular nonlinearity, J. Math. Anal. Appl. 352 (2009) 234-245.
[36] A. Nachman, A. Callegari; A nonlinear singular boundary value problem in the theory of pseudoplastic fluids, SIAM J. Appl. Math. 38 (1980) 275-281.
[37] G. Porru, A. Vitolo; Problems for elliptic singular equations with a quadratic gradient term, J. Math. Anal. Appl. 334 (2007) 467-486.
[38] V. D. Rǎdulescu; Singular phenomena in nonlinear elliptic problems. From blow-up boundary solutions to equations with singular nonlinearities, in Handbook of Differential Equations: Stationary Partial Differential Equations, Vol. 4 (Michel Chipot, Editor), North-Holland Elsevier Science, Amsterdam, 2007, 483-591.
[39] C. A. Santos; On ground state solutions for singular and semi-linear problems including super-linear terms at infinity, Nonlinear Anal. 71 (2009) 6038-6043.
[40] J. Shi, M. Yao; On a singular semiinear elliptic problem, Proc. Roy. Soc. Edinburgh 128 A (1998) 1389-1401.
[41] C. A. Stuart; Existence and approximation of solutions of nonlinear elliptic equations, Math. Z. 147 (1976) 53-63.
[42] Y. Sun, D. Zhang; The role of the power 3 for elliptic equations with negative exponents, Calculus of Variations and Partial Differential Equations 49 (2014) 909-922.
[43] Y. Sun, S. Wu, Y. Long; Combined effects of singular and super- linear nonlinearities in some singular boundary value problems, J. Diff. Equations 176 (2001) 511-531.
[44] X. Wang, P. Zhao, L. Zhang; The existence and multiplicity of classical positive solutions for a singular nonlinear elliptic problem with any growth exponents, Nonlinear Anal. 101 (2014) 37-46.
[45] H. Yang; Multiplicity and asymptotic behavior of positive solutions for a singular semilinear elliptic problem, J. Diff. Equations 189 (2003) 487-512.
[46] N. Zeddini, R. Alsaedi, H. Mâagli; Exact boundary behavior of the unique positive solution to some singular elliptic problems, Nonlinear Anal. 89 (2013) 146-156.
[47] Z. Zhang, J. Yu; On a singular nonlinear Dirichlet problem with a convection term, SIAM J. Math. Anal. 32 (4) (2000) 916-927.
[48] Z. Zhang; The existence and asymptotical behaviour of the unique solution near the boundary to a singular Dirichlet problem with a convection term, Proc. Roy. Soc. Edinburgh 136 A (2006) 209-222.
[49] Z. Zhang; Asymptotic behavior of the unique solution to a singular elliptic problem with nonlinear convection term and singular weight, Adv. Nonlinear studies 8 (2008) 391-400.
[50] Z. Zhang, B. Li, X. Li; The exact boundary behavior of the unique solution to a singular Dirichlet problem with a nonlinear convection term, Nonlinear Anal. 108 (2014) 14-28.
[51] Z. Zhang, B. Li, X. Li; The exact boundary behavior of solutions to singular nonlinear Lane-Emden-Fowler type boundary value problems, Nonlinear Anal. Real World Applications 21 (2015) 34-52.

Bo Li
School of mathematics and statistics, Lanzhou University, Lanzhou 730000, Gansu, China.
School of Mathematics and Information Science, Yantai University, Yantai 264005, Shandong, China

E-mail address: libo_yt@163.com
Zhisun Zhang
School of Mathematics and Information Science, Yantai University, Yantai 264005, Shandong, China

E-mail address: chinazjzhang2002@163.com, zhangzj@ytu.edu.cn


[^0]:    2000 Mathematics Subject Classification. 35J65, 35B05, 35J25, 60 J50.
    Key words and phrases. Semilinear elliptic equation; singular Dirichlet problem;
    nonlinear convection term; classical solution; boundary behavior.
    (C) 2015 Texas State University - San Marcos.

    Submitted December 3, 2014. Published January 20, 2015.

