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#### Abstract

Real interpolation spaces are used for solving some identification linear evolution problems in Banach spaces, under space regularity assumptions.


## 1. Introduction

This note starts with the following direct problem in a Banach space $X$,

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t) \ni f(t), \quad 0 \leq t \leq T,  \tag{1.1}\\
y(0)=y_{0} .
\end{gather*}
$$

Here $A$ is a possibly multivalued linear operator such that

$$
\begin{equation*}
\rho(A) \supset \Sigma_{\alpha}=\left\{\lambda \in \mathbb{C} ; \operatorname{Re} \lambda \leq c(1+|\operatorname{Im} \lambda|)^{\alpha}\right\} \tag{1.2}
\end{equation*}
$$

and the following inequality holds for $\lambda \in \Sigma_{\alpha}$

$$
\begin{equation*}
\left\|(\lambda-A)^{-1}\right\|_{\mathcal{L}(X)} \leq c(1+|\lambda|)^{-\beta} \tag{1.3}
\end{equation*}
$$

where $c, \alpha$ and $\beta$ are positive constants satisfying $\beta \leq \alpha \leq 1$. It is shown in the book by Favini and Yagi [6] that $-A$ generates a $C^{\infty}$-semigroup $e^{-t A}, 0<t<\infty$. We are interested in extending some of the results obtained in the paper by Favini, Lorenzi Tanabe [2, where $A$ is assumed to be single-valued, to the case where $A$ is multivalued. In [2] supposing that $y_{0} \in \underset{\sim}{D}(A), A y_{0} \in \tilde{X}_{A}^{\theta}, f \in C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)$ or with $(X, D(A))_{\theta, \infty}$ in place of $\widetilde{X}_{A}^{\theta}$, the existence and uniqueness of a solution to (1.1) with some regularity property is established, where $B([0, T] ; Y)$ stands for the set of all bounded functions defined in $[0, T]$ with values in a Banach space $Y$. In this paper we show analogous results in case $A$ is multivalued replacing $A y_{0} \in \tilde{X}_{A}^{\theta}$ or $A y_{0} \in(X, D(A))_{\theta, \infty}$ by $A y_{0} \cap \tilde{X}_{A}^{\theta} \neq \emptyset$ or $A y_{0} \cap(X, D(A))_{\theta, \infty} \neq \emptyset$.

[^0]We begin by modifying the definitions of the spaces $X_{A}^{\theta}$ and $\widetilde{X}_{A}^{\theta}$ in case where $A$ is not necessarily single valued replacing $A(t+A)^{-1}$ and $A e^{-t A}$ by $I-t(t+A)^{-1}$ and $d e^{-t A} / d t$ respectively and prove some preliminary results on these spaces.

The results proved for the direct problem are applied to the following identification problem:

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t) \ni f(t) z+h(t), \quad t \in[0, T] \\
y(0)=y_{0}  \tag{1.4}\\
\Phi[y(t)]=g(t), \quad t \in[0, T]
\end{gather*}
$$

where $y \in C([0, T] ; X), f \in C([0, T] ; \mathbb{C})$ are unknown, $z \in X, h \in C([0, T] ; X)$, $g \in C([0, T] ; \mathbb{C})$ are given elements and $\Phi \in X^{*}$. Under some regularity assumptions on $z, h$ and $g$ it is shown that a unique solution to problem (1.4) exists. An extension of this result to equations with several unknown scalar functions

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t) \ni \sum_{j=1}^{n} f_{j}(t) z_{j}+h(t), \quad t \in[0, T]  \tag{1.5}\\
y(0)=y_{0} \\
\Phi_{j}[y(t)]=g_{j}(t), \quad j=1, \ldots, n, \quad t \in[0, T]
\end{gather*}
$$

is also established.
The above results are applied to the following problems

$$
\begin{align*}
\frac{d}{d t} M u(t)+L u(t) & =f(t), \quad t \in[0, T]  \tag{1.6}\\
M u(0) & =M u_{0}
\end{align*}
$$

and

$$
\begin{gather*}
\frac{d}{d t} M u(t)+L u(t)=\sum_{j=1}^{n} f_{j}(t) z_{j}+h(t), \quad t \in[0, T]  \tag{1.7}\\
M u(0)=M u_{0}, \\
\Phi_{j}[M u(t)]=g_{j}(t), \quad j=1, \ldots, n, \quad t \in[0, T]
\end{gather*}
$$

where $L$ and $M$ are linear closed operators such that

$$
\begin{equation*}
D(L) \subset D(M) \tag{1.8}
\end{equation*}
$$

and for $\lambda \in \Sigma_{\alpha}$ a bounded inverse of $\lambda M+L$ exists and

$$
\begin{equation*}
\left\|M(\lambda M+L)^{-1}\right\|_{\mathcal{L}(X)} \leq c(1+|\lambda|)^{-\beta} \tag{1.9}
\end{equation*}
$$

Then $A=L M^{-1}$ satisfies 1.2 and (1.3). A solution to 1.6 or 1.7 is easily obtained from that to (1.1) or (1.5) with $y_{0}=M u_{0}$.

We refer to the monograph [5] for diverse problems concerning regular evolution equations via Mathematical Physics. These identification problems were discussed in the papers [1] and [5] by using at all different techniques. Our present approach allows us to weaken the assumptions and to improve the regularity of solutions.

The plan of this paper is as follows. In section 2 preliminary results on intermediate spaces are collected. Section 3 is devoted to the existence and uniqueness of a solution to the direct problem 1.1). In Section 4 identification problem 1.4 is solved by transforming it to a simple Volterra integral equation for $f$. In Section 5 the general identification problem (1.4) is solved by applying the Banach fixed point theorem. This result is extended to equations 1.5 with several unknown scalar
functions in Section 6. Finally, in Section 7 these results are applied to problems (1.6) and 1.7).

## 2. Preliminaries

Let $A$ be a possibly multivalued linear operator in the complex Banach space $X$ satisfying (1.2) and (1.3). Then it is shown in Chapter III of Favini and Yagi 6] that $-A$ generates a semigroup $e^{-t A}, 0<t<\infty$, satisfying

$$
\begin{equation*}
\left\|\frac{d^{i}}{d t^{i}} e^{-t A}\right\|_{\mathcal{L}(X)} \leq C_{0} t^{(\beta-i-1) / \alpha}, \quad i=0,1,2, \quad C_{0}>0 \tag{2.1}
\end{equation*}
$$

The set $D(A)$ makes a Banach space with norm

$$
\begin{equation*}
\|u\|_{D(A)}=\inf _{\phi \in A u}\|\phi\|_{X} \quad \text { for } u \in D(A) \tag{2.2}
\end{equation*}
$$

It is known that

$$
\begin{equation*}
A^{-1} \frac{d}{d t} e^{-t A}=\frac{d}{d t} e^{-t A} A^{-1}=-e^{-t A}, \quad \lim _{t \rightarrow 0} e^{-t A} u=u \quad \text { for } u \in D(A) \tag{2.3}
\end{equation*}
$$

If $u \in D(A)$, then in view of (2.3) and 2.1) one has for $\phi \in A u$

$$
\left\|\frac{d}{d t} e^{-t A} u\right\|_{X}=\left\|\frac{d}{d t} e^{-t A} A^{-1} \phi\right\|_{X}=\left\|e^{-t A} \phi\right\|_{X} \leq C_{0} t^{(\beta-1) / \alpha}\|\phi\|_{X}
$$

This implies, by 2.2,

$$
\left\|\frac{d}{d t} e^{-t A} u\right\|_{X} \leq C_{0} t^{(\beta-1) / \alpha}\|u\|_{D(A)}
$$

This inequality and the one obtained with the aid of an analogous argument imply

$$
\begin{equation*}
\left\|\frac{d}{d t} e^{-t A}\right\|_{\mathcal{L}(D(A), X)} \leq C_{0} t^{(\beta-1) / \alpha}, \quad\left\|\frac{d^{2}}{d t^{2}} e^{-t A}\right\|_{\mathcal{L}(D(A), X)} \leq C_{0} t^{(\beta-2) / \alpha} \tag{2.4}
\end{equation*}
$$

Definition. For $0<\theta<1$,

$$
\begin{gathered}
X_{A}^{\theta}=\left\{u \in X ;|u|_{X_{A}^{\theta}}=\sup _{0<t<\infty} t^{\theta}\left\|u-t(t+A)^{-1} u\right\|_{X}<\infty\right\} \\
\|u\|_{X_{A}^{\theta}}=|u|_{X_{A}^{\theta}}+\|u\|_{X} \\
\widetilde{X}_{A}^{\theta}=\left\{u \in X ;|u|_{\widetilde{X}_{A}^{\theta}}=\sup _{t>0} t^{(2-\beta-\theta) / \alpha}\left\|\frac{d}{d t} e^{-t A} u\right\|_{X}<\infty\right\} \\
\|u\|_{\tilde{X}_{A}^{\theta}}=|u|_{\tilde{X}_{A}^{\theta}}+\|u\|_{X} .
\end{gathered}
$$

One of the definition of $(X, D(A))_{\theta, \infty}$ is

$$
\begin{aligned}
& (X, D(A))_{\theta, \infty}=\left\{u=u_{0}(t)+u_{1}(t) \forall t \in(0, \infty) ; \sup _{0<t<\infty}\left\|t^{\theta} u_{0}(t)\right\|_{X}<\infty\right. \\
& \left.\quad \sup _{0<t<\infty}\left\|t^{\theta-1} u_{1}(t)\right\|_{D(A)}<\infty\right\} \\
& \|u\|_{(X, D(A))_{\theta, \infty}} \inf _{u=u_{0}(t)+u_{1}(t) \forall t \in(0, \infty)}\left\{\sup _{0<t<\infty}\left\|t^{\theta} u_{0}(t)\right\|_{X}+\sup _{0<t<\infty}\left\|t^{\theta-1} u_{1}(t)\right\|_{D(A)}\right\} .
\end{aligned}
$$

Lemma 2.1. The following inclusion relation holds for $0<\theta<1$,

$$
X_{A}^{\theta} \subset(X, D(A))_{\theta, \infty}
$$

Proof. Suppose $u \in X_{A}^{\theta}$. Set

$$
u_{0}(t)=u-t(t+A)^{-1} u, \quad u_{1}(t)=t(t+A)^{-1} u
$$

Then $u=u_{0}(t)+u_{1}(t)$ and

$$
\sup _{0<t<\infty}\left\|t^{\theta} u_{0}(t)\right\|_{X}=\sup _{0<t<\infty} t^{\theta}\left\|u-t(t+A)^{-1} u\right\|_{X}<\infty .
$$

Since $(t+A) u_{1}(t) \ni t u$, one has $A u_{1}(t) \ni t\left(u-u_{1}(t)\right)$, and hence

$$
\left\|u_{1}(t)\right\|_{D(A)} \leq t\left\|u-u_{1}(t)\right\|_{X}=t\left\|u-t(t+A)^{-1} u\right\|_{X}
$$

Therefore,

$$
\sup _{0<t<\infty}\left\|t^{\theta-1} u_{1}(t)\right\|_{D(A)} \leq \sup _{0<t<\infty} t^{\theta}\left\|u-(t+A)^{-1} u\right\|_{X}<\infty
$$

Lemma 2.2. The following inclusion relation holds for $0<\theta<1$,

$$
(X, D(A))_{\theta, \infty} \subset \widetilde{X}_{A}^{\theta}
$$

Proof. Let $u \in(X, D(A))_{\theta, \infty}$. From (2.1), with $i=1$, and the first inequality of (2.4) it follows that

$$
\begin{equation*}
\left\|\frac{d}{d t} e^{-t A} u\right\|_{X} \leq C_{0} t^{(\beta-2+\theta) / \alpha}\|u\|_{(X, D(A))_{\theta, \infty}} \tag{2.5}
\end{equation*}
$$

This readily implies $u \in \widetilde{X}_{A}^{\theta}$.
Lemma 2.3. Suppose $\alpha+\beta+\theta>2$. Then for $u \in(X, D(A))_{\theta, \infty}, e^{-t A} u \rightarrow u$ as $t \rightarrow 0$. If $v \in D(A)$, the set $A v \cap(X, D(A))_{\theta, \infty}$ consists of at most a single element $-\lim _{t \rightarrow 0} \frac{d}{d t} e^{-t A} v$.

Proof. Let $u \in D(A)$ and $\phi \in A u$. Then in view of 2.3 one gets

$$
e^{-t A} u-u=\int_{0}^{t} \frac{d}{d \tau} e^{-\tau A} u d \tau=\int_{0}^{t} \frac{d}{d \tau} e^{-\tau A} A^{-1} \phi d \tau=-\int_{0}^{t} e^{-\tau A} \phi d \tau
$$

Hence, noting that the assumption implies $\alpha+\beta>1$, one deduces

$$
\begin{aligned}
\left\|e^{-t A} u-u\right\|_{X} & =\left\|\int_{0}^{t} e^{-\tau A} \phi d \tau\right\|_{X} \\
& \leq C_{0} \int_{0}^{t} \tau^{(\beta-1) / \alpha}\|\phi\|_{X} d \tau \\
& =C_{0} \frac{t^{(\beta-1) / \alpha+1}}{(\beta-1) / \alpha+1}\|\phi\|_{X}
\end{aligned}
$$

This implies

$$
\begin{equation*}
\left\|e^{-t A} u-u\right\|_{X} \leq C_{0} \frac{t^{(\beta-1) / \alpha+1}}{(\beta-1) / \alpha+1}\|u\|_{D(A)} \tag{2.6}
\end{equation*}
$$

For $u \in X$,

$$
\begin{equation*}
\left\|e^{-t A} u-u\right\|_{X} \leq\left\|e^{-t A} u\right\|_{X}+\|u\|_{X} \leq C_{0} t^{(\beta-1) / \alpha}\|u\|_{X}+\|u\|_{X} \tag{2.7}
\end{equation*}
$$

Interpolating (2.6) and 2.7) yields that there exists a constant $C$ such that for $u \in(X, D(A))_{\theta, \infty}$,

$$
\begin{equation*}
\left\|e^{-t A} u-u\right\|_{X} \leq C t^{(\beta-1) / \alpha+\theta}\|u\|_{(X, D(A))_{\theta, \infty}}, \quad 0<t \leq 1 \tag{2.8}
\end{equation*}
$$

Since

$$
\frac{\beta-1}{\alpha}+\theta-\frac{\alpha+\beta+\theta-2}{\alpha}=\frac{(1-\theta)(1-\alpha)}{\alpha} \geq 0
$$

one has

$$
\frac{\beta-1}{\alpha}+\theta \geq \frac{\alpha+\beta+\theta-2}{\alpha}>0 .
$$

Hence the first assertion follows. Suppose $v \in D(A)$ and $\phi \in A v \cap(X, D(A))_{\theta, \infty}$. Then by the first assertion

$$
\frac{d}{d t} e^{-t A} v=\frac{d}{d t} e^{-t A} A^{-1} \phi=-e^{-t A} \phi \rightarrow-\phi
$$

as $t \rightarrow 0$.
Lemma 2.4. For $u \in X, t>0$, the following equality holds,

$$
\int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau=(A+t)^{-1} u
$$

Proof. With the aid of 2.3 and integration by parts one deduces

$$
\begin{aligned}
\int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau & =-\int_{0}^{\infty} e^{-t \tau} \frac{d}{d \tau} e^{-\tau A} A^{-1} u d \tau \\
& =A^{-1} u-t \int_{0}^{\infty} e^{-t \tau} e^{-\tau A} A^{-1} u d \tau \\
& =A^{-1}\left(u-t \int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau\right)
\end{aligned}
$$

Hence $\int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau \in D(A)$ and

$$
A \int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau \ni u-t \int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau
$$

The assertion of the lemma readily follows.
Lemma 2.5. Suppose $\alpha+\beta+\theta>2$. If $u \in \widetilde{X}_{A}^{\theta}$, then $e^{-t A} u$ converges as $t \rightarrow 0$. If the limit is equal to $u: \lim _{t \rightarrow 0} e^{-t A} u=u$, then $u \in X_{A}^{(\alpha+\beta-2+\theta) / \alpha}$ and

$$
|u|_{X_{A}^{(\alpha+\beta-2+\theta) / \alpha}} \leq \Gamma((\alpha+\beta-2+\theta) / \alpha)|u|_{\widetilde{X}_{A}^{\theta}} .
$$

Proof. For $0<s<t$, one has

$$
\begin{aligned}
\left\|e^{-t A} u-e^{-s A} u\right\|_{X} & =\left\|\int_{s}^{t} \frac{d}{d \tau} e^{-\tau A} u d \tau\right\|_{X} \leq \int_{s}^{t} \tau^{(\beta-2+\theta) / \alpha}|u|_{\widetilde{X}_{A}^{\theta}} d \tau \\
& =\frac{t^{(\alpha+\beta-2+\theta) / \alpha}-s^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}|u|_{\widetilde{X}_{A}^{\theta}}
\end{aligned}
$$

Hence $e^{-t A} u$ converges as $t \rightarrow 0$. If $e^{-t A} u \rightarrow u$, then with the aid of integration by parts and Lemma 2.4 one gets for $t>0$

$$
\int_{0}^{\infty} e^{-t \tau} \frac{d}{d \tau} e^{-\tau A} u d \tau=-u+t \int_{0}^{\infty} e^{-t \tau} e^{-\tau A} u d \tau=-u+t(t+A)^{-1} u
$$

Hence

$$
\begin{aligned}
\left\|u-t(t+A)^{-1} u\right\|_{X} & =\left\|-\int_{0}^{\infty} e^{-t \tau} \frac{d}{d \tau} e^{-\tau A} u d \tau\right\|_{X} \\
& \leq \int_{0}^{\infty} e^{-t \tau} \tau^{(\beta-2+\theta) / \alpha}|u|_{\tilde{X}_{A}^{\theta}} d \tau
\end{aligned}
$$

$$
=t^{(2-\alpha-\beta-\theta) / \alpha} \Gamma((\alpha+\beta-2+\theta) / \alpha)|u|_{\tilde{X}_{A}^{\theta}} .
$$

Lemma 2.6. Let $\alpha+\beta+\theta>2$. If $v \in D(A)$ and $A v \cap \widetilde{X}_{A}^{\theta} \neq \emptyset$, then $\lim _{t \rightarrow 0} \frac{d}{d t} e^{-t A} v$ exists.
Proof. Let $\phi \in A v \cap \tilde{X}_{A}^{\theta}$. Then

$$
\lim _{t \rightarrow 0} \frac{d}{d t} e^{-t A} v=\lim _{t \rightarrow 0} \frac{d}{d t} e^{-t A} A^{-1} \phi=-\lim _{t \rightarrow 0} e^{-t A} \phi
$$

exists by Lemma 2.5 .
Remark 2.7. The limit $\lim _{t \rightarrow 0} e^{-t A} u$ is not necessarily equal to $u$ if $A$ is multivalued. If $0 \neq u \in A 0$, then

$$
e^{-t A} u=-\frac{d}{d t} e^{-t A} A^{-1} u=-\frac{d}{d t} e^{-t A} 0=0
$$

Therefore $u \in \tilde{X}_{A}^{\theta}$ for any $\theta \in(0,1)$ and $\lim _{t \rightarrow 0} e^{-t A} u=0 \neq u$. If $A$ is single valued, then

$$
A^{-1} \lim _{t \rightarrow 0} e^{-t A} u=\lim _{t \rightarrow 0} e^{-t A} A^{-1} u=A^{-1} u
$$

Hence $\lim _{t \rightarrow 0} e^{-t A} u=u$ whenever the limit of the left hand side exists.

## 3. Main Result concerning problem 1.1

Theorem 3.1. Suppose that $2 \alpha+\beta+\theta>3, y_{0} \in D(A), A y_{0} \cap(X, D(A))_{\theta, \infty} \neq \emptyset$ and $f \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)$. Then problem 1.1) admits a unique solution $y$ such that

$$
\begin{gather*}
y \in C^{1}([0, T] ; X) \\
y^{\prime}-f \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) \tag{3.1}
\end{gather*}
$$

Here $B([0, T] ; Y)$ stands for the set of all bounded (not necessarily measurable) functions with values in $Y$ defined in $[0, T]$.

Proof. Note that $\alpha+\beta-2+\theta \geq 2 \alpha+\beta-3+\theta>0$. Set

$$
\begin{gather*}
y(t)=e^{-t A} y_{0}+\int_{0}^{t} e^{-(t-s) A} f(s) d s  \tag{3.2}\\
y_{1}(t)=e^{-t A} y_{0}, \quad y_{2}(t)=\int_{0}^{t} e^{-(t-s) A} f(s) d s
\end{gather*}
$$

In view of Lemma 2.3, $A y_{0} \cap(X, D(A))_{\theta, \infty}$ consists of a single element $\phi=$ $-\lim _{t \rightarrow 0} \frac{d}{d t} e^{-t A} y_{0}$. Hence

$$
\begin{equation*}
y_{1}^{\prime}(t)=\frac{d}{d t} e^{-t A} y_{0}=\frac{d}{d t} e^{-t A} A^{-1} \phi=-e^{-t A} \phi \tag{3.3}
\end{equation*}
$$

In view of 2.5

$$
\begin{equation*}
\left\|\frac{d}{d t} e^{-t A} \phi\right\|_{X} \leq C_{0} t^{(\beta-2+\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}} \tag{3.4}
\end{equation*}
$$

By of 3.3 and Lemma 2.3

$$
\begin{equation*}
\lim _{t \rightarrow 0} y_{1}^{\prime}(t)=-\phi \tag{3.5}
\end{equation*}
$$

With the aid of (3.4), for $0 \leq s<t \leq T$ one obtains

$$
\begin{aligned}
\left\|y_{1}^{\prime}(t)-y_{1}^{\prime}(s)\right\|_{X} & =\left\|-e^{-t A} \phi+e^{-s A} \phi\right\|_{X}=\left\|\int_{s}^{t} \frac{d}{d \sigma} e^{-\sigma A} \phi d \sigma\right\|_{X} \\
& \leq C_{0} \int_{s}^{t} \sigma^{(\beta-2+\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}} d \sigma \\
& \leq C_{0} \frac{(t-s)^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}}
\end{aligned}
$$

Therefore $y_{1}^{\prime} \in C^{(\alpha+\beta-2+\theta) / \alpha}([0, T] ; X)$ and

$$
\begin{equation*}
\left|y_{1}^{\prime}\right|_{C^{(\alpha+\beta-2+\theta) / \alpha}([0, T] ; X)} \leq \frac{C_{0}}{(\alpha+\beta-2+\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}} \tag{3.6}
\end{equation*}
$$

For $s>0$, in view of (3.3), 3.4) and $0<(2-\beta-\theta) / \alpha<1$, one deduces

$$
\begin{aligned}
& s^{(2-\beta-\theta) / \alpha}\left\|\frac{d}{d s} e^{-s A} y_{1}^{\prime}(t)\right\|_{X} \\
& =s^{(2-\beta-\theta) / \alpha}\left\|\frac{d}{d s} e^{-s A} e^{-t A} \phi\right\|_{X} \\
& =s^{(2-\beta-\theta) / \alpha}\left\|\frac{\partial}{\partial s} e^{-(s+t) A} \phi\right\|_{X} \\
& \leq C_{0} s^{(2-\beta-\theta) / \alpha}(s+t)^{(\beta-2+\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}} \\
& =C_{0}\left(\frac{s}{s+t}\right)^{(2-\beta-\theta) / \alpha}\|\phi\|_{(X, D(A))_{\theta, \infty}} \leq C_{0}\|\phi\|_{(X, D(A))_{\theta, \infty}}
\end{aligned}
$$

Hence $y_{1}^{\prime}(t) \in \widetilde{X}_{A}^{\theta}$ and

$$
\begin{equation*}
\left|y_{1}^{\prime}(t)\right|_{\tilde{X}_{A}^{\theta}} \leq C_{0}\|\phi\|_{(X, D(A))_{\theta, \infty}} \tag{3.7}
\end{equation*}
$$

Using (3.3) one observes that

$$
e^{-\tau A} y_{1}^{\prime}(t)=-e^{-\tau A} e^{-t A} \phi=-e^{-(t+\tau) A} \phi \rightarrow-e^{-t A} \phi=y_{1}^{\prime}(t)
$$

as $\tau \rightarrow 0$. Hence in view of Lemma $2.5 y_{1}^{\prime}(t) \in X_{A}^{(\alpha+\beta-2+\theta) / \alpha}$ and

$$
\begin{equation*}
\left|y_{1}^{\prime}(t)\right|_{X_{A}^{(\alpha+\beta-2+\theta) / \alpha}} \leq \Gamma((\alpha+\beta-2+\theta) / \alpha)\left|y_{1}^{\prime}(t)\right|_{\widetilde{X}_{A}^{\theta}} . \tag{3.8}
\end{equation*}
$$

This inequality, 3.7) and (3.3) yield

$$
\left\|y_{1}^{\prime}(t)\right\|_{X_{A}^{(\alpha+\beta-2+\theta) / \alpha}} \leq C_{0} \Gamma((\alpha+\beta-2+\theta) / \alpha)\|\phi\|_{(X, D(A))_{\theta, \infty}}+\left\|e^{-t A} \phi\right\|_{X}
$$

Hence $y_{1}^{\prime} \in B\left([0, T] ; X_{A}^{(\alpha+\beta-2+\theta) / \alpha}\right)$ and

$$
\begin{align*}
& \left\|y_{1}^{\prime}\right\|_{B\left([0, T] ; X_{A}^{(\alpha+\beta-2+\theta) / \alpha}\right)} \\
& \leq C_{0} \Gamma((\alpha+\beta-2+\theta) / \alpha)\|\phi\|_{(X, D(A))_{\theta, \infty}}+\sup _{0 \leq t \leq T}\left\|e^{-t A} \phi\right\|_{X} \tag{3.9}
\end{align*}
$$

The second term of the right hand side of $(3.9)$ is finite by $(3.3)$ and 3.5 . In view of 2.5

$$
\begin{align*}
\left\|\frac{\partial}{\partial t} e^{-(t-s) A} f(s)\right\|_{X} & \leq C_{0}(t-s)^{(\beta-2+\theta) / \alpha}\|f(s)\|_{(X, D(A))_{\theta, \infty}}  \tag{3.10}\\
& \leq C_{0}(t-s)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{align*}
$$

Hence

$$
\begin{align*}
\left\|\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} f(s) d s\right\|_{X} & \leq C_{0} \int_{0}^{t}(t-s)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} d s \\
& =C_{0} \frac{t^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} \tag{3.11}
\end{align*}
$$

For $0 \leq t<t^{\prime} \leq T$ one has with the aid of the change of the order of integration

$$
\begin{aligned}
& \int_{t}^{t^{\prime}} \int_{0}^{\tau} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d s d \tau \\
& =\int_{0}^{t} \int_{t}^{t^{\prime}} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d \tau d s+\int_{t}^{t^{\prime}} \int_{s}^{t^{\prime}} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d \tau d s
\end{aligned}
$$

It is obvious that if $s<t<t^{\prime}$, then

$$
\int_{t}^{t^{\prime}} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d \tau=e^{-\left(t^{\prime}-s\right) A} f(s)-e^{-(t-s) A} f(s)
$$

Since $f(s) \in(X, D(A))_{\theta, \infty}$, in view of Lemma 2.3, $e^{-(\tau-s) A} f(s) \rightarrow f(s)$ as $\tau \rightarrow s$. Hence

$$
\begin{equation*}
\int_{s}^{t^{\prime}} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d \tau=e^{-\left(t^{\prime}-s\right) A} f(s)-f(s) \tag{3.12}
\end{equation*}
$$

Therefore

$$
\begin{aligned}
& \int_{t}^{t^{\prime}} \int_{0}^{\tau} \frac{\partial}{\partial \tau} e^{-(\tau-s) A} f(s) d s d \tau \\
& =\int_{0}^{t}\left[e^{-\left(t^{\prime}-s\right) A} f(s)-e^{-(t-s) A} f(s)\right] d s+\int_{t}^{t^{\prime}}\left[e^{-\left(t^{\prime}-s\right) A} f(s)-f(s)\right] d s \\
& =\int_{0}^{t^{\prime}} e^{-\left(t^{\prime}-s\right) A} f(s) d s-\int_{0}^{t} e^{-(t-s) A} f(s) d s-\int_{t}^{t^{\prime}} f(s) d s \\
& =y_{2}\left(t^{\prime}\right)-y_{2}(t)-\int_{t}^{t^{\prime}} f(s) d s
\end{aligned}
$$

This means that $y_{2}(t)$ is differentiable and

$$
\begin{equation*}
y_{2}^{\prime}(t)=f(t)+\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma) d \sigma \tag{3.13}
\end{equation*}
$$

With the aid of 3.13, for $0 \leq s<t \leq T$, one has

$$
\begin{align*}
& \left(y_{2}^{\prime}(t)-f(t)\right)-\left(y_{2}^{\prime}(s)-f(s)\right) \\
& =\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma) d \sigma-\int_{0}^{s} \frac{\partial}{\partial s} e^{-(s-\sigma) A} f(\sigma) d \sigma \\
& =\int_{0}^{s}\left[\frac{\partial}{\partial t} e^{-(t-\sigma) A}-\frac{\partial}{\partial s} e^{-(s-\sigma) A}\right] f(\sigma) d \sigma+\int_{s}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma) d \sigma  \tag{3.14}\\
& =F_{1}(s, t)+F_{2}(s, t)
\end{align*}
$$

Write $F_{1}(s, t)$ as

$$
\begin{equation*}
F_{1}(s, t)=\int_{0}^{s} \int_{s}^{t} \frac{\partial^{2}}{\partial \tau^{2}} e^{-(\tau-\sigma) A} d \tau f(\sigma) d \sigma \tag{3.15}
\end{equation*}
$$

Similarl to 2.5 it can be shown that for $u \in(X, D(A))_{\theta, \infty}$,

$$
\left\|\frac{d^{2}}{d t^{2}} e^{-t A} u\right\|_{X} \leq C_{0} t^{(\beta-3+\theta) / \alpha}\|u\|_{(X, D(A))_{\theta, \infty}}
$$

Hence

$$
\begin{align*}
\left\|\frac{\partial^{2}}{\partial \tau^{2}} e^{-(\tau-\sigma) A} f(\sigma)\right\|_{X} & \leq C_{0}(\tau-\sigma)^{(\beta-3+\theta) / \alpha}\|f(\sigma)\|_{(X, D(A))_{\theta, \infty}}  \tag{3.16}\\
& \leq C_{0}(\tau-\sigma)^{(\beta-3+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{align*}
$$

Therefore

$$
\begin{align*}
& \left\|F_{1}(s, t)\right\|_{X} \\
& \leq C_{0} \int_{0}^{s} \int_{s}^{t}(\tau-\sigma)^{(\beta-3+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} d \tau d \sigma  \tag{3.17}\\
& \leq \frac{C_{0}(t-s)^{(2 \alpha+\beta-3+\theta) / \alpha}}{(3-\alpha-\beta-\theta) / \alpha \cdot(2 \alpha+\beta-3+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{align*}
$$

In view of 3.10) one obtains

$$
\begin{align*}
\left\|F_{2}(s, t)\right\|_{X} & \leq C_{0} \int_{s}^{t}(t-\sigma)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} d \sigma  \tag{3.18}\\
& \leq C_{0} \frac{(t-s)^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{align*}
$$

From (3.14), (3.17) and (3.18) it follows that

$$
y_{2}^{\prime}-f \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) .
$$

This and (3.6) yield

$$
\begin{equation*}
y^{\prime}-f \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \tag{3.19}
\end{equation*}
$$

From (3.13 one deduces that for $\tau>0$,

$$
\begin{aligned}
\frac{d}{d \tau} e^{-\tau A}\left(y_{2}^{\prime}(t)-f(t)\right) & =\frac{d}{d \tau} e^{-\tau A} \int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} f(s) d s \\
& =\int_{0}^{t} \frac{d}{d \tau} e^{-\tau A} \frac{\partial}{\partial t} e^{-(t-s) A} f(s) d s \\
& =\int_{0}^{t} \frac{\partial^{2}}{\partial t^{2}} e^{-(t-s+\tau) A} f(s) d s
\end{aligned}
$$

With the aid of 3.16 one obtains

$$
\begin{aligned}
& \left\|\frac{d}{d \tau} e^{-\tau A}\left(y_{2}^{\prime}(t)-f(t)\right)\right\|_{X} \\
& =\left\|\int_{0}^{t} \frac{\partial^{2}}{\partial t^{2}} e^{-(t-s+\tau) A} f(s) d s\right\|_{X} \\
& \leq C_{0} \int_{0}^{t}(t-s+\tau)^{(\beta-3+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} d s \\
& =C_{0} \frac{\tau^{(\alpha+\beta-3+\theta) / \alpha}-(t+\tau)^{(\alpha+\beta-3+\theta) / \alpha}}{(3-\alpha-\beta+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} \\
& \leq \frac{C_{0} \tau^{(\alpha+\beta-3+\theta) / \alpha}}{(3-\alpha-\beta+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} .
\end{aligned}
$$

This means that $y_{2}^{\prime}(t)-f(t) \in \widetilde{X}_{A}^{\alpha+\theta-1}$ and

$$
\begin{equation*}
\left|y_{2}^{\prime}(t)-f(t)\right|_{\widetilde{X}_{A}^{\alpha+\theta-1}} \leq \frac{C_{0}}{(3-\alpha-\beta-\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} \tag{3.20}
\end{equation*}
$$

For $\tau>0$,

$$
\begin{align*}
e^{-\tau A}\left[y_{2}^{\prime}(t)-f(t)\right] & =e^{-\tau A} \int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma) d \sigma  \tag{3.21}\\
& =\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma+\tau) A} f(\sigma) d \sigma
\end{align*}
$$

As $\tau \rightarrow 0$ for $0<\sigma<t$,

$$
\begin{equation*}
\left\|\frac{\partial}{\partial t} e^{-(t-\sigma+\tau) A} f(\sigma)-\frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma)\right\|_{X} \rightarrow 0 \tag{3.22}
\end{equation*}
$$

in view of 3.10,

$$
\begin{align*}
\left\|\frac{\partial}{\partial t} e^{-(t-\sigma+\tau) A} f(\sigma)\right\|_{X} & \leq C_{0}(t-\sigma+\tau)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}  \tag{3.23}\\
& \leq C_{0}(t-\sigma)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{align*}
$$

and

$$
\begin{equation*}
\int_{0}^{t}(t-\sigma)^{(\beta-2+\theta) / \alpha} d \sigma=\frac{t^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}<\infty \tag{3.24}
\end{equation*}
$$

It follows from (3.21), 3.22), (3.23) and (3.24) that as $\tau \rightarrow 0$,

$$
\begin{equation*}
e^{-\tau A}\left[y_{2}^{\prime}(t)-f(t)\right] \rightarrow \int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-\sigma) A} f(\sigma) d \sigma=y_{2}^{\prime}(t)-f(t) \tag{3.25}
\end{equation*}
$$

Therefore, noting $\alpha+\beta+(\alpha+\theta-1)=2 \alpha+\beta+\theta-1>2,0<\alpha+\theta-1<1$ we can apply Lemma 2.5 and 3.20 to obtain that $y_{2}^{\prime}(t)-f(t) \in X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}$ and

$$
\begin{aligned}
\left|y_{2}^{\prime}(t)-f(t)\right|_{X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}} & \leq \Gamma((2 \alpha+\beta-3+\theta) / \alpha)\left|y_{2}^{\prime}(t)-f(t)\right|_{\widetilde{X}_{A}^{\alpha+\theta-1}} \\
& \leq \frac{C_{0} \Gamma((2 \alpha+\beta-3+\theta) / \alpha)}{(3-\alpha-\beta-\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{aligned}
$$

From this inequality and the boundedness of $\left\|y_{2}^{\prime}(t)-f(t)\right\|_{X}$, which follows from (3.11), and 3.13) one concludes that $y_{2}^{\prime}-f \in B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right)$. This and (3.9) imply $y^{\prime}-f \in B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right)$. Finally we show that $y$ defined by (3.2) satisfies (1.1). By virtue of $(3.13$ ) one has

$$
y^{\prime}(t)=y_{1}^{\prime}(t)+y_{2}^{\prime}(t)=\frac{d}{d t} e^{-t A} y_{0}+f(t)+\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} f(s) d s
$$

Hence

$$
\begin{aligned}
A^{-1} y^{\prime}(t) & =A^{-1} \frac{d}{d t} e^{-t A} y_{0}+A^{-1} f(t)+\int_{0}^{t} A^{-1} \frac{\partial}{\partial t} e^{-(t-s) A} f(s) d s \\
& =-e^{-t A} y_{0}+A^{-1} f(t)-\int_{0}^{t} e^{-(t-s) A} f(s) d s
\end{aligned}
$$

Therefore, one obtains

$$
A^{-1}\left(y^{\prime}(t)-f(t)\right)=-e^{-t A} y_{0}-\int_{0}^{t} e^{-(t-s) A} f(s) d s=-y(t)
$$

From this the assertion (1.1) readily follows. Thus the proof complete.

Theorem 3.2. Suppose that $\alpha+\beta>3 / 2, \theta>2(2-\alpha-\beta), y_{0} \in D(A), A y_{0} \cap \widetilde{X}_{A}^{\theta} \neq$ $\emptyset, f \in C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)$ and $\lim _{\tau \rightarrow 0} e^{-\tau A} f(t)=f(t)$ for every $t \in[0, T]$. Then problem (1.1) admits a unique solution $y$ such that $y \in C^{1}([0, T] ; X)$ and

$$
\begin{equation*}
y^{\prime}-f \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right) \tag{3.26}
\end{equation*}
$$

Proof. Define functions $y_{1}$ and $y_{2}$ by (3.2). Let $\phi \in A y_{0} \cap \widetilde{X}_{A}^{\theta}$. Since

$$
\alpha+\beta-2+\theta>\alpha+\beta-2+2(2-\alpha-\beta)=2-\alpha-\beta \geq 0
$$

we can show as for $(3.6$ and $(3.7)$ that

$$
\begin{align*}
\left|y_{1}^{\prime}\right|_{C^{(\alpha+\beta-2+\theta) / \alpha}([0, T] ; X)} & \leq \frac{|\phi|_{\tilde{X}_{A}^{\theta}}}{(\alpha+\beta-2+\theta) / \alpha},  \tag{3.27}\\
\left|y_{1}^{\prime}(t)\right|_{\widetilde{X}_{A}^{\theta}} & \leq|\phi|_{\widetilde{X}_{A}^{\theta}},
\end{align*}
$$

and furthermore 3.8 holds. Consequently the following statements are obtained as (3.9) was

$$
\begin{align*}
y_{1}^{\prime} \in B\left([0, T] ; X_{A}^{(\alpha+\beta-2+\theta) / \alpha}\right)  \tag{3.28}\\
\left\|y_{1}^{\prime}\right\|_{B\left([0, T] ; X_{A}^{(\alpha+\beta-2+\theta) / \alpha}\right)} \leq \Gamma((\alpha+\beta-2+\theta) / \alpha)|\phi|_{\widetilde{X}_{A}^{\theta}}+\sup _{0 \leq t \leq T}\left\|e^{-t A} \phi\right\|_{X} \tag{3.29}
\end{align*}
$$

The second term in the right-hand side of 3.29 is finite since $\lim _{t \rightarrow 0} e^{-t A} \phi$ exists by Lemma 2.5 .

In the present case the following inequality holds instead of (3.10),

$$
\begin{align*}
\left\|\frac{\partial}{\partial t} e^{-(t-s) A} f(s)\right\|_{X} & \leq(t-s)^{(\beta-2+\theta) / \alpha}|f(s)|_{\tilde{X}_{A}^{\theta}}  \tag{3.30}\\
& \leq(t-s)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)}
\end{align*}
$$

Noting that 3.12 holds since $e^{-(\tau-s) A} f(s) \rightarrow f(s)$ as $\tau \rightarrow s$ by assumption, it is possible to show that $y_{2}(t)=\int_{0}^{t} e^{-(t-s) A} f(s) d s$ is differentiable and 3.13 holds. Let $F_{1}(s, t)$ and $F_{2}(s, t)$ be functions defined by 3.14 . We have for $u \in \widetilde{X}_{A}^{\theta}$,

$$
\begin{aligned}
\left\|\frac{d^{2}}{d t^{2}} e^{-t A} u\right\|_{X} & =4\left\|\left(\frac{d}{d t} e^{-(t / 2) A}\right)^{2} u\right\|_{X} \leq 4\left\|\frac{d}{d t} e^{-(t / 2) A}\right\|_{\mathcal{L}(X)}\left\|\frac{d}{d t} e^{-(t / 2) A} u\right\|_{X} \\
& \leq 4 \frac{C_{0}}{2}\left(\frac{t}{2}\right)^{(\beta-2) / \alpha} \frac{1}{2}\left(\frac{t}{2}\right)^{(\beta-2+\theta) / \alpha}|u|_{\widetilde{X}_{A}^{\theta}} \\
& =C_{1} t^{(2 \beta-4+\theta) / \alpha}|u|_{\widetilde{X}_{A}^{\theta}},
\end{aligned}
$$

where $C_{1}=C_{0} 2^{(4-2 \beta-\theta) / \alpha}$. Hence

$$
\begin{align*}
\left\|\frac{d^{2}}{d \tau^{2}} e^{-(\tau-\sigma) A} f(\sigma)\right\|_{X} & \leq C_{1}(\tau-\sigma)^{(2 \beta-4+\theta) / \alpha}|f(\sigma)|_{\tilde{X}_{A}^{\theta}}  \tag{3.31}\\
& \leq C_{1}(\tau-\sigma)^{(2 \beta-4+\theta) / \alpha}\|f\|_{B\left([0, T] ; \tilde{X}_{A}^{\theta}\right)}
\end{align*}
$$

With the aid of 3.15 and 3.31 we obtain

$$
\begin{align*}
& \left\|F_{1}(s, t)\right\|_{X} \\
& \leq C_{1} \int_{0}^{s} \int_{s}^{t}(\tau-\sigma)^{(2 \beta-4+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)} d \tau d \sigma  \tag{3.32}\\
& \leq \frac{C_{1} \alpha^{2}}{(4-\alpha-2 \beta-\theta)(2 \alpha+2 \beta-4+\theta)}(t-s)^{(2 \alpha+2 \beta-4+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)}
\end{align*}
$$

Using 3.30, one obtains

$$
\begin{align*}
\left\|F_{2}(s, t)\right\|_{X} & \leq \int_{s}^{t}(t-\sigma)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ; \tilde{X}_{A}^{\theta}\right)} d \sigma \\
& =\frac{(t-s)^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)} \tag{3.33}
\end{align*}
$$

Inequalities 3.32 and 3.33 imply that $y_{2}^{\prime}-f \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X)$. This and (3.27) yield $y^{\prime}-f \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X)$. With the aid of 3.31) one observes that

$$
\begin{aligned}
\left\|\frac{d}{d \tau} e^{-\tau A}\left(y_{2}^{\prime}(t)-f(t)\right)\right\|_{X} & =\left\|\int_{0}^{t} \frac{\partial^{2}}{\partial t^{2}} e^{-(t-s+\tau) A} f(s) d s\right\|_{X} \\
& \leq C_{1} \int_{0}^{t}(t-s+\tau)^{(2 \beta-4+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)} d s \\
& =C_{1} \frac{\tau^{(\alpha+2 \beta-4+\theta) / \alpha}-(t+\tau)^{(\alpha+2 \beta-4+\theta) / \alpha}}{(4-\alpha-2 \beta+\theta) / \alpha}\|f\|_{B\left([0, T] ; \tilde{X}_{A}^{\theta}\right)} \\
& \leq \frac{C_{1} \tau^{(\alpha+2 \beta-4+\theta) / \alpha}}{(4-\alpha-2 \beta+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)}
\end{aligned}
$$

This means that $y_{2}^{\prime}(t)-f(t) \in \widetilde{X}_{A}^{\alpha+\beta+\theta-2}$ and

$$
\begin{equation*}
\left|y_{2}^{\prime}(t)-f(t)\right|_{\widetilde{X}_{A}^{\alpha+\beta+\theta-2}} \leq \frac{C_{1}}{(4-\alpha-2 \beta+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)} \tag{3.34}
\end{equation*}
$$

From (3.21), 3.22, (3.24 and the inequality

$$
\begin{aligned}
\left\|\frac{\partial}{\partial t} e^{-(t-\sigma+\tau) A} f(\sigma)\right\|_{X} & \leq(t-\sigma+\tau)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)} \\
& \leq C_{1}(t-\sigma)^{(\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ; \tilde{X}_{A}^{\theta}\right)}
\end{aligned}
$$

which follows from (3.30). Then (3.25) holds. Therefore noting $\alpha+\beta+(\alpha+\beta+$ $\theta-2)=2 \alpha+2 \beta+\theta-2>2$ we may apply Lemma 2.5 and 3.34 to obtain that $y_{2}^{\prime}(t)-f(t) \in X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}$ and

$$
\begin{aligned}
\left|y_{2}^{\prime}(t)-f(t)\right|_{X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}} & \leq \Gamma((2 \alpha+2 \beta-4+\theta) / \alpha)\left|y_{2}^{\prime}(t)-f(t)\right|_{\widetilde{X}_{A}^{\alpha+\beta+\theta-2}} \\
& \leq \frac{C_{1} \Gamma((2 \alpha+2 \beta-4+\theta) / \alpha)}{(4-\alpha-2 \beta+\theta) / \alpha}\|f\|_{B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)}
\end{aligned}
$$

From this inequality, 3.13 and 3.30 one concludes that

$$
y_{2}^{\prime}-f \in B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right)
$$

This and (3.28) imply $y^{\prime}-f \in B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right)$. The proof that $y$ defined by (3.2) satisfies (1.1) is the same as that in the proof of Theorem 3.1.

Remark 3.3. Suppose that the assumptions of Theorem 3.1 are satisfied, and let $k \in \mathbb{R}$. Consider the problem

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t)+k y(t) \ni f(t), \quad 0 \leq t \leq T,  \tag{3.35}\\
y(0)=y_{0}
\end{gather*}
$$

The operator $-(A+k)$ generates a differentiable semigroup $e^{-t(A+k)}=e^{-k t} e^{-t A}$. Then define $C_{0}^{\prime}=C_{0} e^{\max \{k, 0\} T}$, so that for $0<t \leq T$ one gets

$$
\left\|\frac{d^{i}}{d t^{i}} e^{-t(A+k)}\right\|_{\mathcal{L}(X)} \leq C_{0}^{\prime} t^{(\beta-i-1) / \alpha}, \quad i=0,1,2
$$

The unique solution to 3.35 is given by

$$
y(t)=e^{-t(A+k)} y_{0}+\int_{0}^{t} e^{-(t-s)(A+k)} f(s) d s
$$

Since $e^{k t} y(t)$ is a solution to (1.1) with $f(t)$ replaced by $e^{k t} f(t), y$ satisfies $y \in$ $C^{1}([0, T] ; X)$ and

$$
y^{\prime}+k y-f \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right)
$$

Furthermore, the following results hold just as 3.13 and (3.11):

$$
\begin{gathered}
\frac{d}{d t} \int_{0}^{t} e^{-(t-s)(A+k)} f(s) d s=f(t)+\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s)(A+k)} f(s) d s \\
\left\|\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s)(A+k)} f(s) d s\right\|_{X} \leq \frac{C_{0}^{\prime} t^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|f\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)}
\end{gathered}
$$

An analogous remark holds also for Theorem 3.2 .

## 4. An identification problem for the differential equation

In this section we consider problem 1.4 :

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t) \ni f(t) z+h(t), \quad t \in[0, T]  \tag{4.1}\\
y(0)=y_{0}  \tag{4.2}\\
\Phi[y(t)]=g(t), \quad t \in[0, T] \tag{4.3}
\end{gather*}
$$

Theorem 4.1. Suppose that $2 \alpha+\beta+\theta>3, y_{0} \in D(A), A y_{0} \cap(X, D(A))_{\theta, \infty} \neq \emptyset$, $z \in(X, D(A))_{\theta, \infty}, h \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right), g \in C^{1}([0, T] ; \mathbb{C})$, $\Phi \in X^{*}, \Phi\left[y_{0}\right]=g(0), \Phi[z] \neq 0$. Then problem (4.1)-4.3) admits a unique solution $(y, f)$ such that

$$
\begin{gather*}
y \in C^{1}([0, T] ; X), \quad f \in C([0, T] ; \mathbb{C}) \\
y^{\prime}-f(\cdot) z-h \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) . \tag{4.4}
\end{gather*}
$$

Proof. Supposing that $f \in C([0, T] ; \mathbb{C})$ is known, define a function $y$ by

$$
\begin{equation*}
y(t)=e^{-t A} y_{0}+\int_{0}^{t} f(s) e^{-(t-s) A} z d s+\int_{0}^{t} e^{-(t-s) A} h(s) d s \tag{4.5}
\end{equation*}
$$

Since $\alpha+\beta+\theta-2 \geq 2 \alpha+\beta+\theta-3>0$, by Lemma 2.3 and 2.5 the following statements hold:

$$
\begin{equation*}
e^{-t A} z \rightarrow z \text { as } t \rightarrow 0, \quad\left\|\frac{d}{d t} e^{-t A} z\right\|_{X} \leq C_{0} t^{(\beta-2+\theta) / \alpha}\|z\|_{(X, D(A))_{\theta, \infty}} \tag{4.6}
\end{equation*}
$$

Hence $\int_{0}^{t} f(s) e^{-(t-s) A} z d s$ is differentiable and

$$
\begin{equation*}
\frac{d}{d t} \int_{0}^{t} f(s) e^{-(t-s) A} z d s=f(t) z+\int_{0}^{t} f(s) \frac{\partial}{\partial t} e^{-(t-s) A} z d s \tag{4.7}
\end{equation*}
$$

According to the proof of Theorem 3.1 (cf. (3.13) and (3.11)) $\int_{0}^{t} e^{-(t-s) A} h(s) d s$ is differentiable and

$$
\begin{gather*}
\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s=h(t)+\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} h(s) d s  \tag{4.8}\\
\left\|\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} h(s) d s\right\|_{X} \leq C_{0} \frac{t^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|h\|_{B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)} \tag{4.9}
\end{gather*}
$$

Hence $y$ is differentiable and

$$
\begin{equation*}
\frac{d}{d t} y(t)=\frac{d}{d t} e^{-t A} y_{0}+f(t) z+\int_{0}^{t} f(s) \frac{\partial}{\partial t} e^{-(t-s) A} z d s+\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s \tag{4.10}
\end{equation*}
$$

Assuming that $y(t)$ satisfies 4.3 one deduces from 4.10 the following identity

$$
\begin{align*}
g^{\prime}(t)= & \Phi\left[\frac{d}{d t} e^{-t A} y_{0}\right]+f(t) \Phi[z]+\int_{0}^{t} f(s) \Phi\left[\frac{\partial}{\partial t} e^{-(t-s) A} z\right] d s  \tag{4.11}\\
& +\Phi\left[\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right]
\end{align*}
$$

Rewriting 4.11 one obtains the following integral equation to be satisfied by $f$ :

$$
\begin{align*}
& f(t)+\chi \int_{0}^{t} f(s) \Phi\left[\frac{\partial}{\partial t} e^{-(t-s) A} z\right] d s \\
& =\chi g^{\prime}(t)-\chi \Phi\left[\frac{d}{d t} e^{-t A} y_{0}\right]-\chi \Phi\left[\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right] \tag{4.12}
\end{align*}
$$

where $\chi=\Phi[z]^{-1}$. Set

$$
\begin{gather*}
\kappa(t)=\chi \Phi\left[\frac{d}{d t} e^{-t A} z\right] \\
\psi(t)=\chi g^{\prime}(t)-\chi \Phi\left[\frac{d}{d t} e^{-t A} y_{0}\right]-\chi \Phi\left[\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right] \tag{4.13}
\end{gather*}
$$

Then 4.12 is rewritten as

$$
f(t)+\int_{0}^{t} \kappa(t-s) f(s) d s=\psi(t)
$$

or briefly

$$
\begin{equation*}
f+\kappa * f=\psi \tag{4.14}
\end{equation*}
$$

By (4.6) one has

$$
|\kappa(t)| \leq C_{0}|\chi|\|\Phi\| t^{(\beta-2+\theta) / \alpha}\|z\|_{(X, D(A))_{\theta, \infty}}
$$

In view of 3.5), 4.8) and 4.9 one observes that $\psi \in C([0, T] ; \mathbb{C})$. Let $r$ be the solution to the integral equation

$$
\kappa+r+r * \kappa=0
$$

This equation is solved by successive approximations, and the solution $r$ satisfies

$$
\kappa+r+\kappa * r=0, \quad|r(t)| \leq C_{2} t^{(\beta-2+\theta) / \alpha}, \quad C_{2}>0
$$

The integral equation 4.14) admits a unique solution $f \in C([0, T] ; \mathbb{C})$ given by $f=\psi+r * \psi$, or

$$
\begin{equation*}
f(t)=\psi(t)+\int_{0}^{t} r(t-s) \psi(s) d s \tag{4.15}
\end{equation*}
$$

It is easy to verify that if we define $y$ by 4.5) with $f$ given by 4.15), the pair $(y, f)$ satisfies (4.1) and 4.2. From 4.10) and 4.11) it follows that

$$
g^{\prime}(t)=\Phi\left[\frac{d}{d t} y(t)\right]=\frac{d}{d t} \Phi[y(t)]
$$

From this equality and the compatibility condition $\Phi\left[y_{0}\right]=g(0) 4.3$ follows. Since $f(\cdot) z+h \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)$, the assertion 4.4 follows from Theorem 3.1.

Theorem 4.2. Suppose that $\alpha+\beta>3 / 2,2(2-\alpha-\beta)<\theta<1, y_{0} \in D(A)$, $A y_{0} \cap \widetilde{X}_{A}^{\theta} \neq \emptyset, z \in \widetilde{X}_{A}^{\theta}, \lim _{t \rightarrow 0} e^{-t A} z=z, g \in C^{1}([0, T] ; \mathbb{C}), \Phi \in X^{*}, \Phi\left[y_{0}\right]=$ $g(0), \Phi[z] \neq 0, h \in C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right), \lim _{\tau \rightarrow 0} e^{-\tau A} h(t)=h(t)$ for every $t \in[0, T]$. Then problem (4.1)-(4.3) admits a unique solution $y$ such that $y \in$ $C^{1}([0, T] ; X)$ and

$$
y^{\prime}-f \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right)
$$

Proof. Supposing that $f \in C([0, T] ; X)$ is known, define the function $y$ by 4.5). Let $\phi \in A y_{0} \cap \widetilde{X}_{A}^{\theta}$. Then in view of Lemma 2.5.

$$
\frac{d}{d t} e^{-t A} y_{0}=\frac{d}{d t} e^{-t A} A^{-1} \phi=-e^{-t A} \phi
$$

converges as $t \rightarrow 0$. Hence

$$
\begin{equation*}
\text { the function } t \mapsto \frac{d}{d t} e^{-t A} y_{0} \text { belongs to } C([0, T] ; X) \text {. } \tag{4.16}
\end{equation*}
$$

By the definition of $\tilde{X}_{A}^{\theta}$ one has

$$
\begin{equation*}
\left\|\frac{d}{d t} e^{-t A} z\right\|_{X} \leq t^{(\beta-2+\theta) / \alpha}|z|_{\widetilde{X}_{A}^{\theta}} . \tag{4.17}
\end{equation*}
$$

Hence using the assumption $\lim _{t \rightarrow 0} e^{-t A} z=z$ one observes that $\int_{0}^{t} f(s) e^{-(t-s) A} z d s$ is differentiable and (4.7) holds. According to the proof of Theorem 3.2 (cf. (3.30p) $\int_{0}^{t} e^{-(t-s) A} h(s) d s$ is differentiable, and equality 4.8) and the inequality

$$
\begin{equation*}
\left\|\int_{0}^{t} \frac{\partial}{\partial t} e^{-(t-s) A} h(s) d s\right\|_{X} \leq \frac{t^{(\alpha+\beta-2+\theta) / \alpha}}{(\alpha+\beta-2+\theta) / \alpha}\|h\|_{B\left(0, T ; \widetilde{X}_{A}^{\theta}\right)} \tag{4.18}
\end{equation*}
$$

holds. Hence $y$ is differentiable and 4.10 holds. Assuming that $y(t)$ satisfies 4.3) one deduces $(4.14)$ from $\sqrt{4.10}$ as in the proof of Theorem 4.1 where $\kappa$ and $\psi$ are functions defined by (4.13). By virtue of (4.17) one has

$$
|\kappa(t)| \leq|\chi|\|\Phi\|_{X^{*}} t^{(\beta-2+\theta) / \alpha}|z|_{\widetilde{X}_{A}^{\theta}} .
$$

In view of 4.16, 4.8) and 4.18) one observes $\psi \in C([0, T] ; \mathbb{C})$. The remaining part of the proof is the same as that of Theorem 4.1.

## 5. Equations with several unknown scalar functions

In this section we consider the problem consisting of recovering several unknown scalar functions $f_{1}, \ldots, f_{n}$ and a vector function $y$ such that

$$
\begin{gather*}
\frac{d}{d t} y(t)+A y(t) \ni \sum_{j=1}^{n} f_{j}(t) z_{j}+h(t), \quad t \in[0, T]  \tag{5.1}\\
y(0)=y_{0} \tag{5.2}
\end{gather*}
$$

$$
\begin{equation*}
\Phi_{j}[y(t)]=g_{j}(t), \quad j=1, \ldots, n, \quad t \in[0, T] . \tag{5.3}
\end{equation*}
$$

Theorem 5.1. Suppose $2 \alpha+\beta+\theta>3$, $y_{0} \in D(A), A y_{0} \cap(X, D(A))_{\theta, \infty} \neq \emptyset$, $z_{j} \in(X, D(A))_{\theta, \infty}, j=1, \ldots, n, h \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right), g_{j} \in$ $C^{1}([0, T] ; \mathbb{C}), \Phi_{j} \in X^{*}, \Phi_{j}\left[y_{0}\right]=g_{j}(0), j=1, \ldots, n$, and

$$
\operatorname{det}\left(\begin{array}{ccc}
\Phi_{1}\left[z_{1}\right] & \ldots & \Phi_{1}\left[z_{n}\right]  \tag{5.4}\\
\ldots & & \ldots \\
\Phi_{n}\left[z_{1}\right] & \ldots & \Phi_{n}\left[z_{n}\right]
\end{array}\right) \neq 0
$$

Then, problem 5.1-5.3 admits a unique solution $\left(y, f_{1}, \ldots, f_{n}\right)$ such that

$$
\begin{gather*}
y \in C^{1}([0, T] ; X), \quad f_{1}, \ldots, f_{n} \in C([0, T] ; \mathbb{C}) \\
y^{\prime}-\sum_{j=1}^{n} f_{j}(\cdot) z_{j}-h \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) \tag{5.5}
\end{gather*}
$$

The proof is performed in parallel to the proof of Theorem 4.1. If $f_{1}, \ldots, f_{n} \in$ $C([0, T] ; \mathbb{C})$ are known, $y$ is given by

$$
y(t)=e^{-t A} y_{0}+\int_{0}^{t} \sum_{j=1}^{n} f_{j}(s) e^{-(t-s) A} z_{j} d s+\int_{0}^{t} e^{-(t-s) A} h(s) d s
$$

Just as the proof of 4.10 one deduces from this equality

$$
\begin{align*}
y^{\prime}(t)= & \frac{d}{d t} e^{-t A} y_{0}+\sum_{j=1}^{n} f_{j}(t) z_{j}  \tag{5.6}\\
& +\int_{0}^{t} \sum_{j=1}^{n} f_{j}(s) D_{t} e^{-(t-s) A} z_{j} d s+\frac{d}{d t} \int_{0}^{t} e^{-(t-s) A} h(s) d s
\end{align*}
$$

It follows from (5.3) and (5.6) that

$$
\begin{aligned}
g_{i}^{\prime}(t)= & \Phi_{i}\left[y^{\prime}(t)\right] \\
= & \Phi_{i}\left[D_{t} e^{-t A} y_{0}\right]+\sum_{j=1}^{n} f_{j}(t) \Phi_{i}\left[z_{j}\right]+\int_{0}^{t} \sum_{j=1}^{n} f_{j}(s) \Phi_{i}\left[D_{t} e^{-(t-s) A} z_{j}\right] d s \\
& +\Phi_{i}\left[D_{t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right]
\end{aligned}
$$

This is rewritten as

$$
\begin{align*}
&\left(\begin{array}{ccc}
\Phi_{1}\left[z_{1}\right] & \ldots & \Phi_{1}\left[z_{n}\right] \\
\ldots & & \ldots \\
\Phi_{n}\left[z_{1}\right] & \ldots & \Phi_{n}\left[z_{n}\right]
\end{array}\right)\left(\begin{array}{c}
f_{1}(t) \\
\ldots \\
f_{n}(t)
\end{array}\right) \\
&=\left(\begin{array}{c}
g_{1}^{\prime}(t)-\Phi_{1}\left[D_{t} e^{-t A} y_{0}\right]-\Phi_{1}\left[D_{t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right] \\
\ldots \\
g_{n}^{\prime}(t)-\Phi_{n}\left[D_{t} e^{-t A} y_{0}\right]-\Phi_{n}\left[D_{t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right]
\end{array}\right)  \tag{5.7}\\
& \int_{0}^{t}\left(\begin{array}{ccc}
\Phi_{1}\left[D_{t} e^{-(t-s) A} z_{1}\right] & \ldots & \Phi_{1}\left[D_{t} e^{-(t-s) A} z_{n}\right] \\
\ldots & \ldots \\
\Phi_{n}\left[D_{t} e^{-(t-s) A} z_{1}\right] & \ldots & \Phi_{n}\left[D_{t} e^{-(t-s) A} z_{n}\right]
\end{array}\right)\left(\begin{array}{c}
f_{1}(s) \\
\ldots \\
f_{n}(s)
\end{array}\right) d s
\end{align*}
$$

Set

$$
\mathcal{A}=\left(\begin{array}{ccc}
\Phi_{1}\left[z_{1}\right] & \ldots & \Phi_{1}\left[z_{n}\right] \\
\ldots & & \ldots \\
\Phi_{n}\left[z_{1}\right] & \ldots & \Phi_{n}\left[z_{n}\right]
\end{array}\right)
$$

Then by assumption (5.4), $\mathcal{A}^{-1}$ exists. Set

$$
\begin{gathered}
\Phi(t)=\mathcal{A}^{-1}\left(\begin{array}{cc}
g_{1}^{\prime}(t)-\Phi_{1}\left[D_{t} e^{-t A}\right. & \left.y_{0}\right]-\Phi_{1}\left[D_{t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right] \\
\ldots & \ldots \\
g_{n}^{\prime}(t)-\Phi_{n}\left[D_{t} e^{-t A}\right. & \left.y_{0}\right]-\Phi_{n}\left[D_{t} \int_{0}^{t} e^{-(t-s) A} h(s) d s\right]
\end{array}\right), \\
K(t)=\mathcal{A}^{-1}\left(\begin{array}{ccc}
\Phi_{1}\left[D_{t} e^{-t A} z_{1}\right] & \ldots & \Phi_{1}\left[D_{t} e^{-t A} z_{n}\right] \\
\ldots & \ldots \\
\Phi_{n}\left[D_{t} e^{-t A} z_{1}\right] & \ldots & \Phi_{n}\left[D_{t} e^{-t A} z_{n}\right]
\end{array}\right), \quad F(t)=\left(\begin{array}{c}
f_{1}(t) \\
\ldots \\
f_{n}(t)
\end{array}\right) .
\end{gathered}
$$

Tt follows from (5.7) that

$$
F(t)=\Phi(t)-\int_{0}^{t} K(t-s) F(s) d s
$$

Since

$$
\|K(t)\|_{\mathcal{L}\left(\mathbb{C}^{n}\right)} \leq C t^{(\beta-2+\theta) / \alpha}
$$

the remaining part of the proof is the same as that of Theorem 4.1. Analogously the following theorem is established.

Theorem 5.2. Suppose $2(2-\alpha-\beta)<\theta<1, y_{0} \in D(A), A y_{0} \cap \widetilde{X}_{A}^{\theta} \neq \emptyset$, $z_{j} \in \widetilde{X}_{A}^{\theta}, \lim _{t \rightarrow 0} e^{-t A} z_{j}=z_{j}, j=1, \ldots, n, h \in C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right)$, $\lim _{\tau \rightarrow 0} e^{-\tau A} h(t)=h(t)$ for every $t \in[0, T], g_{j} \in C^{1}([0, T] ; \mathbb{C}), \Phi_{j} \in X^{*}, \Phi_{j}\left[y_{0}\right]=$ $g_{j}(0), j=1, \ldots, n$, and

$$
\operatorname{det}\left(\begin{array}{ccc}
\Phi_{1}\left[z_{1}\right] & \ldots & \Phi_{1}\left[z_{n}\right] \\
\ldots & & \ldots \\
\Phi_{n}\left[z_{1}\right] & \ldots & \Phi_{n}\left[z_{n}\right]
\end{array}\right) \neq 0
$$

Then, problem (5.1)-5.3 admits a unique solution $\left(y, f_{1}, \ldots, f_{n}\right)$ such that

$$
\begin{gathered}
y \in C^{1}([0, T] ; X), \quad f_{1}, \ldots, f_{n} \in C([0, T] ; \mathbb{C}) \\
y^{\prime}-\sum_{j=1}^{n} f_{j}(\cdot) z_{j}-h \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right)
\end{gathered}
$$

6. Problems 1.6 and 1.7

Let $L$ and $M$ be two linear closed operators satisfying 1.8 and 1.9. Set $A=L M^{-1}$. Namely

$$
\begin{gather*}
D(A)=M D(L)=\{M u: u \in D(L)\} \\
A y=\{L u: y=M u, u \in D(L)\} \text { for } y \in D(A) \tag{6.1}
\end{gather*}
$$

It is shown in Favini and Yagi [6] that $A$ satisfies 1.2 and 1.3 . The graph-norm of $D(A)$ is defined by

$$
\|y\|_{D(A)}=\inf \left\{\|L u\|_{X}: y=M u, u \in D(L)\right\} \quad \text { for } \quad y \in D(A)
$$

Consider the problem

$$
\begin{equation*}
\frac{d}{d t} M u(t)+L u(t)=f(t), \quad t \in[0, T] \tag{6.2}
\end{equation*}
$$

$$
\begin{equation*}
M u(0)=M u_{0} \tag{6.3}
\end{equation*}
$$

Theorem 6.1. Suppose that $2 \alpha+\beta+\theta>3, u_{0} \in D(L), L u_{0} \in(X, D(A))_{\theta, \infty}$, $f \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right)$. Then problem 6.2 (6.3) admits a unique solution $u$ such that

$$
\begin{gather*}
M u \in C^{1}([0, T] ; X) \\
L u \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) \tag{6.4}
\end{gather*}
$$

Proof. Set $y_{0}=M u_{0}$. Then $y_{0} \in D(A)$, and $A y_{0} \cap(X, D(A))_{\theta, \infty}$ is not empty, since it contains $L u_{0}$. In view of Theorem 3.1 there exists a solution $y$ to (1.1), $A$ being defined by 6.1. Set $u(t)=L^{-1}\left(f(t)-y^{\prime}(t)\right)$. Then

$$
\begin{equation*}
L u(t)=f(t)-y^{\prime}(t) \in A y(t)=L M^{-1} y(t) \tag{6.5}
\end{equation*}
$$

Since $L$ is bijective, it follows from (6.5) that $u(t) \in M^{-1} y(t)$, or $y(t)=M u(t)$. From the first equation of (6.5) equation (6.2) follows. It is obvious that $u$ satisfies 6.3.)

Analogously, using Theorem 3.2 instead of Theorem 3.1, the following theorem is obtained.

Theorem 6.2. Suppose that $\theta>2(2-\alpha-\beta), u_{0} \in D(L), L u_{0} \in \widetilde{X}_{A}^{\theta}, f \in$ $C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right), \lim _{\tau \rightarrow 0} e^{-\tau A} f(t)=f(t)$ for every $t \in[0, T]$. Then problem 6.2-6.3 admits a unique solution $u$ such that

$$
\begin{gather*}
M u \in C^{1}([0, T] ; X) \\
L u \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right) \tag{6.6}
\end{gather*}
$$

Next, consider the problem

$$
\begin{gather*}
\frac{d}{d t} M u(t)+L u(t)=\sum_{j=1}^{n} f_{j}(t) z_{j}+h(t), \quad t \in[0, T]  \tag{6.7}\\
M u(0)=M u_{0}  \tag{6.8}\\
\Phi_{j}[M u(t)]=g_{j}(t), \quad j=1, \ldots, n, \quad t \in[0, T] \tag{6.9}
\end{gather*}
$$

Theorem 6.3. Suppose $2 \alpha+\beta+\theta>3$, $u_{0} \in D(L)$, $L u_{0} \in(X, D(A))_{\theta, \infty}, z_{j} \in$ $(X, D(A))_{\theta, \infty}, j=1, \ldots, n, h \in C([0, T] ; X) \cap B\left([0, T] ;(X, D(A))_{\theta, \infty}\right), \Phi_{j} \in X^{*}$, $g_{j} \in C^{1}\left([0, T ; \mathbb{C}), \Phi_{j}\left[M u_{0}\right]=g_{j}(0), j=1, \ldots, n\right.$, and (5.4) holds. Then problem (6.7)-(6.9) admits a unique solution $\left(u, f_{1}, \ldots, f_{n}\right)$ such that

$$
\begin{gather*}
M u \in C^{1}([0, T] ; X), \quad f_{1}, \ldots, f_{n} \in C([0, T] ; \mathbb{C}) \\
L u \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) \tag{6.10}
\end{gather*}
$$

Proof. Let $\left(y, f_{1}, \ldots, f_{n}\right)$ be a solution to problem (5.1)-5.3) with $A$ defined by 6.1) and define a function $u$ by

$$
u(t)=L^{-1}\left[\sum_{j=1}^{n} f_{j}(t) z_{j}+h(t)-y^{\prime}(t)\right], \quad t \in[0, T]
$$

Then in view of (5.1)

$$
\begin{equation*}
L u(t)=\sum_{j=1}^{n} f_{j}(t) z_{j}+h(t)-y^{\prime}(t) \in A y(t)=L M^{-1} y(t) \tag{6.11}
\end{equation*}
$$

Since $L$ is injective, one gets $u(t) \in M^{-1} y(t)$. This implies

$$
\begin{equation*}
M u(t)=y(t) . \tag{6.12}
\end{equation*}
$$

The first equation in (6.11) and $\sqrt{6.12}$ imply $\sqrt{6.7}$ ). It is obvious that $(6.8)$ and $\sqrt{6.9}$ hold. From the first equation in (6.11) and the second equation in (5.5) it follows that

$$
L u=\sum_{j=1}^{n} f_{j}(\cdot) z_{j}+h-y^{\prime} \in C^{(2 \alpha+\beta-3+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+\beta-3+\theta) / \alpha}\right)
$$

Thus the regularity property 6.10 is proved.
The following theorem is analogously established.
Theorem 6.4. Suppose $\theta>2(2-\alpha-\beta)$, $u_{0} \in D(L), L u_{0} \in \widetilde{X}_{A}^{\theta}, z_{j} \in \widetilde{X}_{A}^{\theta}$, $\lim _{t \rightarrow 0} e^{-t A} z_{j}=z_{j}, j=1, \ldots, n, h \in C([0, T] ; X) \cap B\left([0, T] ; \widetilde{X}_{A}^{\theta}\right), \lim _{\tau \rightarrow 0} e^{-\tau A} h(t)$ $=h(t)$ for every $t \in[0, T], g_{j} \in C^{1}([0, T] ; \mathbb{C}), \Phi_{j} \in X^{*}, \Phi_{j}\left[M u_{0}\right]=g_{j}(0)$, $j=1, \ldots, n$, and 5.4 holds. Then, problem 6.7 6.9 admits a unique solution $\left(u, f_{1}, \ldots, f_{n}\right)$ such that

$$
\begin{gathered}
M u \in C^{1}([0, T] ; X), \quad f_{1}, \ldots, f_{n} \in C([0, T] ; \mathbb{C}) \\
L u \in C^{(2 \alpha+2 \beta-4+\theta) / \alpha}([0, T] ; X) \cap B\left([0, T] ; X_{A}^{(2 \alpha+2 \beta-4+\theta) / \alpha}\right)
\end{gathered}
$$

Remark 6.5. When $L$ is the realization in $L^{2}(\Omega)$ of a second order strongly elliptic linear differential operator $\mathcal{L}$ with the Dirichlet boundary condition in a bounded domain $\Omega$ and $M$ is the multiplication operator by a function belonging to $L^{\infty}(\Omega)$ one has $\alpha=1, \beta=1 / 2$. Hence the assumption $2 \alpha+\beta+\theta>3$ of Theorems 6.1 and 6.3 is not satisfied for $\theta=1 / 2$, and the assumption $\theta>2(2-\alpha-\beta)$ of Theorems 6.2 and 6.4 is not satisfied for $\theta \in(0,1)$. A treatment of this case is given in [7]. Furthermore, owing to the inclusion relations $D(\widetilde{A}) \subset L^{2}(\Omega)_{A}^{1 / 2} \subset$ $\left(L^{2}(\Omega), D(A)\right)_{1 / 2, \infty}$ the assumptions are described by using a clearer space $D(\widetilde{A})$ than $\widetilde{L}^{2}(\Omega)_{A}^{1 / 2},\left(L^{2}(\Omega), D(A)\right)_{1 / 2, \infty}$ in [7], where $\widetilde{A}=\widetilde{L} M^{-1}$ and $\widetilde{L}$ is the realization of $\mathcal{L}$ in $H^{-1}(\Omega)=H_{0}^{1}(\Omega)^{*}$.

## 7. Problems for systems

Let us consider the following inverse problem: Recover $y_{i}, f_{i j}, i=1, \ldots, n$, $j=1, \ldots, N$, such that

$$
\begin{gather*}
y_{1}^{\prime}=A_{1} y_{1}+B_{11} y_{1}+\cdots+B_{1 n} y_{n}+f_{11}(t) z_{1}+\cdots+f_{1 N}(t) z_{N}+h_{1}(t) \\
\cdots  \tag{7.1}\\
y_{n}^{\prime}=A_{n} y_{n}+B_{n 1} y_{1}+\cdots+B_{n n} y_{n}+f_{n 1}(t) z_{1}+\cdots+f_{n N}(t) z_{N}+h_{n}(t) \\
y_{1}(0)=y_{10}, \ldots, y_{n}(0)=y_{n 0}  \tag{7.2}\\
\Phi_{j}\left[y_{i}(t)\right]=g_{j i}(t), \quad i=1, \ldots, n ; j=1, \ldots, N \tag{7.3}
\end{gather*}
$$

Assume $0<\beta \leq \alpha \leq 1$ and $2 \alpha+\beta+\theta>3$. It is also assumed that for $i, j=1, \ldots, n$, $A_{i}$ and $B_{i j}$ satisfy

$$
\begin{gathered}
\left\|\left(\lambda-A_{i}\right)^{-1}\right\|_{\mathcal{L}(X)} \leq \frac{C}{(1+|\lambda|)^{\beta}} \quad \text { for } \lambda \in \Sigma_{\alpha}=\left\{\lambda i n \mathbb{C} ; \operatorname{Re} \lambda \geq-c(1+|\operatorname{Im} \lambda|)^{\alpha}\right\} \\
B_{i j} \in \mathcal{L}\left(D\left(A_{j}\right), X_{A_{i}}^{\theta}\right)
\end{gathered}
$$

Also assume that $y_{i 0} \in D\left(A_{i}\right), A_{i} y_{i 0} \in\left(X, D\left(A_{i}\right)\right)_{\theta, \infty}, z_{j} \in \cap_{k=1}^{n}\left(X, D\left(A_{k}\right)\right)_{\theta, \infty}$, $h_{i} \in C([0, T] ; X) \cap B\left([0, T] ;\left(X, D\left(A_{i}\right)\right)_{\theta, \infty}, g_{j i} \in C^{1}([0, T] ; \mathbb{C}), \Phi_{j} \in X^{*}, \Phi_{j}\left[y_{i 0}\right]=\right.$ $g_{j i}(0), i=1, \ldots, n, j=1, \ldots, N$. Set

$$
y=\left(\begin{array}{c}
y_{1} \\
\ldots \\
y_{n}
\end{array}\right), \quad A=\left(\begin{array}{cccc}
A_{1} & 0 & \ldots & 0 \\
\ldots & & & \ldots \\
0 & 0 & \ldots & A_{n}
\end{array}\right), \quad B=\left(\begin{array}{ccc}
B_{11} & \ldots & B_{1 n} \\
\ldots & & \ldots \\
B_{n 1} & \ldots & B_{n n}
\end{array}\right) .
$$

Then $A$ and $A+B$ generate infinitely differentiable semigroups in $X^{n}$. The system 7.1) is written as

$$
\begin{aligned}
y^{\prime}= & (A+B) y+f_{11}(t)\left(\begin{array}{c}
z_{1} \\
0 \\
\ldots \\
0
\end{array}\right)+f_{12}(t)\left(\begin{array}{c}
z_{2} \\
0 \\
\ldots \\
0
\end{array}\right)+\cdots+f_{1 N}(t)\left(\begin{array}{c}
z_{N} \\
0 \\
\ldots \\
0
\end{array}\right) \\
& +f_{21}(t)\left(\begin{array}{c}
0 \\
z_{1} \\
\ldots \\
0
\end{array}\right)+f_{22}(t)\left(\begin{array}{c}
0 \\
z_{2} \\
\ldots \\
0
\end{array}\right)+\cdots+f_{2 N}(t)\left(\begin{array}{c}
0 \\
z_{N} \\
\ldots \\
0
\end{array}\right)+\ldots \\
& +f_{n 1}(t)\left(\begin{array}{c}
0 \\
0 \\
\ldots \\
z_{1}
\end{array}\right)+f_{n 2}(t)\left(\begin{array}{c}
0 \\
0 \\
\ldots \\
z_{2}
\end{array}\right)+\cdots+f_{n N}(t)\left(\begin{array}{c}
0 \\
0 \\
\ldots \\
z_{N}
\end{array}\right)+\left(\begin{array}{c}
h_{1}(t) \\
h_{2}(t) \\
\ldots \\
h_{n}(t)
\end{array}\right) .
\end{aligned}
$$

Theorem 6.3 applies provided that

$$
\operatorname{det}\left(\begin{array}{ccc}
\Phi_{1}\left[z_{1}\right] & \ldots & \Phi_{1}\left[z_{N}\right] \\
\ldots & & \ldots \\
\Phi_{N}\left[z_{1}\right] & \ldots & \Phi_{N}\left[z_{N}\right]
\end{array}\right) \neq 0 .
$$

Indeed, the further information reduces to the $N$ linear systems in the unknowns $f_{i 1}, \ldots, f_{i N}, i=1, \ldots, n$, whose determinant is just the indicated above. Identification problem (7.1) - (7.3) admits a unique solution $y=\left(y_{1}, \ldots, y_{n}\right)^{t}, f_{i j}, i=1, \ldots, n$, $j=1, \ldots, N$ such that

$$
\begin{aligned}
& y \in C^{1}\left([0, T] ; X^{n}\right), \quad f_{i j} \in C^{1}([0, T] ; \mathbb{C}), \quad i=1, \ldots, n, j=1, \ldots, N, \\
& (A+B) y \in C^{(2 \alpha+\beta-3+\theta) / \alpha}\left([0, T] ; X^{n}\right) \cap B\left([0, T] ; X_{A+B}^{(2 \alpha+\beta-3+\theta) / \alpha}\right) \\
& \subset C^{(2 \alpha+\beta-3+\theta) / \alpha}\left([0, T] ; X^{n}\right) \cap\left[B\left([0, T] ;\left(X, D\left(A_{1}\right)\right)_{(2 \alpha+\beta-3+\theta) / \alpha, \infty}\right)\right. \\
& \times \cdots \times B\left([0, T] ;\left(X, D\left(A_{n}\right)\right)_{(2 \alpha+\beta-3+\theta) / \alpha, \infty)}\right) .
\end{aligned}
$$

Example. Let us consider the inverse problem

$$
\begin{gather*}
\frac{d}{d t}(A+1) y+A y=\int_{0}^{t} k(t-s) A y(s) d s+f(t) z+h(t), \quad 0 \leq t \leq T  \tag{7.4}\\
\quad(A+1) y(0)=(A+1) y_{0}  \tag{7.5}\\
\Phi[(A+1) y(t)]=\Phi[g(t)], \quad 0 \leq t \leq T \tag{7.6}
\end{gather*}
$$

We suppose that -1 is a simple pole for the resolvent of $A$, i.e. $(A+1+\lambda)^{-1}$ exists for $0<|\lambda| \leq \varepsilon$ and

$$
\left\|(A+1+\lambda)^{-1}\right\|_{\mathcal{L}(X)} \leq \frac{C}{|\lambda|}
$$

A change of variable $y(t)=e^{\kappa t} x(t)$ transforms equation (7.4) into

$$
\begin{aligned}
& \frac{d}{d t}(A+1) x(t)+\kappa(A+1) x(t)+A x(t) \\
& =\int_{0}^{t} k(t-s) e^{-\kappa(t-s)} A x(s) d s+f_{1}(t) z+e^{-\kappa t} h(t)
\end{aligned}
$$

where $f_{1}(t)=e^{-\kappa t} f(t)$. Now

$$
\begin{aligned}
& \lambda(A+1)+\kappa(A+1)+A=(\lambda+\kappa+1) A+\lambda+\kappa \\
& =(\lambda+\kappa+1)\left(A+\frac{\lambda+\kappa}{\lambda+\kappa+1}\right)=(\lambda+\kappa+1)\left(A+1-\frac{1}{\lambda+\kappa+1}\right)
\end{aligned}
$$

Hence if $0<|\lambda+\kappa+1|^{-1}<\varepsilon$, i.e. $|\lambda+\kappa+1|>\varepsilon^{-1}, \lambda(A+1)+\kappa(A+1)+A$ has a bounded inverse. Take $\kappa$ so large that $\kappa+1>\varepsilon^{-1}$. Then $\left(A+1-\frac{1}{\lambda+\kappa+1}\right)^{-1} \in \mathcal{L}(X)$ exists for $\lambda \in \mathbb{C} \backslash S\left(-1-\kappa, \varepsilon^{-1}\right)$ and

$$
\begin{aligned}
& (A+1)(\lambda(A+1)+\kappa(A+1)+A)^{-1} \\
& =(A+1)(\lambda+\kappa+1)^{-1}\left(A+1-\frac{1}{\lambda+\kappa+1}\right)^{-1} \\
& =(\lambda+\kappa+1)^{-1}\left\{1+\frac{1}{\lambda+\kappa+1}\left(A+1-\frac{1}{\lambda+\kappa+1}\right)^{-1}\right\}
\end{aligned}
$$

so that

$$
\left\|(A+1)(\lambda(A+1)+\kappa(A+1)+A)^{-1}\right\|_{\mathcal{L}(X)} \leq C|\lambda+\kappa+1|^{-1}
$$

for $|\lambda+\kappa+1|>\varepsilon^{-1}$. Hence the previous results (See also Favini and Tanabe [5]) apply for $\alpha=\beta=1$.

However, this pole case allows a better treatment. First of all the change of variable $y=e^{-t} x$ transforms the given problem (7.4-7.6) into

$$
\begin{gather*}
\frac{d}{d t}(A+1) x(t)-x(t)=\int_{0}^{t} k_{1}(t-s) A x(s) d s+f_{1}(t) z+h_{1}(t)  \tag{7.7}\\
(A+1) x(0)=(A+1) y_{0}  \tag{7.8}\\
\Phi[(A+1) x(t)]=g_{1}(t) \tag{7.9}
\end{gather*}
$$

where $k_{1}(t)=e^{t} k(t), f_{1}(t)=e^{t} f(t), h_{1}(t)=e^{t} h(t), g_{1}(t)=e^{t} g(t)$. If -1 is a simple pole for $(A-\lambda)^{-1}$, so that

$$
X=N(A+1) \oplus R(A+1)
$$

and $P$ denotes the projection onto $N(A+1)$, problem $\sqrt{7.7}-\sqrt{7.9}$ reduces to

$$
\begin{align*}
& \frac{d}{d t}(A+1)(1-P) x(t)-(1-P) x(t) \\
& =\int_{0}^{t} k_{1}(t-s) A(1-P) x(s) d s+f_{1}(t)(1-P) z+(1-P) h_{1}(t)  \tag{7.10}\\
& \quad(A+1)(1-P) x(0)=(A+1)(1-P) y_{0}  \tag{7.11}\\
& \quad \Phi[(A+1)(1-P) x(t)]=g_{1}(t)  \tag{7.12}\\
& -P x(t)=\int_{0}^{t} k_{1}(t-s) P(A+1-1) x(s) d s+f_{1}(t) P z+P h_{1}(t)  \tag{7.13}\\
& =-\int_{0}^{t} k_{1}(t-s) P x(s) d s+f_{1}(t) P z+P h_{1}(t)
\end{align*}
$$

Since the restriction of $A+1$ to $R(A+1)$ is boundedly invertible, the change of variable $(A+1)(1-P) x(t)=\xi(t)$ transforms 7.10-7.12 into

$$
\begin{gather*}
\frac{d}{d t} \xi(t)-R \xi(t)=\int_{0}^{t} k_{1}(t-s)[1-R] \xi(s) d s+f_{1}(t)(1-P) z+(1-P) h_{1}(t)  \tag{7.14}\\
\xi(0)=(A+1)(1-P) y_{0}  \tag{7.15}\\
\Phi[\xi(t)]=g_{1}(t) \tag{7.16}
\end{gather*}
$$

where $R$ indicates the inverse of the restriction of $A+1$ to $R(A+1)$. Therefore, if $k$ is continuous in $[0, T], \Phi[(1-P) z] \neq 0, h \in C([0, T] ; X),(1-P) y_{0} \in D(A)$, $g \in C^{1}([0, T] ; \mathbb{C})$, problem (7.14 (7.16) admits a unique strict solution $\left(\xi, f_{1}\right)$. Hence, we have a unique strict solution $\left((1-P) x, f_{1}\right)$ to 7.10 - 7.12). Since $f_{1}$ is now known, we only remain to solve integral equation (7.13), that is uniquely solvable. Notice that this improves the preceding result, since condition $\Phi[z] \neq 0$ is replaced by the weaker condition $\Phi[(1-P) z] \neq 0$.
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