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OSCILLATION OF ARBITRARY-ORDER DERIVATIVES OF
SOLUTIONS TO LINEAR DIFFERENTIAL EQUATIONS TAKING

SMALL FUNCTIONS IN THE UNIT DISC

PAN GONG, LI-PENG XIAO

Abstract. In this article, we study the relationship between solutions and
their derivatives of the differential equation

f ′′ + A(z)f ′ + B(z)f = F (z),

where A(z), B(z), F (z) are meromorphic functions of finite iterated p-order in

the unit disc. We obtain some oscillation theorems for f (j)(z) − ϕ(z), where

f is a solution and ϕ(z) is a small function.

1. Introduction and results

Throughout this paper, we assume that the reader is familiar with the funda-
mental results and the standard notations of the Nevanlinna’s value distribution
theory on the complex plane and in the unit disc ∆ = {z ∈ C : |z| < 1} (see
[11, 12, 15, 16, 19]). In addition, we need to give some definitions and discus-
sions. Firstly, let us give two definitions about the degree of small growth order of
functions in ∆ as polynomials on the complex plane C. There are many types of
definitions of small growth order of functions in ∆ (see [9, 10]).

Definition 1.1 ([9, 10]). Let f be a meromorphic function in ∆ , and

D(f) = lim sup
r→1−

T (r, f)
log 1

1−r
= b.

If b < ∞, then we say that f is of finite b degree (or is non-admissible). If b =
∞ , then we say that f is of infinite degree (or is admissible), both defined by
characteristic function T (r, f).

Definition 1.2 ([9, 10]). Let f be an analytic function in ∆ , and

DM (f) = lim sup
r→1−

log+M(r, f)
log 1

1−r
= a (or a =∞).

Then we say that f is a function of finite a degree (or of infinite degree) defined by
maximum modulus function M(r, f) = max|z|=r |f(z)|.
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For F ⊂ [0, 1), the upper and lower densities of F are defined by

dens4F = lim sup
r→1−

m(F ∩ [0, r))
m([0, r))

, dens4F = lim inf
r→1−

m(F ∩ [0, r))
m([0, r))

respectively, where m(G) =
∫
G

dt
1−t for G ⊂ [0, 1).

Now we give the definition of iterated order and growth index to classify generally
the functions of fast growth in ∆ as those in C, see [3, 14, 15]. Let us define induc-
tively, for r ∈ [0, 1), exp1 r = er and expp+1 r = exp(expp r), p ∈ N. We also define
for all r sufficiently large in (0, 1), log1 r = log r and logp+1 r = log(logp r), p ∈ N.
Moreover, we denote by exp0 r = r, log0 r = r, exp−1 r = log1 r, log−1 r = exp1 r.

Definition 1.3 ([4]). The iterated p-order of a meromorphic function f in ∆ is
defined by

ρp(f) = lim sup
r→1−

log+
p T (r, f)

log 1
1−r

(p ≥ 1).

For an analytic function f in ∆ , we also define

ρM,p(f) = lim sup
r→1−

log+
p+1M(r, f)
log 1

1−r
(p ≥ 1).

Remark 1.4. It follows by Tsuji [19] that if f is an analytic function in ∆, then

ρ1(f) ≤ ρM,1(f) ≤ ρ1(f) + 1.

However it follows by [15, Proposition 2.2.2] that

ρM,p(f) = ρp(f) (p ≥ 2).

Definition 1.5 ([4]). The growth index of the iterated order of a meromorphic
function f in ∆ is defined by

i(f) =


0, if f is non-admissible;
min{p ∈ N, ρp(f) <∞}, if f is admissible;
∞, if ρp(f) =∞ for all p ∈ N.

For an analytic function f in ∆, we also define

iM (f) =


0, if f is non-admissible;
min{p ∈ N, ρM,p(f) <∞}, if f is admissible;
∞, if ρM,p(f) =∞ for all p ∈ N.

Definition 1.6 ([5, 6]). Let f be a meromorphic function in ∆. Then the iterated
p-exponent of convergence of the sequence of zeros of f(z) is defined by

λp(f) = lim sup
r→1−

log+
p N(r, 1

f )

log 1
1−r

,

where N(r, 1
f ) is the integrated counting function of zeros of f(z) in {z ∈ C : |z| ≤

r}. Similarly, the iterated p-exponent of convergence of the sequence of distinct
zeros of f(z) is defined by

λp(f) = lim sup
r→1−

log+
p N(r, 1

f )

log 1
1−r

,
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where N(r, 1
f ) is the integrated counting function of distinct zeros of f(z) in {z ∈

C : |z| ≤ r}.

Definition 1.7 ([7]). The growth index of the iterated convergence exponent of
the sequence of zeros of f(z) in ∆ is defined by

iλ(f) =


0, if N(r, 1

f ) = O(log 1
1−r );

min{p ∈ N, λp(f) <∞}, if some p ∈ N with λp(f) <∞;
∞, if λp(f) =∞ for all p ∈ N.

Similarly, the growth index of the iterated convergence exponent of the sequence of
distinct zeros of f(z) in ∆ is defined by

iλ(f) =


0, if N(r, 1

f ) = O(log 1
1−r );

min{p ∈ N, λp(f) <∞}, if some p ∈ N with λp(f) <∞;
∞, if λp(f) =∞ for all p ∈ N.

Definition 1.8 ([11]). For a ∈ C = C ∪ {∞}, the deficiency of f is defined by

δ(a, f) = 1− lim sup
r→1−

N(r, 1
f−a )

T (r, f)
,

provided f has unbounded characteristic.

The complex oscillation theory of solutions of linear differential equations in the
complex plane C was started by Bank and Laine in 1982. After their well known
work, many important results have been obtained on the growth and the complex
oscillation theory of solutions of linear differential equation in C. It arises naturally
an interesting subject of complex oscillation theory of differential equations in the
unit disc, which is more difficult to study than that in the complex plane, and there
exist some results (see [1, 2, 4, 5, 6, 7, 9, 10, 12, 13, 16, 18, 21]). Recently, Latreuch
and Beläıdi studied the oscillation problem of solutions and their derivatives of
second-order non-homogeneous linear differential equation

f ′′ +A(z)f ′ +B(z)f = F (z), (1.1)

where A(z), B(z) 6≡ 0 and F (z) 6≡ 0 are meromorphic functions of finite iterated
p-order in ∆. For some related papers in the complex plane on the usual order see,
[20]. Before we state their results we need to define the following:

Aj(z) = Aj−1(z)−
B′j−1(z)
Bj−1(z)

, (j = 1, 2, 3, . . . ) (1.2)

Bj(z) = A′j−1(z)−Aj−1(z)
B′j−1(z)
Bj−1(z)

+Bj−1(z) (j = 1, 2, 3, . . . ) (1.3)

Fj(z) = F ′j−1(z)− Fj−1(z)
B′j−1(z)
Bj−1(z)

, (j = 1, 2, 3, . . . ) (1.4)

where A0(z) = A(z), B0(z) = B(z) and F0(z) = F (z). Latreuch and Beläıdi
obtained the following results.

Theorem 1.9 ([17]). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be meromorphic functions
of finite iterated p-order in ∆ such that Bj(z) 6≡ 0 and Fj(z) 6≡ 0 (j = 1, 2, 3 . . . ).
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If f is a meromorphic solution in ∆ of (1.1) with ρp(f) = ∞ and ρp+1(f) = ρ,
then f satisfies

λp(f (j)) = λp(f (j)) = ρp(f) =∞ (j = 0, 1, 2, . . . )

λp+1(f (j)) = λp+1(f (j)) = ρp+1(f) = ρ (j = 0, 1, 2, . . . ).

Theorem 1.10 ([17]). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be meromorphic functions
in ∆ with finite iterated p-order such that Bj(z) 6≡ 0 and Fj(z) 6≡ 0 (j = 1, 2, 3 . . . ).
If f is a meromorphic solution in ∆ of (1.1) with

ρp(f) > max{ρp(A), ρp(B), ρp(F )},
then

λp(f (j)) = λp(f (j)) = ρp(f) (j = 0, 1, 2, . . . ).

Theorem 1.11 ([17]). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be analytic functions in
∆ with finite iterated p-order such that β = ρp(B) > max{ρp(A), ρp(F )}. Then all
nontrivial solutions of (1.1) satisfy

ρp(B) ≤ λp+1(f (j)) = λp+1(f (j)) = ρp+1(f) ≤ ρM,p(B) (j = 0, 1, 2, . . . )

with at most one possible exceptional solution f0 such that

ρp+1(f0) < ρp(B).

Theorem 1.12 ([17]). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be meromorphic functions
in ∆ with finite iterated p-order such that σp(B) > max{σp(A), σp(F )}. If f is a
meromorphic solution in ∆ of (1.1) with ρp(f) = ∞ and ρp+1(f) = ρ, then f
satisfies

λp(f (j)) = λp(f (j)) = ρp(f) =∞ (j = 0, 1, 2, . . . )

λp+1(f (j)) = λp+1(f (j)) = ρp+1(f) = ρ (j = 0, 1, 2, . . . ),

where

σp(f) = lim sup
r→1−

logpm(r, f)
log 1

1−r
.

In this article, we continue to study the oscillation problem of solutions and their
derivatives of second order non-homogeneous linear differential equation of (1.1).
Let ϕ(z) be a meromorphic function in ∆ with finite iterated p-order ρp(ϕ) < ∞.
We need to define the notation

Dj = Fj − (ϕ′′ +Ajϕ
′ +Bjϕ), (j = 0, 1, 2, . . . ) (1.5)

where Aj(z), Bj(z), Fj(z) are defined in (1.2)–(1.4). We obtain the following results.

Theorem 1.13. Let ϕ(z) be a meromorphic function in ∆ with ρp(ϕ) < ∞. Let
A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be meromorphic functions of finite iterated p-order
in ∆ such that Bj(z) 6≡ 0 and Dj(z) 6≡ 0 (j = 0, 1, 2, . . . ).

(a) If f is a meromorphic solution in ∆ of (1.1) with ρp(f) =∞ and ρp+1(f) =
ρ <∞ , then f satisfies

λp(f (j) − ϕ) = λp(f (j) − ϕ) = ρp(f) =∞ (j = 0, 1, 2, . . . ),

λp+1(f (j) − ϕ) = λp+1(f (j) − ϕ) = ρp+1(f) = ρ (j = 0, 1, 2, . . . ).

(b) If f is a meromorphic solution in ∆ of (1.1) with

max{ρp(A), ρp(B), ρp(F ), ρp(ϕ)} < ρp(f) <∞,
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then
λp(f (j) − ϕ) = λp(f (j) − ϕ) = ρp(f) (j = 0, 1, 2, . . . ).

Next, we give some sufficient conditions on the coefficients which guarantee
Bj(z) 6≡ 0 and Dj(z) 6≡ 0 (j = 1, 2, . . . ), and we obtain

Theorem 1.14. Let ϕ(z) be an analytic function in ∆ with ρp(ϕ) <∞ and be not
a solution of (1.1). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be analytic functions in ∆
with finite iterated p-order such that β = ρp(B) > max{ρp(A), ρp(F ), ρp(ϕ)} and
ρM,p(A) ≤ ρM,p(B). Then all nontrivial solutions of (1.1) satisfy

ρp(B) ≤ λp+1(f (j) − ϕ) = λp+1(f (j) − ϕ) = ρp+1(f) ≤ ρM,p(B) (j = 0, 1, 2, . . . )

with at most one possible exceptional solution f0 such that

ρp+1(f0) < ρp(B).

Theorem 1.15. Let ϕ(z) be a meromorphic function in ∆ with ρp(ϕ) <∞ and be
not a solution of (1.1). Let A(z), B(z) 6≡ 0 and F (z) 6≡ 0 be meromorphic functions
in ∆ with finite iterated p-order such that ρp(B) > max{ρp(A), ρp(F ), ρp(ϕ)} and
δ(∞, B) > 0. If f is a meromorphic solution in ∆ of (1.1) with ρp(f) = ∞ and
ρp+1(f) = ρ, then f satisfies

λp(f (j) − ϕ) = λp(f (j) − ϕ) = ρp(f) =∞ (j = 0, 1, 2, . . . ),

λp+1(f (j) − ϕ) = λp+1(f (j) − ϕ) = ρp+1(f) = ρ (j = 0, 1, 2, . . . ).

2. Preliminary Lammas

Lemma 2.1 ([2]). Let f(z) be a meromorphic function in the unit disc for which
i(f) = p ≥ 1 and ρp(f) = β <∞ and let k ∈ N. Then for any ε > 0,

m
(
r,
f (k)

f

)
= O

(
expp−2

( 1
1− r

)β+ε
)

for all r outside a set E1 ⊂ [0, 1) with
∫
E1

dr
1−r <∞.

Lemma 2.2 ([6]). Let A0, A1, . . . , Ak−1, F 6≡ 0 be meromorphic functions in ∆ ,
and let f be a meromorphic solution of the differential equation

f (k) +Ak−1(z)f (k−1) + · · ·+A0(z)f = F (z) (2.1)

such that i(f) = p(0 < p <∞). If either

max{i(Aj) (j = 0, 1, . . . , k − 1), i(F )} < p

or
max{ρp(Aj) (j = 0, 1, . . . , k − 1), ρp(F )} < ρp(f),

then

iλ(f) = iλ(f) = i(f) = p,

λp(f) = λp(f) = ρp(f).

Lemma 2.3 ([17]). Let A0, A1, . . . , Ak−1, F 6≡ 0 be finite iterated p-order meromor-
phic functions in the unit disc ∆. If f is a meromorphic solution with ρp(f) =∞
and ρp+1(f) = ρ <∞ of equation (2.1), then

λp(f) = λp(f) = ρp(f) =∞,
λp+1(f) = λp+1(f) = ρp+1(f) = ρ.
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Lemma 2.4. Let ϕ,A0, A1, . . . , Ak−1, F 6≡ 0 be finite iterated p-order meromorphic
functions in the unit disc ∆ such that

F − ϕ(k) −Ak−1ϕ
(k−1) − · · · −A1ϕ

′ −A0ϕ 6≡ 0.

If f is a meromorphic solution with ρp(f) = ∞ and ρp+1(f) = ρ < ∞ of equation
(2.1), then

λp(f − ϕ) = λp(f − ϕ) = ρp(f) =∞,
λp+1(f − ϕ) = λp+1(f − ϕ) = ρp+1(f) = ρ.

Proof. Suppose that g = f − ϕ, we obtain f = g + ϕ, then from (2.1) we have

g(k) +Ak−1g
(k−1) + · · ·+A1g

′+A0g = F −ϕ(k)−Ak−1ϕ
(k−1)− · · · −A1ϕ

′−A0ϕ.

Since ρp(f − ϕ) = ∞ and ρp+1(f − ϕ) = ρ < ∞, then by using Lemma 2.3 we
obtain

λp(f − ϕ) = λp(f − ϕ) = ρp(f) =∞,
λp+1(f − ϕ) = λp+1(f − ϕ) = ρp+1(f) = ρ.

�

Lemma 2.5 ([6]). Let p ∈ N, and assume that the coefficients A0, . . . , Ak−1 and
F 6≡ 0 are analytic in ∆ and ρp(Aj) < ρp(A0) for all j = 1, . . . , k − 1. Let
αM = max{ρM,p(Aj) : j = 0, . . . , k− 1}. If ρM,p+1(F ) < ρp(A0), then all solutions
f of (2.1) satisfy

ρp(A0) ≤ λp+1(f) = λp+1(f) = ρM,p+1(f) ≤ αM ,
with at most one exception f0 satisfying ρM,p+1(f0) < ρp(A0).

By a similar reasoning as Lemma 2.4 and by using Lemma 2.5, we can obtain
the following lemma.

Lemma 2.6. Let p ∈ N, ϕ be finite iterated p-order analytic functions in the
unit disc ∆ and assume that the coefficients A0, . . . , Ak−1 ,F 6≡ 0 and F − ϕ(k) −
Ak−1ϕ

(k−1) − · · · −A1ϕ
′ −A0ϕ 6≡ 0 are analytic in ∆ and ρp(Aj) < ρp(A0) for all

j = 1, . . . , k− 1. Let αM = max{ρM,p(Aj) : j = 0, . . . , k− 1). If ρM,p+1(F −ϕ(k)−
Ak−1ϕ

(k−1) − · · · −A1ϕ
′ −A0ϕ) < ρp(A0), then all solutions f of (2.1) satisfy

ρp(A0) ≤ λp+1(f − ϕ) = λp+1(f − ϕ) = ρM,p+1(f) ≤ αM ,
with at most one exception f0 satisfying ρM,p+1(f0) < ρp(A0).

Lemma 2.7. Let ϕ, A0, . . . , Ak−1, F 6≡ 0 be meromorphic functions in the unit
disc ∆ such that F − ϕ(k) − Ak−1ϕ

(k−1) − · · · − A1ϕ
′ − A0ϕ 6≡ 0 , and let f be a

meromorphic solution of the differential equation of (2.1), such that i(f) = p(0 <
p <∞). If either

max{i(Aj) : (j = 0, 1, . . . , k − 1), i(F ), i(ϕ)} < p

or
max{ρp(Aj) : (j = 0, 1, . . . , k − 1), ρp(F ), ρp(ϕ)} < ρp(f),

then

iλ(f − ϕ) = iλ(f − ϕ) = i(f) = p,

λp(f − ϕ) = λp(f − ϕ) = ρp(f).
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The proof of the above lemma follows a similar reasoning as in Lemmas 2.4 and
2.2.

3. Proofs of theorems

Proof of Theorem 1.13. (a) For the proof, we use the principle of mathematical
induction. Since D0 = F − (ϕ′′ + Aϕ′ + Bϕ) 6≡ 0, then by using Lemma 2.4, we
have

λp(f − ϕ) = λp(f − ϕ) = ρp(f) =∞,
λp+1(f − ϕ) = λp+1(f − ϕ) = ρp+1(f) = ρ.

Since B(z) 6≡ 0, dividing both sides of (1.1) by B, we obtain

1
B
f ′′ +

A

B
f ′ + f =

F

B
. (3.1)

Differentiating both sides of (3.1), we have

1
B
f (3) +

(( 1
B

)′ + A

B

)
f ′′ +

((A
B

)′ + 1
)
f ′ =

(F
B

)′
. (3.2)

Multiplying (3.2) by B, we obtain

f (3) +A1f
′′ +B1f

′ = F1, (3.3)

where

A1 = A− B′

B
, B1 = A′ −AB

′

B
+B, F1 = F ′ − F B

′

B
.

Since A1, B1 and F1 are meromorphic functions with finite iterated p-order, and
D1 = F1 − (ϕ′′ +A1ϕ

′ +B1ϕ) 6≡ 0, then using Lemma 2.4, we obtain

λp(f ′ − ϕ) = λp(f ′ − ϕ) = ρp(f) =∞,
λp+1(f ′ − ϕ) = λp+1(f ′ − ϕ) = ρp+1(f) = ρ.

Since B1(z) 6≡ 0, dividing now both sides of (3.3) by B1, we obtain

1
B1

f (3) +
A1

B1
f ′′ + f ′ =

F1

B1
. (3.4)

Differentiating both sides of equation (3.4) and multiplying by B1, we obtain

f (4) +A2f
(3) +B2f

′′ = F2, (3.5)

where A2, B2, F2 are meromorphic functions defined in (1.2)-(1.4). Since D2 =
F2 − (ϕ′′ +A2ϕ

′ +B2ϕ) 6≡ 0, by using Lemma 2.4 again, we obtain

λp(f ′′ − ϕ) = λp(f ′′ − ϕ) = ρp(f) =∞,
λp+1(f ′′ − ϕ) = λp+1(f ′′ − ϕ) = ρp+1(f) = ρ.

Suppose now that

λp(f (k) − ϕ) = λp(f (k) − ϕ) = ρp(f) =∞, (3.6)

λp+1(f (k) − ϕ) = λp+1(f (k) − ϕ) = ρp+1(f) = ρ (3.7)

for all k = 0, 1, 2, . . . , j − 1, and we prove that (3.6) and (3.7) are true for k = j.
By the same procedure as before, we can obtain

f (j+2) +Ajf
(j+1) +Bjf

(j) = Fj , (3.8)
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where Aj , Bj and Fj are meromorphic functions defined in (1.2)-(1.4). Since Dj =
Fj − (ϕ′′ +Ajϕ

′ +Bjϕ) 6≡ 0, by using Lemma 2.4, we obtain

λp(f (j) − ϕ) = λp(f (j) − ϕ) = ρp(f) =∞,

λp+1(f (j) − ϕ) = λp+1(f (j) − ϕ) = ρp+1(f) = ρ.

(b) Since D0 = F−(ϕ′′+Aϕ′+Bϕ) 6≡ 0, and max{ρp(A), ρp(B), ρp(F ), ρp(ϕ)} <
ρp(f) <∞, then by using Lemma 2.7 we have

λp(f − ϕ) = λp(f − ϕ) = ρp(f).

By (a), we have (3.3) and max{ρp(A1), ρp(B1), ρp(F1), ρp(ϕ)} < ρp(f) <∞. Since
D1 6≡ 0, then by using Lemma 2.7 we obtain

λp(f ′ − ϕ) = λp(f ′ − ϕ) = ρp(f).

By (a), we have (3.5) and max{ρp(A2), ρp(B2), ρp(F2), ρp(ϕ)} < ρp(f) <∞. Since
D2 6≡ 0, then by using Lemma 2.7 we obtain

λp(f ′′ − ϕ) = λp(f ′′ − ϕ) = ρp(f).

Suppose now that
λp(f (k) − ϕ) = λp(f (k) − ϕ) = ρp(f) (3.9)

for all k = 0, 1, 2, . . . , j − 1, and we prove that (3.9) is true for k = j. By (a) we
have (3.8) and max{ρp(Aj), ρp(Bj), ρp(Fj), ρp(ϕ)} < ρp(f) < ∞. Since Dj 6≡ 0,
then by using Lemma 2.7 we obtain

λp(f (j) − ϕ) = λp(f (j) − ϕ) = ρp(f),

The proof is complete. �

Proof of Theorem 1.14. Since F − (ϕ′′ +Aϕ′ +Bϕ) 6≡ 0, ρM,p+1(F − (ϕ′′ +Aϕ′ +
Bϕ)) < ρp(B). By Lemma 2.6, all nontrivial solutions of (1.1) satisfy

ρp(B) ≤ λp+1(f − ϕ) = λp+1(f − ϕ) = ρp+1(f) ≤ ρM,p(B)

with at most one possible exceptional solution f0 such that ρp+1(f0) < ρp(B). By
using (1.2) and Lemma 2.1 we have for any ε > 0,

m(r,Aj) ≤ m(r,Aj−1) +O
(

expp−2

( 1
1− r

)β+ε
)

(β = ρp(Bj−1))

outside a set E1 ⊂ [0, 1) with
∫
E1

dr
1−r < ∞, for all j = 1, 2, 3, . . . , which we can

write as

m(r,Aj) ≤ m(r,A) +O
(

expp−2

( 1
1− r

)β+ε
)
. (3.10)

On the other hand, from (1.3), we have

Bj = Aj−1

(A′j−1

Aj−1
−
B′j−1

Bj−1

)
+Bj−1

= Aj−1

(A′j−1

Aj−1
−
B′j−1

Bj−1

)
+Aj−2

(A′j−2

Aj−2
−
B′j−2

Bj−2

)
+Bj−2

=
j−1∑
k=0

Ak

(A′k
Ak
− B′k
Bk

)
+B.

(3.11)
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Now we prove that Bj 6≡ 0 for all j = 1, 2, 3, . . . . For that we suppose there exists
j ∈ N such that Bj = 0. By (3.10) and (3.11) we have

T (r,B) = m(r,B) ≤
j−1∑
k=0

m(r,Ak) +O
(

expp−2

( 1
1− r

)β+ε
)

≤ jm(r,A) +O
(

expp−2

( 1
1− r

)β+ε
)

= jT (r,A) +O
(

expp−2

( 1
1− r

)β+ε
)
,

(3.12)

which implies the contradiction ρp(B) ≤ ρp(A). Hence Bj 6≡ 0 for all j = 1, 2, 3, . . . .
We prove that Dj 6≡ 0 for all j = 1, 2, 3, . . . . For that we suppose there exists j ∈ N
such that Dj = 0. We have Fj − (ϕ′′ +Ajϕ

′ +Bjϕ) = 0 from (1.5), which implies

Fj = ϕ
(ϕ′′
ϕ

+Aj
ϕ′

ϕ
+Bj

)
= ϕ

[ϕ′′
ϕ

+Aj
ϕ′

ϕ
+
j−1∑
k=0

Ak

(A′k
Ak
− B′k
Bk

)
+B

]
.

Here we suppose that ϕ(z) 6≡ 0, otherwise by Theorem 1.11 there is nothing to
prove. Therefore,

B =
Fj
ϕ
−
[ϕ′′
ϕ

+Aj
ϕ′

ϕ
+
j−1∑
k=0

Ak

(A′k
Ak
− B′k
Bk

)]
. (3.13)

On the other hand, from (1.4),

m(r, Fj) ≤ m(r, F ) +O
(

expp−2

( 1
1− r

)β+ε
)
. (j = 1, 2, 3, . . . ) (3.14)

By (3.10), (3.13), (3.14) and Lemma 2.1 we have

T (r,B) = m(r,B) ≤ m(r,
1
ϕ

) +m(r, F ) + (j + 1)m(r,A)

+O
(

expp−2

( 1
1− r

)β1+ε
)
,

(3.15)

where β1 is some non-negative constant, which implies the contradiction ρp(B) ≤
max{ρp(A), ρp(F ), ρp(ϕ)}. Hence Dj 6≡ 0 for all j = 1, 2, 3, . . . . Since Bj 6≡ 0,
Dj 6≡ 0 (j = 1, 2, 3, . . . ), then by Theorem 1.13 and Lemma 2.6 we have

ρp(B) ≤ λp+1(f (j) − ϕ) = λp+1(f (j) − ϕ) = ρp+1(f) ≤ ρM,p(B) (j = 0, 1, 2, . . . )

with at most one possible exceptional solution f0 such that ρp+1(f0) < ρp(B). �

Proof of Theorem 1.15. We need only to prove that Bj 6≡ 0 and Dj 6≡ 0 for all
j = 1, 2, 3, . . . . Then by Theorem 1.13 we can obtain Theorem 1.15. Consider the
assumption δ(∞, B) = δ > 0. Then for r → 1− we have

T (r,B) ≤ 2
δ
m(r,B). (3.16)
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Now we prove that Bj 6≡ 0 for all j = 1, 2, 3, . . . . For that we suppose there exists
j ∈ N such that Bj = 0. By (3.10), (3.11) and (3.16) we obtain

T (r,B) ≤ 2
δ
m(r,B) ≤ 2

δ

j−1∑
k=0

m(r,Ak) +
2
δ
O
(

expp−2

( 1
1− r

)β+ε
)

≤ 2
δ
jm(r,A) +

2
δ
O
(

expp−2

( 1
1− r

)β+ε
)

≤ 2
δ
jT (r,A) +

2
δ
O
(

expp−2

( 1
1− r

)β+ε
)
,

(3.17)

which implies the contradiction ρp(B) ≤ ρp(A). Hence Bj 6≡ 0 for all j = 1, 2, 3, . . . .
We prove that Dj 6≡ 0 for all j = 1, 2, 3, . . . . For that we suppose there exists j ∈ N
such that Dj = 0. If ϕ(z) 6≡ 0, then by (3.10), (3.13), (3.14), (3.16) and Lemma
2.1 we have

T (r,B) ≤ 2
δ
m(r,B)

≤ 2
δ

[
m(r,

1
ϕ

) +m(r, F ) + (j + 1)m(r,A) +O
(

expp−2

( 1
1− r

)β+ε
)]
,

(3.18)

which implies the contradiction ρp(B) ≤ max{ρp(A), ρp(F ), ρp(ϕ)}. If ϕ(z) ≡ 0,
Then from (1.4), (1.5), we have

F ′j−1 − Fj−1

B′j−1(z)
Bj−1(z)

= 0, (3.19)

which implies Fj−1(z) = cBj−1(z), where c is some constant. By (3.11) and (3.19),
we have

1
c
Fj−1 =

j−2∑
k=0

Ak

(A′k
Ak
− B′k
Bk

)
+B. (3.20)

On the other hand, from (1.4),

m(r, Fj−1) ≤ m(r, F ) +O
(

expp−2

( 1
1− r

)β+ε
)
. (3.21)

By (3.16), (3.20), (3.21) and Lemma 2.1, we have

T (r,B) ≤ 2
δ
m(r,B)

≤ 2
δ

j−2∑
k=0

m(r,Ak) +
2
δ
m(r, Fj−1) +O

(
expp−2

( 1
1− r

)β+ε
)

≤ 2
δ

(j − 1)T (r,A) +
2
δ
T (r, F ) +O

(
expp−2

( 1
1− r

)β+ε
)
,

(3.22)

which implies the contradiction ρp(B) ≤ max{ρp(A), ρp(F )}. Hence Dj 6≡ 0 for all
j = 1, 2, 3, . . . . By Theorem 1.13, we obtain Theorem 1.15. �
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[13] J. Heittokangas, R. Korhonen, J. Rättyä; Fast growing solutions of linear differential equa-

tions in the unit disc, Results Math. 49 (2006), no. 3-4, 265-278.
[14] L. Kinnunen; Linear differential equations with solutions of finite iterated order, Southeast

Asian Bull. Math., 22 (1998), no. 4, 385-405.

[15] I. Laine; Nevanlinna theory and complex differential equations, Walter de Gruyter, Berlin,
1993.

[16] I. Laine; Complex differential equations, Handbook of differential equations: ordinary differ-

ential equations, Vol. IV, 269-363, Handb. Differ. Equ., Elsevier/North-Holland, Amsterdam,
2008.
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