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COEXISTENCE OF STEADY STATE FOR A DIFFUSIVE
PREY-PREDATOR MODEL WITH HARVESTING

YAN LI

Abstract. In this article, we study a diffusive prey-predator model with mod-

ified Leslie-Gower term and Michaelis-Menten type prey harvesting, subject to

homogeneous Dirichlet boundary conditions. Treating the prey harvesting pa-
rameter as a bifurcation parameter, we obtain the existence, bifurcation and

stability of coexistence steady state solutions. We use the method of upper

and lower solutions, degree theory in cones, and bifurcation theory. The con-
clusions show the importance of prey harvesting in the model.

1. Introduction

In this article, we consider the following predator-prey model with modified
Leslie-Gower term and Michaelis-Menten type prey harvesting subject to homoge-
neous Dirichlet boundary conditions:

−∆u = u
(

1− u− αv

m+ u
− h

c+ u

)
, x ∈ Ω,

−∆v = ρv
(

1− βv

m+ u

)
, x ∈ Ω,

u = v = 0, x ∈ ∂Ω,

(1.1)

where u, v represent the densities of the prey and the predator respectively, Ω ⊂ Rn
is a bounded domain with smooth boundary ∂Ω, and the homogeneous Dirichlet
boundary condition means that the habitat Ω is surrounded by a hostile environ-
ment, parameters α, h, c, ρ, β,m are all positive, term βv

m+u is the modified Leslie-
Gower term, and h

c+u is the Michaelis-Menten type prey harvesting, that is, Holling
II type prey harvesting. In paper [1], the authors pointed that βv

u is called Leslie-
Gower term, and in the case of severe scarcity, the predator can switch over to
other populations but its growth will be limited by the fact that its most favorite
food u is not available in abundance. This situation can be taken care of by adding
a positive constant m to the denominator. For more background of this model, we
refer the readers to [5, 1].
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In [5], the authors considered the corresponding ODE model of (1.1), and did
the bifurcation analysis of ODE system, such as saddle-node, transcritical, Hopf-
Andronov and Bogdanov-Takens bifurcation. In [10], we considered the correspond-
ing PDE model of (1.1) with the homogeneous Neumann boundary condition, and
obtained many interesting results, including the local and global stability, Hopf bi-
furcation, and the existence and non-existence of non-constant positive steady state
solutions (namely, stationary pattern). For details, please refer to these references.

The corresponding dynamics of (1.1) is given by

ut −∆u = u
(

1− u− αv

m+ u
− h

c+ u

)
, (x, t) ∈ Ω× (0,∞),

vt −∆v = ρv
(

1− βv

m+ u

)
, (x, t) ∈ Ω× (0,∞),

u = v = 0, (x, t) ∈ ∂Ω× (0,∞),

u(x, 0) = u0(x) > 0, v(x, 0) = v0(x) > 0, x ∈ Ω.

(1.2)

Suppose that (u, v) is a coexistence solution of (1.1), that is, (u, v) satisfies (1.1)
in the classical sense and u, v > 0 in Ω. In this paper, we focus on the exis-
tence, bifurcation and stability of coexistence solutions of (1.1), and also derive
the asymptotic behaviors of (u(x, t), v(x, t)) of (1.2). For the existence of positive
solutions existence of elliptic equations with the homogeneous Dirichlet boundary
condition, there are several methods, such as the upper and lower solution method
[12, 14, 15], the degree method in cones [15], and the bifurcation method [15]. Many
researchers have studied the existence of positive solution of elliptic equations, see
[3, 4, 7, 8, 11, 13, 16]. As far as we know, there are little conclusions of the existence
of coexistence solutions of prey-predator model with prey harvesting.

The outline of this paper is as follows. In Section 2, by the upper and lower
solution method, we give the existence of coexistence solution of (1.1). And we
also obtain the dynamics of problem (1.2). By the degree theory and bifurcation
theory, we discuss the existence, bifurcation and stability of coexistence solution of
problem (1.1) in Section 3. Conclusion is given in Section 4.

2. Coexistence solutions - upper and lower solutions method

In this section, we obtain the existence of coexistence solutions by using the
upper and lower solutions method. We first state the following well-known result,
which can be proved by the upper and lower solutions method.

Lemma 2.1 ([15]). Consider the problem

−∆u = uf(x, u), x ∈ Ω,
u = 0, x ∈ ∂Ω,

(2.1)

where f is C1 in u and Cα in x, 0 < α < 1, and f is strictly monotonically
decreasing in u > 0, and there is a positive constant C such that f(x, u) ≤ 0 for
(x, u) ∈ Ω× [C,∞). Then

(1) If λ1(−f(x, 0)) ≥ 0, then (2.1) has no positive solutions;
(2) If λ1(−f(x, 0)) < 0, then (2.1) has a unique positive solution u, and satis-

fies u(x) ≤ C;
(3) If there is a positive function ϕ(x) ∈ C2(Ω) ∩ C(Ω̄) such that

−∆ϕ ≤ ϕf(x, ϕ) in Ω, ϕ = 0 on ∂Ω,
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then λ1(−f(x, 0)) < 0, where λ1(q(x)) is the principal eigenvalue of the
linear eigenvalue problem

−∆u+ q(x)u = λu, x ∈ Ω,
u = 0, x ∈ ∂Ω,

and q ∈ C(Ω̄).

Note that λ1(0) = λ1. From Lemma 2.1, we can easily obtain that if c > 1 and
1− h/c > λ1, then

−∆u = u
(

1− u− h

c+ u

)
, x ∈ Ω,

u = 0, x ∈ ∂Ω
(2.2)

has a unique positive solution, denoted by θ1−h/c, and

θ1−h/c ≤ (1− c+
√

(1− c)2 + 4(c− h))/2 < 1.

If ρ > λ1, then

−∆v = ρv
(
1− βv

m

)
, x ∈ Ω,

v = 0, x ∈ ∂Ω
(2.3)

also has a unique positive solution, denoted by θρ, and θρ ≤ m/β. Hence, for
problem (1.1), trivial solution (0, 0) always exists; when c > 1, 1 − h/c > λ1, and
ρ > λ1, problem (1.1) has two semi-trivial solutions: (θ1−h/c, 0) and (0, θρ).

Theorem 2.2. For any positive solution (u(x, t), v(x, t)) of problem (1.2), we have
(1) If c > 1, 0 < 1−h/c ≤ λ1, and ρ ≤ λ1, then (0, 0) is globally asymptotically

stable;
(2) If c > 1, 1−h/c > λ1, and ρ ≤ λ1, then (θ1−h/c, 0) is globally asymptotically

stable;
(3) If c > 1, 0 < 1−h/c ≤ λ1, and ρ > λ1, then (0, θρ) is globally asymptotically

stable.

Proof. (1) Firstly, by Lemma 2.1, if c > 1, 0 < 1− h/c ≤ λ1, we can conclude that
(2.2) has no positive solutions, and has only trivial solutions (0, 0).

Let w1−h/c(x, t) be the unique positive solution of the problem

wt −∆w = w
(
1− w − h

c+ w

)
, (x, t) ∈ Ω× (0,∞),

w = 0, (x, t) ∈ Ω× (0,∞),

w(x, 0) = u0(x) > 0, x ∈ Ω.

It is well-known that if c > 1, 0 < 1 − h/c ≤ λ1, then w1−h/c(x, t) → 0 uniformly
on Ω̄ as t→∞; if c > 1, 1− h/c > λ1, then w1−h/c(x, t)→ θ1−h/c uniformly on Ω̄
as t→∞, where θ1−h/c is determined by (2.2). We observe that

ut −∆u ≤ u (1− u− h/(c+ u)) .

So by the comparison theorem, we have that u(x, t) ≤ w1−h/c(x, t) → 0 uniformly
on Ω̄ as t→∞. Hence u(x, t)→ 0 uniformly on Ω̄ as t→∞. Choose small ε > 0
such that for x ∈ Ω̄ and all large t, vt −∆v ≤ ρv (1− βv/(m+ ε)). If ρ ≤ λ1, we
have that as t→∞,

v(x, t)→ 0 uniformly on Ω̄.
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So the proof is complete.
(2) From the analysis of case (1), we notice that u(x, t) ≤ w1−h/c(x, t)→ θ1−h/c

uniformly on Ω̄ as t→∞ since c > 1, 1− h/c > λ1. This tells us that

lim sup
t→∞

u(x, t) ≤ θ1−h/c uniformly on Ω̄. (2.4)

Consequently, vt−∆v < ρv(1−βv/(m+1)) uniformly on Ω̄ for all large t. Because
of ρ ≤ λ1, we have that as t→∞,

v(x, t)→ 0 uniformly on Ω̄. (2.5)

As a result, there exists T � 1 such that for (x, t) ∈ Ω̄× [T,∞),

ut −∆u ≥ u(1− u− h/(c+ u)− αε/m).

From the comparison principle, we have

u(x, t+ T ) ≥ w1−αε/m−h/c(x, t+ T ) with w1−αε/m−h/c(x, 0) = u(x, T ),

and
lim inf
t→∞

u(x, t) ≥ θ1−αε/m−h/c uniformly on Ω̄. (2.6)

Because θ1−αε/m−h/c → θ1−h/c uniformly on Ω̄ as ε→ 0+. Letting ε→ 0+ in (2.6),
we conclude that

lim inf
t→∞

u(x, t) ≥ θ1−h/c uniformly on Ω̄. (2.7)

Equations (2.4), (2.5) and (2.7) imply

lim
t→∞

(u(x, t), v(x, t)) = (θ1−h/c, 0) uniformly on Ω̄.

The proof of case (3) can be done similarly. �

Following the upper and lower solution method and simple comparison argument,
we can conclude a priori estimates results for the coexistence solutions of (1.1).

Theorem 2.3. When c > 1, 1 − h/c > λ1, and ρ > λ1, any coexistence solution
(u(x), v(x)) of (1.1) satisfies

u(x) < θ1−h/c < 1, θρ < v(x) < (m+ 1)θρ/m < (m+ 1)/β.

Moreover, if 1− h/c > λ1(α(m+ 1)θρ/m), then u(x) > u∗, where u∗ is the unique
positive solution of

−∆u = u
(

1− u− α(m+ 1)θρ
m

− h

c

)
, x ∈ Ω,

u = 0, x ∈ ∂Ω.

From Lemma 2.1, we can easily see the following:
(1) If λ1 < 1, then

−∆ū = ū(1− ū), x ∈ Ω,
ū = 0, x ∈ ∂Ω

(2.8)

has a unique positive solution ū.
(2) If λ1 < ρ, then

−∆v̄ = ρv̄
(

1− βv̄

m+ ū

)
, x ∈ Ω,

v̄ = 0, x ∈ ∂Ω
(2.9)

has a unique positive solution v̄.
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(3) If 1− h/c > λ1(αv̄/m), then

−∆u = u
(

1− u− αv̄

m
− h

c

)
, x ∈ Ω,

u = 0, x ∈ ∂Ω
(2.10)

has a unique positive solution u.
(4) If λ1 < ρ, then

−∆v = ρv
(

1− βv

m+ u

)
, x ∈ Ω,

v = 0, x ∈ ∂Ω
(2.11)

has a unique positive solution v.
We first give the sufficient conditions for the existence of coexistence solutions.

Theorem 2.4. If λ1 < min{ρ, 1}, and 1 − h/c > λ1(αv̄/m), then problem (1.1)
has at least one coexistence solution.

Proof. We can prove the conclusion by constructing proper upper and lower solu-
tions. If λ1 < min{ρ, 1}, and 1 − h/c > λ1(αv̄/m) hold, from (2.8)-(2.11), we can
yield that ū, v̄, u, v exist, and satisfy

−∆ū > ū
(

1− ū− αv

m+ ū
− h

c+ ū

)
, x ∈ Ω,

−∆v̄ = ρv̄
(

1− βv̄

m+ ū

)
, x ∈ Ω,

−∆u ≤ u
(

1− u− αv̄

m+ u
− h

c+ u

)
, x ∈ Ω,

−∆v = ρv
(

1− βv

m+ u

)
, x ∈ Ω,

ū = u = v̄ = v = 0, x ∈ ∂Ω,

(2.12)

which indicates that (ū, v) and (u, v̄) are the ordered upper and lower solutions.
By virtue of the upper and lower solutions method, problem (1.1) has at least
one coexistence solution (u, v) satisfying u ≤ u ≤ ū, v ≤ v ≤ v̄. The proof is
complete. �

We remark that for fixed β,m, h, if λ1 < 1, c is large enough, and α is small
enough, then condition 1− h/c > λ1(αv̄/m) holds. In what follows, we derive the
necessary conditions for the existence of coexistence solutions.

Theorem 2.5. If problem (1.1) has a coexistence solution (u1, v1), then the fol-
lowing inequalities hold:

λ1 < min{ρ, 1}, u1 < ū, v1 < v̄,

λ1

(
ū+

αv̄

m
+
h

c

)
> 1, λ1

(βρv̄
m

)
> ρ,

(2.13)

where ū and v̄ are determined by (2.8) and (2.9).

Proof. Let (u1, v1) be a coexistence solution of (1.1). Then u1 satisfies

−∆u1 < u1(1− u1), x ∈ Ω,
u1 = 0, x ∈ ∂Ω.

(2.14)
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Hence u1 < ū and λ1 < 1. Similarly, we have

−∆v1 < ρv1

(
1− βv1

m+ ū

)
, x ∈ Ω,

v1 = 0, x ∈ ∂Ω,
(2.15)

which indicates that ρ > λ1, and v1 < v̄. Meanwhile, (u1, v1) satisfies

−∆u1 + u1

(
ū+

αv̄

m
+
h

c

)
> u1, x ∈ Ω,

−∆v1 +
βρv̄

m
v1 > ρv1, x ∈ Ω,

u1 = v1 = 0, x ∈ ∂Ω,

(2.16)

It follows from [15, Corollary 2.3.1] that

λ1

(
ū+

αv̄

m
+
h

c

)
> 1, λ1

(βρv̄
m

)
> ρ.

The proof is complete. �

3. Coexistence solutions - the degree method

In this section we shall discuss the existence, bifurcation and stability of coexis-
tence solutions of problem (1.1). The techniques we use in this section are adopted
from [16]. For the convenience of the readers, we list the following two preliminary
lemmas, which coincide with [16, Propositions 1 and 2].

Let E be a Banach space. W ⊂ E is called a wedge if W is a closed convex set
and βW ⊂W for all β ≥ 0. For y ∈W , we define

Wy = {x ∈ E : ∃r = r(x) > 0, with y + rx ∈W}, Sy = {x ∈W y : −x ∈W y},

Assume that E = W −W , and T : Wy → Wy be a compact linear operator.
T has Property α on Wy if there exist t ∈ (0, 1) and w ∈ W y \ Sy such that
w − tTw ∈ Sy.

For any δ > 0 and y ∈ W , we define B+ = W ∩ Bδ(y). Assume that F : B+ →
W is a compact operator and y is a isolated fixed point of F . If F is Fréchet
differentiable at y, then F ′(y) : W y →W y.

Assume that E = W −W = {x− y : x, y ∈W}. Then the topology degree can
be well defined on wedge W , denoted by degW . If y ∈ W is a isolated fixed point,
and I−F ′(y) is invertible, then the fixed point index of F at point y can be defined
by indexW (F, y) = degW (I − F,N(y)), where N(y) is a neighbourhood of y on W .

Lemma 3.1 ([2, 15]). Suppose that I − F ′(y) is invertible on W y, then
(i) If F ′(y) has Property α, then indexW (F, y) = 0;

(ii) If F ′(y) does’t have Property α, then indexW (F, y) = (−1)β, where β is the
sum of multiplicities of all eigenvalues of F ′(y) that are greater than one.

Lemma 3.2 ([9, 15]). Let q(x) ∈ C(Ω̄), M be a positive constant such that M −
q(x) > 0 on Ω̄, and λ1(q) be the first eigenvalue of the problem

−∆u+ q(x)u = λu, x ∈ Ω,
u = 0, x ∈ ∂Ω.

(3.1)

Then
(1) λ1(q) < 0 =⇒ r[(M −∆)−1(M − q(x))] > 1;
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(2) λ1(q) = 0 =⇒ r[(M −∆)−1(M − q(x))] = 1;
(3) λ1(q) > 0 =⇒ r[(M −∆)−1(M − q(x))] < 1,

where r denotes the spectral radius.

3.1. Calculation of the fixed point index. Firstly, we introduce some notation.

E = X ×X, where X = {u ∈ C1(Ω̄) : u|∂Ω = 0},
W = K ×K, where K = {u ∈ X : u ≥ 0},
D = {(u, v) ∈W : u < 2, v < (m+ 1)/β + 1}.

It is easy to see that

(1) W(0,0) = K ×K, S(0,0) = {(0, 0)};
(2) W(θ1−h/c,0) = X ×K, S(θ1−h/c,0) = X × {0};
(3) W(0,θρ) = K ×X, S(0,θρ) = {0} ×X;

and any coexistence solution of problem (1.1) belongs to D. Then there exists a
positive constantM such that when (u, v) ∈ D, u(1−u−αv/(m+u)−h/(c+u))+Mu
and ρv(1− βv/(m+ u)) +Mv are nonnegative. Define the mapping F : E → E,

F (u, v) = (M −∆)−1

(
u
(
1− u− αv

m+u −
h
c+u

)
+Mu

ρv
(
1− βv

m+u

)
+Mv

)
.

Then F is compact, and F : D → W . Evidently, problem (1.1) is equivalent to
F (u, v) = (u, v).

For t ∈ [0, 1], define that

Ft(u, v) = (M −∆)−1

(
tu
(
1− u− αv

m+u −
h
c+u

)
+Mu

tρv
(
1− βv

m+u

)
+Mv

)
,

then Ft(u, v) : [0, 1]×D →W is positively compact, and F = F1.

Lemma 3.3. Suppose that c > 1, 1− h/c > λ1. Then

(1) degW (I − F,D) = 1;
(2) If ρ 6= λ1, then indexW (F, (0, 0)) = 0;
(3) If ρ > λ1, then indexW (F, (θ1−h/c, 0)) = 0;
(4) If ρ < λ1, then indexW (F, (θ1−h/c, 0)) = 1.

Proof. (1) Observe that F has no fixed points on ∂D, then degW (I − F,D) is well
defined. For any t, the fixed points of Ft are the solutions of the problem

−∆u = tu
(

1− u− αv

m+ u
− h

c+ u

)
, x ∈ Ω,

−∆v = tρv
(

1− βv

m+ u

)
, x ∈ Ω,

u = v = 0, x ∈ ∂Ω.

(3.2)

By Theorem 2.3, we obtain that the fixed points of Ft must lie in D, and it follows
from the homotopy invariance of degree that

degW (I − F,D) = degW (I − F1, D) = degW (I − F0, D).

When t = 0, problem (3.2) has only trivial solution (0, 0). Hence degW (I−F0, D) =
indexW (F0, (0, 0)).
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Notice that W (0,0) = K ×K, W (0,0) \ S(0,0) = {K ×K} \ {(0, 0)}. Let

L := F ′0(0, 0) = (M −∆)−1

(
M 0
0 M

)
,

then from Lemma 3.2, we obtain r(L) < 1, so I − L is invertible, and L has no
Property α on W (0,0), which implies that indexW (F0, (0, 0)) = 1 by Lemma 3.1.
Hence, degW (I − F,D) = 1.

(2) Straightforward calculations show that

F ′(0, 0) = (M −∆)−1

(
1− h/c+M 0

0 ρ+M

)
.

Firstly, we prove that I − F ′(0, 0) is invertible on W (0,0). If there exists (ξ, η) ∈
W (0,0) so that F ′(0, 0)(ξ, η)T = (ξ, η)T , i.e.,

−∆ξ = (1− h/c)ξ, x ∈ Ω,
−∆η = ρη, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.

If ξ > 0, then λ1 = 1 − h/c, which is impossible. Hence ξ ≡ 0. And η ≡ 0 can be
derived similarly. Therefore, I − F ′(0, 0) is invertible.

Next we prove F ′(0, 0) has Property α. Since 1 − h/c > λ1, it can be derived
from Lemma 3.2 that r1 := r[(M − ∆)−1(1 − h/c + M)] > 1. Let φ be the
eigenfunction corresponding with r1, and choose t0 = 1/r1, then 0 < t0 < 1, and
I − t0F ′(0, 0)(φ, 0) = (0, 0) ∈ S(0,0), which indicates that I − F ′(0, 0) has Property
α. So indexW (F, (0, 0)) = 0.

(3) Computations show that

F ′(θ1−h/c, 0) = (M −∆)−1

(
1− 2θ1−h/c − hc

(c+θ1−h/c)2
+M − αθ1−h/c

m+θ1−h/c

0 ρ+M

)
.

If there exists (ξ, η) ∈W (θ1−h/c,0) so that F ′(θ1−h/c, 0)(ξ, η)T = (ξ, η)T , i.e.,

−∆ξ =
(

1− 2θ1−h/c −
hc

(c+ θ1−h/c)2

)
ξ −

αθ1−h/c

m+ θ1−h/c
η, x ∈ Ω,

−∆η = ρη, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.

Since η ∈ K, if η 6≡ 0, then η > 0. From the equation of η, we have ρ = λ1, which
contradicts with ρ > λ1. Hence η ≡ 0. If ξ 6≡ 0, from the equation of ξ, we find
that 0 is a eigenvalue of

−∆ξ =
(

1− 2θ1−h/c −
hc

(c+ θ1−h/c)2

)
ξ, x ∈ Ω,

ξ = 0, x ∈ ∂Ω.

So 0 ≥ λ1(2θ1−h/c+hc/(c+ θ1−h/c)2−1). Since λ1(θ1−h/c+h/(c+θ1−h/c)−1) = 0,
we have

0 ≥ λ1

(
2θ1−h/c +

hc

(c+ θ1−h/c)2
− 1
)
> λ1

(
θ1−h/c +

h

c+ θ1−h/c
− 1
)

= 0,

which is a contradiction. Therefore, I − F ′(θ1−h/c, 0) is invertible on W (θ1−h/c,0).
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Next we prove F ′(θ1−h/c, 0) has Property α. Define A := (M −∆)−1(M + ρ).
By the assumption ρ > λ1 and Lemma 3.2, we have r(A) > 1. Let ψ be the
eigenfunction corresponding to r(A). Choose t0 = 1/r(A), then 0 < t0 < 1, and

(I − t0F ′(θ1−h/c, 0))
(

0
ψ

)
=

(
(M −∆)−1 t0ψαθ1−h/c

m+θ1−h/c

0

)
∈ S(θ1−h/c,0).

Then F ′(θ1−h/c, 0) has Property α, and indexW (F, (θ1−h/c, 0)) = 0 by Lemma 3.1.
(4) We want to prove that F ′(θ1−h/c, 0) doesn’t have Property α. Since ρ < λ1,

then r(A) < 1. We assume that F ′(θ1−h/c, 0) has Property α, then there exist
0 < t < 1 and (φ1, φ2) ∈ W (θ1−h/c,0) \ S(θ1−h/c,0) such that I − tF ′(θ1−h/c, 0) ∈
S(θ1−h/c,0), which hints

(M −∆)−1(M + ρ)φ2 =
φ2

t
.

Because of φ2 ∈ K \ {0}, the above equality indicates that 1/t > 1 is one of
eigenvalues of A, which arrives a contradiction with r(A) < 1. Then F ′(θ1−h/c, 0)
does not have Property α, and indexW (F, (θ1−h/c, 0)) = (−1)β by Lemma 3.1,
where β is the sum of multiplicities of all eigenvalues of F ′(θ1−h/c, 0) that are
greater than one.

Suppose that 1/µ > 1 is a eigenvalue of F ′(θ1−h/c, 0), then there exists (ξ, η)
such that F ′(θ1−h/c, 0)(ξ, η)T = (ξ, η)T/µ, i.e.,

−∆ξ = (µ− 1)Mξ + µ
(

1− 2θ1−h/c −
hc

(c+ θ1−h/c)2

)
ξ −

αθ1−h/c

m+ θ1−h/c
µη, x ∈ Ω,

−∆η = (µ− 1)Mη + µρη, x ∈ Ω,
ξ = η = 0, x ∈ ∂Ω.

If η 6≡ 0, then 0 ≥ λ1((1−µ)M −ρµ) > λ1(−ρµ) > λ1−ρ > 0, which is impossible.
So η ≡ 0. If ξ 6≡ 0, by 1− θ1−h/c − h/(c+ θ1−h/c) ≥ 0, then

0 ≥ λ1

(
(1− µ)M + µ

(
2θ1−h/c +

hc

(c+ θ1−h/c)2
− 1
))

> λ1

(
− µ

(
1− 2θ1−h/c −

hc

(c+ θ1−h/c)2

))
> λ1

(
− µ

(
1− θ1−h/c +

h

c+ θ1−h/c

))
> λ1

(
θ1−h/c +

h

c+ θ1−h/c
− 1
)

= 0,

which is a contradiction. Then ξ ≡ 0. Consequently, F ′(θ1−h/c, 0) has no eigenval-
ues which are greater than one, and indexW (F, (θ1−h/c, 0)) = 1 by Lemma 3.1. �

Similarly, we can verify the following results.

Lemma 3.4. Assume that ρ > λ1.
(1) If 1− h/c > λ1(αθρ/m), then indexW (F, (0, θρ)) = 0;
(2) If α/β < 1− h/c < λ1(αθρ/m), then indexW (F, (0, θρ)) = 1.

From Lemma 3.3 and 3.4, we have



10 Y. LI EJDE-2016/205

Theorem 3.5. If ρ > λ1, c > 1 and 1− h/c > λ1(αθρ/m), then problem (1.1) has
at least one coexistence solution.

Proof. It is easy to see that

degW (I − F,D)− indexW (F, (0, 0))− indexW (F, (θ1−h/c, 0))− indexW (F, (0, θρ))
= 1− 0− 0− 0 = 1,

which indicates that (1.1) has at least one coexistence solution. �

When ρ > λ1, from problem (2.9) we can see that v̄ > θρ, so λ1(αθρ/m) <
λ1(αv̄/m), which implies that the condition in Theorem 3.5 is weaker than that of
Theorem 2.4.

Theorem 3.6. Assume that c > 1, 1− h/c > λ1 and ρ > λ1. For small enough ε,
there exists a suitable large M(ε) such that when m ≥ M(ε), problem (1.1) has at
least one coexistence solution (u(x), v(x)) satisfying

θ1−(h+ε)/c ≤ u(x) ≤ θ1−h/c, θρ ≤ v(x) ≤ θρ+ε.

Proof. We construct (ū, v̄) = (θ1−h/c, θρ+ε) and (u, v) = (θ1−(h+ε)/c, θρ) as a pair
of upper-lower solutions of problem (1.1) respectively, and we just need to verify

−∆ū > ū
(

1− ū− αv

m+ ū
− h

c+ ū

)
, x ∈ Ω,

−∆v̄ ≥ ρv̄
(

1− βv̄

m+ ū

)
, x ∈ Ω,

−∆u ≤ u
(

1− u− αv̄

m+ u
− h

c+ u

)
, x ∈ Ω,

−∆v ≤ ρv
(

1− βv

m+ u

)
, x ∈ Ω.

After a series of calculations and analysis, we derive that it suffices to restrict
m ≥M(ε), where M(ε) is given by

M(ε) = max
{

sup
αθρ+ε(c+ θ1−(h+ε)/c)

ε
, sup

(εβ + βρ)θρ+ε
ε

}
.

Then the proof is complete. �

Theorem 3.7. Suppose that c > 1, 1 − h/c > λ1, and ρ > λ1. As α → 0+, the
coexistence solution (u(x), v(x)) of problem (1.1) converges to (θ1−h/c, v

∗), where
v∗ is the unique positive solution of

−∆v = ρv
(

1− βv

m+ θ1−h/c

)
, x ∈ Ω,

v = 0, x ∈ ∂Ω.

Proof. To this end, we prove that as α → 0+, the coexistence solution (u, v) of
problem (1.1) converges to the solutions of the problem

−∆u = u
(

1− u− h

c+ u

)
, x ∈ Ω,

−∆v = ρv
(

1− βv

m+ u

)
, x ∈ Ω,

u = v = 0, x ∈ ∂Ω.

(3.3)
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Let αi → 0+, and (ui, vi) be the coexistence solution of (1.1) corresponding to
α = αi. By the priori estimates, we know that (ui, vi) is bounded uniformly with
respect to i. It follows from the regularity of elliptic equations that |(ui, vi)|2+α is
bounded, and there exist a subsequence, denoted by itself, and nonnegative func-
tions (u, v) ∈ [C2+α(Ω̄)]2 such that (ui, vi)→ (u, v) in [C2+α(Ω̄)]2. It is easy to see
that (u, v) is a nonnegative solution of (3.3).

Next, we prove that u(x), v(x) > 0 in Ω. If u ≡ 0, then ‖ui‖∞ → 0. Denote
ûi = ui/‖ui‖∞, then ûi satisfies

−∆ûi = ûi

(
1− ui −

αivi
m+ ui

− h

c+ ui

)
, x ∈ Ω,

ûi = 0, x ∈ ∂Ω.

Similar to the above analysis, ûi is bounded, and there exist its subsequence,
denoted by itself, and nonnegative function û ∈ C2+α(Ω̄) such that ûi → û in
C2+α(Ω̄), ‖û‖∞ = 1, and û satisfies

−∆û = û(1− h/c), x ∈ Ω,
û = 0, x ∈ ∂Ω.

Then 1− h/c = λ1, which contradicts with the assumption. Hence u 6≡ 0. It yields
from the strong maximum principle that u(x) > 0 in Ω.

Likewise, if v ≡ 0, we can conclude that there exists a nonnegative function
v̂ ∈ C2+α(Ω̄) such that v̂i := vi/‖vi‖∞ → v̂ in C2+α(Ω̄), ‖v̂‖∞ = 1, and v̂ satisfies

−∆v̂ = ρv̂, x ∈ Ω,
v̂ = 0, x ∈ ∂Ω.

Then ρ = λ1, which arrives a contradict with the assumption. Similarly, v(x) > 0
in Ω. The proof is complete. �

3.2. Bifurcation and Stability. In this subsection, using bifurcation theory, we
treat h and ρ as bifurcation parameters, and conclude the bifurcating coexistence
solution of (1.1), and we also derive the stability of bifurcating coexistence solutions
when α is suitable small.

Theorem 3.8. (1) Assume that c > 1, 1 − h/c > λ1, and denote ρ̃ = λ1. Then
point ((θ1−h/c, 0), ρ̃) is a bifurcation point of problem (1.1), and when 0 < s ≤ 1,
the bifurcating coexistence solutions ((u(s), v(s)), ρ(s)) can be parameterized by

u(s) = θ1−h/c + sψ̃ + o(s2);

v(s) = sφ̃+ o(s2);

ρ(s) = ρ̃+ sρ1 + o(s2),

where φ̃ is the eigenfunction corresponding to ρ̃ satisfying
∫

Ω
φ̃2dx = 1,

ψ̃ =
(

∆ + 1− 2θ1−h/c −
hc

(c+ θ1−h/c)2

)−1( αθ1−h/c

m+ θ1−h/c
φ̃
)
,

and

ρ1 =
∫

Ω

βφ̃3

m+ θ1−h/c
dx.
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(2) Assume that ρ > λ1, and denote h̃ = c− cλ1(αθρ/m). Then point ((0, θρ), h̃)
is a bifurcation point of (1.1), and when 0 < s ≤ 1, the bifurcating coexistence
solutions ((u(s), v(s)), h(s)) can be parameterized by

u(s) = sΦ + o(s2);

v(s) = θρ + sΨ + o(s2);

h(s) = h̃+ sh1 + o(s2),

where Φ is a eigenfunction corresponding to h̃ satisfying
∫

Ω
Φ2dx = 1,

Ψ =
(
−∆− ρ+

2ρβθρ
m

)−1(βρθ2
ρ

m2
φ
)
, (3.4)

and

h1 = c

∫
Ω

(
− αΨ

m
Φ2 +

αθρ
m2

Φ3 +
h̃

c2
Φ2
)

dx.

Proof. We only prove (2); the proof of (1) can be done similarly. Define that
F : E ×R→ E,

F((u, v), h) =

∆u+ u
(

1− u− αv
m+u −

h
c+u

)
∆v + ρv

(
1− βv

m+u

)  .

For any (ξ, η) ∈ E, a series of computations show that

F(u,v)((0, θρ), h̃)
(
ξ
η

)
=

(
∆ξ +

(
1− αθρ

m −
h
c

)
ξ

∆η + βρθ2ρ
m2 ξ +

(
ρ− 2βρθρ

m

)
η

)
.

We divide the proof into three steps.

Step 1: dim
(
NF(u,v)((0, θρ), h̃)

)
= 1, and NF(u,v)((0, θρ), h̃) = span{(Φ,Ψ)}.

If there exists (0, 0) 6= (ξ, η) ∈ E such that F(u,v)((0, θρ), h̃)(ξ, η)T = (0, 0)T , i.e.,

∆ξ +
(
1− αθρ

m
− h

c

)
ξ = 0, x ∈ Ω,

∆η +
βρθ2

ρ

m2
ξ +

(
ρ− 2βρθρ

m

)
η = 0, x ∈ Ω,

ξ = η = 0, x ∈ ∂Ω.

Since h̃ = c − cλ1(αθρ/m); that is, λ1(αθρ/m + h/c − 1) = 0, then ξ = span{Φ}.
Because operator (∆ + ρ − 2ρβθρ/m) is invertible, then η = span{Ψ}, where Ψ

is defined in (3.4). Hence dim
(
NF(u,v)((0, θρ), h̃)

)
= 1, and NF(u,v)((0, θρ), h̃) =

span{(Φ,Ψ)}.
Step 2: codim{RF(u,v)((0, θρ), h̃)} = 1. If (ξ̃, η̃) ∈ RF(u,v)((0, θρ), h̃), then there
exists (ξ, η) ∈ E so that F(u,v)((0, θρ), h̃)(ξ, η)T = (ξ̃, η̃)T , i.e.,

∆ξ +
(

1− αθρ
m
− h

c

)
ξ = ξ̃, x ∈ Ω,

∆η +
βρθ2

ρ

m2
ξ +

(
ρ− 2βρθρ

m

)
η = η̃, x ∈ Ω,

ξ = η = 0, x ∈ ∂Ω.

(3.5)
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Multiplying the equation of ξ with Φ, we have that
∫

Ω
Φξ̃dx = 0, which means that

(ξ̃, η̃) and (Φ, 0) are orthogonal.
On the contrary, if (ξ̃, η̃) and (Φ, 0) are orthogonal, from (3.5), we can obtain

that the first equation has a solution ξ. And since operator (∆ + ρ− 2ρβθρ/m) is
invertible, then it follows from the second equation of (3.5) that η exists. Therefore,
(ξ̃, η̃) ∈ RF(u,v)((0, θρ), h̃). Bye these two statements, codim{RF(u,v)((0, θρ), h̃)} =
1.

Step 3: It is straightforward to compute that

F(u,v),h((0, θρ), h̃)(Φ,Ψ)T = (−Φ/c, 0)T 6∈ RF(u,v)((0, θρ), h̃),

Fhh((0, θρ), h̃)(Φ,Ψ)T = (0, 0)T ∈ RF(u,v)((0, θρ), h̃).

So the proof is accomplished by the local bifurcation theorem in [15], where h1 can
be obtained by substituting (u(s), v(s)) to the first equation of (1.1). �

Theorem 3.9. Assume that c > 1, 1 − h/c > λ1, denote ρ̃ = λ1. Then when
α is small enough, the bifurcating coexistence solutions from ((θ1−h/c, 0), ρ̃) are
non-degenerative and stable.

Proof. The linearization of (1.1) at (u(s), v(s)) can be written as L(s, α)(ξ, η)T =
µ(ξ, η)T , where

L(s, α)

=

(
−∆−

(
1− 2u(s)− αv(s)

m+u(s) + αu(s)v(s)
(m+u(s))2 −

hc
(c+u(s))2

) αu(s)
m+u(s)

− βρv2(s)
(m+u(s))2 −∆− ρ+ 2ρβv(s)

m+u(s)

)
.

As α→ 0 and s→ 0,

L(s, α)→ L0 :=

(
−∆−

(
1− 2θ1−h/c − hc

(c+θ1−h/c)2

)
0

0 −∆− ρ̃

)
.

Because ρ̃ = λ1, the first eigenvalue of operator −∆− ρ̃ is zero. And because

0 = λ1

(
θ1−h/c +

h

c+ θ1−h/c
− 1
)
< λ1

(
1− 2θ1−h/c −

hc

(c+ θ1−h/c)2

)
,

we have that the first eigenvalue of operator −∆− (1− 2θ1−h/c−hc/(c+ θ1−h/c)2)
is larger than zero. By [15, Theorem 2.5.1], we obtain that 0 is the first eigenvalue
of L0, and the corresponding eigenfunction is (0, φ̃), where φ̃ is determined in
Theorem 3.8, and the other eigenvalues are positive which are away from 0. By the
perturbation theory of [6], when s, α are suitable small, L has a unique eigenvalue
µ(s, α) satisfying lims,α→0+ µ(s, α) = 0, and the other eigenvalues of L are all
positive and away from 0.

Next we discuss the sign of Reµ(s, α) when s, α > 0 are small enough. We
choose (ξ, η) as the eigenfunction corresponding to eigenvalue µ(s, α) which satisfies
(ξ, η) → (0, φ̃). Multiplying the second equation of L(s, α)(ξ, η)T = µ(ξ, η)T with
v, and integrating the result over Ω, we have

µ

∫
Ω

ηvdx =
∫

Ω

ρβv2η

m+ u
dx−

∫
Ω

βρv3ξ

(m+ u)2
dx (3.6)
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Observe that (u, v) = (θ1−h/c+sψ̃+o(s2), sφ̃+o(s2)), ξ → 0, and η → φ̃. Dividing
(3.6) with s2, and taking the limit, we have

lim
s,α→0+

µ

s
=
∫

Ω

βρφ̃3

m+ θ1−h/c
dx > 0.

Hence, as s, α > 0 are suitable small, Reµ(s, α) 6= 0. And because the other
eigenvalues of L have positive real parts and are away from 0, the bifurcating
coexistence solutions (u(s), v(s)) are non-degenerative, and stable. �

Conclusion. In this article, we studied a diffusive prey-predator model with mod-
ified Leslie-Gower term and Michaelis-Menten type prey harvesting subject to the
homogeneous Dirichlet boundary condition. We mainly focus on the existence,
bifurcation and stability of coexistence steady state solutions.

By the upper and lower solutions method, we obtain the existence of coexistence
solution, and by the degree theory in cone and the bifurcation theory, we con-
clude the existence, bifurcation and stability of coexistence solutions. Especially,
regarding harvesting parameter as a bifurcation parameter, we conclude the exis-
tence of the bifurcating coexistence solutions, which embodies the important role
of harvesting parameter in this model.
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