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AN EXTENSION OF THE COMPRESSION-EXPANSION FIXED
POINT THEOREM OF FUNCTIONAL TYPE

RICHARD I. AVERY, DOUGLAS R. ANDERSON, JOHNNY HENDERSON

Abstract. In this article we use an interval of functional type as the underly-
ing set in our compression-expansion fixed point theorem argument which can

be used to exploit properties of the operator to improve conditions that will

guarantee the existence of a fixed point in applications. An example is pro-
vided to demonstrate how intervals of functional type can improve conditions

in applications to boundary value problems. We also show how one can use
suitable k-contractive conditions to prove that a fixed point in a functional-

type interval is unique.

1. Introduction

The compression-expansion fixed point theorems of functional type, see for ex-
ample [2, 3], have relied on functional frustrums of a cone which are sets of the
form

P (β, b, α, a) = {x ∈ P : a < α(x) and β(x) < b},
and if compression-expansion conditions are met, then one concludes that there is
a fixed point for an operator T in this set. In this paper we show that the under-
lying set can be generalized by using functional-type intervals which are subsets of
P (β, b, α, a), that is,

A(β, b, α, a) = {x ∈ A : a < α(x) and β(x) < b},

where A is an open subset of the cone P and most importantly

∂A ∩A(β, b, α, a) = ∅.

In the spirit of the Leggett-Williams fixed point theorem [9], which many of the
compression-expansion fixed point theorems of functional type have generalized, we
do not know that T is invariant on A(β, b, α, a). However, if suitable k-contractive
conditions are met we can use similar arguments as presented in the Banach fixed
point theorem (see [13, p 17] for a presentation of these concepts, and one can also
see these techniques in the work of Petryshyn [11]), to prove that the fixed point of
T in A(β, b, α, a) is unique. The uniqueness argument does not require iterates to
converge nor does it require the operator to be invariant on the functional interval.
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2. Preliminaries

For completeness we provide the following definitions and theorems, which are
nearly identical to the presentation in other compression-expansion fixed point pa-
pers, in particular [3].

Definition 2.1. Let E be a real Banach space. A nonempty closed convex set
P ⊂ E is called a cone if for all x ∈ P and λ ≥ 0, λx ∈ P and if x,−x ∈ P then
x = 0.

Every cone P ⊂ E induces an ordering in E given by x ≤ y if and only if
y − x ∈ P .

Definition 2.2. An operator is called completely continuous if it is continuous and
maps bounded sets into precompact sets.

Definition 2.3. A map α is said to be a nonnegative continuous concave functional
on a cone P of a real Banach space E if α : P → [0,∞) is continuous and

α(tx+ (1− t)y) ≥ tα(x) + (1− t)α(y)

for all x, y ∈ P and t ∈ [0, 1]. Similarly we say the map β is a nonnegative
continuous convex functional on a cone P of a real Banach space E if β : P → [0,∞)
is continuous and

β(tx+ (1− t)y) ≤ tβ(x) + (1− t)β(y)

for all x, y ∈ P and t ∈ [0, 1].

In Theorem 3.1 we will show how one can use functional-type intervals instead
of functional frustrums of a cone (sets of the form P (β, b, α, a)). The definition of
a functional type interval appears next.

Definition 2.4. Let A be a relatively open subset of a cone P , a and b be non-
negative numbers, α be a concave functional on P , and β be a convex functional
on P . Then the set

A(β, b, α, a) = {x ∈ A : a < α(x) and β(x) < b}

is an interval of functional type.

Definition 2.5. Let D be a subset of a real Banach space E. If r : E → D is
continuous with r(x) = x for all x ∈ D, then D is a retract of E, and the map r is
a retraction.

Remark 2.6. The convex hull of a subset D of a real Banach space X is given by

conv(D) =
{ n∑

i=1

λixi : xi ∈ D, λi ∈ [0, 1],
n∑

i=1

λi = 1, and n ∈ N
}
.

The following theorem is due to Dugundji and its proof can be found in [4, p 44].

Theorem 2.7. For Banach spaces X and Y , let D ⊂ X be closed and let F :
D → Y be continuous. Then F has a continuous extension F̃ : X → Y such that
F̃ (X) ⊂ conv(F (D)).

Corollary 2.8. Every closed convex set of a Banach space is a retract of the Banach
space.
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The following theorem is developed from topological degree theory and the ab-
stract (axiomatic) form that appears below can be found in [4, p 238]. The proof
of our main result in the next section will invoke the properties of the fixed point
index.

Theorem 2.9. Let X be a retract of a real Banach space E. Then, for every
bounded relatively open subset U of X and every completely continuous operator
A : U → X which has no fixed points on ∂U (relative to X), there exists an integer
i(A,U,X) satisfying the following conditions:

(1) Normality: i(A,U,X) = 1 if Ax ≡ y0 ∈ U for any x ∈ U ;
(2) Additivity: i(A,U,X) = i(A,U1, X) + i(A,U2, X) whenever U1 and U2 are

disjoint open subsets of U such that A has no fixed points on U − (U1∪U2);
(3) Homotopy Invariance: i(H(t, ·), U,X) is independent of t ∈ [0, 1] whenever

H : [0, 1] × U → X is completely continuous and H(t, x) 6= x for any
(t, x) ∈ [0, 1]× ∂U ;

(4) Solution: If i(A,U,X) 6= 0, then A has at least one fixed point in U .
Moreover, i(A,U,X) is uniquely defined.

3. Main Results

There are many functional fixed point theorems in the literature, for example
see the following papers [1, 2, 3, 6, 7, 8, 9, 10, 11, 12] for foundational arguments
related to functional fixed point theorems. The following functional fixed point
theorem extends the conclusions of the fixed point theorems of functional type
in the literature by providing a uniqueness condition and a generalization of the
underlying set in which the fixed point is known to exist. The underlying set in
our arguments is called a functional type interval and provides a mechanism for
properties of the operator to be introduced into applications of the theorem which
is illustrated at the conclusion of this paper.

Theorem 3.1. Suppose P is a cone in a real Banach space E, A is a relatively
open subset of P , α and ψ are nonnegative continuous concave functionals on P ,
β and θ are nonnegative continuous convex functionals on P , and T : P → P is
a completely continuous operator. If there exist nonnegative numbers a, b, c, and d
such that

(A1) A(β, b, α, a) is bounded, A(β, b, α, a) ∩A(θ, c, ψ, d) 6= ∅, and
∂A ∩A(β, b, α, a) = ∅;

(A2) if x ∈ ∂A(β, b, α, a) with α(x) = a and either θ(x) ≤ c or θ(Tx) > c, then
α(Tx) > a;

(A3) if x ∈ ∂A(β, b, α, a) with β(x) = b and either ψ(Tx) < d or ψ(x) ≥ d, then
β(Tx) < b;

then T has a fixed point x∗ ∈ A(β, b, α, a). Moreover, if for all x ∈ A(β, b, α, a)
there exists a k ∈ [0, 1) such that

‖Tx− x∗‖ ≤ k‖x− x∗‖

then x∗ is the unique fixed point of T in A(β, b, α, a).

Proof. By Corollary 2.8, P is a retract of the Banach space E since it is convex
and closed.
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Claim 1: Tx 6= x for all x ∈ ∂A(β, b, α, a). The functional interval A(β, b, α, a) =
A ∩ P (β, b, α, a), hence

∂A(β, b, α, a)

= ∂(A ∩ P (β, b, α, a))

= (A ∩ P (β, b, α, a)) ∩ (P − (A ∩ P (β, b, α, a)))

= (A ∩ P (β, b, α, a)) ∩ (P −A) ∪ (P − P (β, b, α, a))

= (A ∩ P (β, b, α, a)) ∩ ((P −A) ∪ (P − P (β, b, α, a)))

⊆ (A ∩ P (β, b, α, a)) ∩ ((P −A) ∪ (P − P (β, b, α, a)))

= (A ∩ P (β, b, α, a) ∩ (P −A)) ∪ (A ∩ P (β, b, α, a) ∩ (P − P (β, b, α, a)))

= (∂A ∩ P (β, b, α, a)) ∪ (A ∩ ∂P (β, b, α, a))

= A ∩ ∂P (β, b, α, a)

since ∂A ∩ P (β, b, α, a) = ∂A ∩ A(β, b, α, a) = ∅. Thus, if z0 ∈ ∂A(β, b, α, a) then
z0 ∈ ∂P (β, b, α, a) so either β(z0) = b or α(z0) = a. We want to show that z0 is
not a fixed point of T ; so, suppose to the contrary that T (z0) = z0.
Case 1.1: β(z0) = b. If ψ(Tz0) < d or ψ(z0) = ψ(Tz0) ≥ d, then β(Tz0) < b by
condition (A3). Hence we have that Tz0 6= z0.
Case 1.2: α(z0) = a. If θ(Tz0) > c or θ(Tz0) = θ(z0) ≤ c, then α(Tz0) > a by
condition (A2). Hence we have that Tz0 6= z0.

Therefore, T does not have any fixed points on ∂A(β, b, α, a).
Let w0 ∈ A(β, b, α, a) ∩ A(θ, c, ψ, d) (see condition (A1)), and define H : [0, 1]×

A(β, b, α, a)→ P by
H(t, x) = (1− t)Tx+ tw0.

Clearly, H is continuous and H([0, 1]×A(β, b, α, a)) is precompact.
Claim 2: H(t, x) 6= x for all (t, x) ∈ [0, 1] × ∂A(β, b, α, a). Suppose not; that is,
suppose there exists (t0, x0) ∈ [0, 1]× ∂A(β, b, α, a) such that

H(t0, x0) = x0.

Since x0 ∈ ∂A(β, b, α, a), we have that β(x0) = b or α(x0) = a since ∂A ∩
A(β, b, α, a) = ∅. Also, since T has no fixed point on ∂A(β, b, α, a), we have that
t0 6= 0.
Case 2.1: β(x0) = b. Either ψ(Tx0) < d or ψ(Tx0) ≥ d.
Subcase 2.1.1: ψ(Tx0) < d. By condition (A3) we have β(Tx0) < b, thus it
follows that

b = β(x0) = β((1− t0)Tx0 + t0w0) ≤ (1− t0)β(Tx0) + t0β(w0) < b,

which is a contradiction.
Subcase 2.1.2: ψ(Tx0) ≥ d. We have that ψ(x0) ≥ d since

ψ(x0) = ψ((1− t0)Tx0 + t0w0) ≥ (1− t0)ψ(Tx0) + t0ψ(w0) ≥ d,

and thus by condition (A3) we have β(Tx0) < b, which is the same contradiction
we arrived at in the previous subcase.
Case 2.2: α(x0) = a. Either θ(Tx0) ≤ c or θ(Tx0) > c.
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Subcase 2.2.1: θ(Tx0) > c. By condition (A2) we have α(Tx0) > a, thus we have

a = α(x0) = α((1− t0)Tx0 + t0w0) ≥ (1− t0)α(Tx0) + t0α(w0) > a,

which is a contradiction.
Subase 2.2.2: θ(Tx0) ≤ c. We have that θ(x0) ≤ c since

θ(x0) = θ((1− t0)Tx0 + t0w0) ≤ (1− t0)θ(Tx0) + t0θ(w0) ≤ c,

and thus by condition (A2) we have α(Tx0) > a, which is the same contradiction
we arrived at in the previous case.

Therefore, we have shown that H(t, x) 6= x for all (t, x) ∈ [0, 1]× ∂A(β, b, α, a),
and thus by the homotopy invariance property of the fixed point index

i(T,A(β, b, α, a), P ) = i(w0, A(β, b, α, a), P ),

and by the normality property of the fixed point index

i(T,A(β, b, α, a), P ) = i(w0, A(β, b, α, a), P ) = 1.

Consequently by the solution property of the fixed point index, T has a fixed point
x∗ ∈ A(β, b, α, a).

Furthermore, if for all x ∈ A(β, b, α, a) there exists a k ∈ [0, 1) such that

‖Tx− x∗‖ ≤ k‖x− x∗‖,

then for any fixed point z∗ ∈ A(β, b, α, a) we have that

‖z∗ − x∗‖ = ‖Tz∗ − x∗‖ ≤ k‖z∗ − x∗‖.

Therefore ‖z∗−x∗‖ = 0 as k < 1, and we have verified that under this condition T
has a unique fixed point in A(β, b, α, a). �

4. Application

In this section, using a non-standard functional technique (using an evaluation
of the derivative as one of the functionals) and an open subset A of the cone P
(the set A is not bounded nor is it a cone), we will illustrate the key techniques
for verifying the existence and uniqueness of a positive solution for a right focal
boundary value problem in our interval of functional type using our main result.
Note that the resulting conditions for a fixed point to exist in our functional-type
interval (conditions (a) and (b) of Theorem 4.1 below) do not force the operator T
to be invariant on our functional-type interval. We consider the classical right focal
boundary value problem

x′′(t) + f(x(t)) = 0, t ∈ (0, 1), (4.1)

x(0) = 0 = x′(1), (4.2)

where f : R → [0,∞) is continuous. It is well known that if x is a fixed point of
the operator T defined by

Tx(t) :=
∫ 1

0

G(t, s)f(x(s))ds,

where
G(t, s) = min{t, s}, (t, s) ∈ [0, 1]× [0, 1],

then x is a solution of the boundary value problem (4.1), (4.2).
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Define the cone P ⊂ E = C1[0, 1] by

P := {x ∈ E : x is nonnegative, nondecreasing, concave, and x(0) = 0}.

For x ∈ P , define the convex functional β on P by

β(x) := max
t∈[0,1]

x(t) = x(1),

the (concave) functional ψ on P by

ψ(x) := x′
(1

4
)
,

and the concave functional α on P by

α(x) := min
t∈[ 14 ,1]

x(t) = x
(1

4
)
.

We are now ready to prove the existence of a unique positive solution to (4.1),
(4.2) in our functional-type interval, if the conditions in the following theorem are
satisfied.

Theorem 4.1. If b > 0, and f : [0, 20b] → [0,∞) is a continuous differentiable
function such that

(a) 256b
11 < f(w) < 80b for w ∈ [0, 8b],

(b) 256b
11 < f(w) < 368b

11 for w ∈ [8b, 20b],
(c) |f ′(w)| < 16 for w ∈ [0, 5b], and
(d) |f ′(w)| < 1 for w ∈ [5b, 20b],

then the right focal problem (4.1), (4.2) has a unique positive solution

x∗ ∈ A(β, 20b, α, 5b).

Proof. Let

A =
{
x ∈ P : x

(3
8
)
− x
(1

4
)
> 2b

}
,

A(β, 20b, α, 5b) =
{
x ∈ A : 5b < x(t) < 20b for all

1
4
≤ t ≤ 1

}
.

Thus A is an open subset of P and A(β, 20b, α, 5b) is an open, nonempty, bounded,
subset of P . By properties of Green’s function we have

(Tx)′′(t) = −f(x(t)) and Tx(0) = 0 = (Tx)′(1);

that is, fixed points of the operator T are solutions of the boundary value problem
(4.1), (4.2). Applying the Arzela-Ascoli Theorem we have T : A(β, 20b, α, 5b)→ P
is a completely continuous operator, and applying Dugunji’s Theorem, there is a
continuous extension, which we will again denote by T , such that T : P → P (the
extension is necessary to extend the domain of T from A(β, 20b, α, 5b) to P since f
is only defined on [0, 20b]).

Letting x ∈ A(β, 20b, α, 5b) we see that α(x) = x( 1
4 ) ≥ 5b; therefore

(Tx)
(3

8
)
− (Tx)

(1
4
)

=
∫ 3/8

1/4

(
s− 1

4
)
f(x(s)) ds+

(1
8
) ∫ 1

3/8

f(x(s)) ds

>

∫ 3/8

1/4

(
s− 1

4
)256b

11
ds+

(1
8
) ∫ 1

3/8

256b
11

ds = 2b.
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Hence, x 6∈ ∂A thus ∂A ∩A(β, 20b, α, 5b) = ∅. Let

w0(t) =
∫ 1

0

G(t, s)36b ds

thus

β(w0) = θ(w0) = w0(1) =
∫ 1

0

G(1, s)36b ds = 18b < 20b,

α(w0) = w0

(1
4
)

=
∫ 1

0

G

(
1
4
, s

)
36b ds =

63b
8

> 5b,

ψ(w0) = w′0
(1

4
)

=
∫ 1

1/4

35b ds =
105b

4
> 24b

hence
w0 ∈ A(β, 20b, α, 5b) ∩A(β, 20b, ψ, 24b).

Claim 1: If x ∈ ∂A(β, 20b, α, 5b) with β(x) = 20b and ψ(x) ≥ 24b, then β(Tx) <
20b.

Since ψ(x) ≥ 24b and x is increasing, x
(

1
4

)
≥ 6b since

6b ≤ ψ(x)
4

=
∫ 1/4

0

x′
(1

4
)
ds ≤

∫ 1/4

0

x′(s) ds = x
(1

4
)
.

Also, since x ∈ A, x
(

3
8

)
≥ x

(
1
4

)
+ 2b ≥ 8b. Therefore,

β(Tx) =
∫ 1

0

G(1, s)f(x(s)) ds =
∫ 1

0

sf(x(s)) ds

=
∫ 3/8

0

sf(x(s)) ds+
∫ 1

3/8

sf(x(s)) ds

<

∫ 3/8

0

80bs ds+
∫ 1

3/8

368bs
11

ds

= 80b
( 9

128
)

+
(368b

11
)( 55

128
)

= 20b.

Claim 2: If x ∈ ∂A(β, 20b, α, 5b) with β(x) = 20b and ψ(Tx) < 24b, then β(Tx) <
20b.

Let x ∈ ∂A(β, 20b, α, 5b) with β(x) = 20b and ψ(Tx) < 24b. Then

24b > ψ(Tx) = (Tx)′
(1

4
)

=
∫ 1

1/4

f(x(s)) ds

=
∫ 1

1/4

sf(x(s)) ds+
∫ 1

1/4

(1− s)f(x(s)) ds,

and since we have that∫ 1

1/4

(1− s)f(x(s)) ds ≥
∫ 1

1/4

256b(1− s)
11

ds >
13b
2
,
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we also have that ∫ 1

1/4

sf(x(s)) ds <
35b
2
.

Thus,

β(Tx) =
∫ 1

0

G(1, s)f(x(s)) ds

=
∫ 1/4

0

sf(x(s)) ds+
∫ 1

1/4

sf(x(s)) ds

<

∫ 1/4

0

80bs ds+
35b
2

=
5b
2

+
35b
2

= 20b.

Hence, the previous two claims have verified condition (A3) of Theorem 3.1 is
satisfied.
Claim 3: If x ∈ ∂A(β, 20b, α, 5b) with α(x) = 5b, then α(Tx) > 5b.

Let x ∈ ∂A(β, 20b, α, 5b) with α(x) = 5b. Then

α(Tx) = Tx
(1

4
)

=
∫ 1

0

G
(1

4
, s
)
f(x(s)) ds

=
∫ 1/4

0

sf(x(s)) ds+
∫ 1

1/4

f(x(s))
4

ds

>

∫ 1/4

0

s
256b
11

ds+
∫ 1

1/4

256b
44

ds > 5b.

Therefore, condition (A2) of Theorem 3.1 is satisfied since we have shown that

if x ∈ ∂A(β, 20b, α, 5b) with α(x) = 5b implies α(Tx) > 5b

which guarantees that
if x ∈ ∂A(β, b, α, a) with α(x) = a and either θ(x) ≤ c or θ(Tx) > c
implies α(Tx) > a.

Therefore, by Theorem 3.1, the operator T has a fixed point x∗ ∈ A(β, 20b, α, 5b)
which is a desired solution of (4.1), (4.2). Furthermore, if x ∈ A(β, 20b, α, 5b), then

‖Tx− Tx∗‖ = max
t∈[0,1]

∣∣ ∫ 1

0

G(t, s)(f(x(s))− f(x∗(s))) ds
∣∣

≤ max
t∈[0,1]

∫ 1

0

G(t, s)|f(x(s))− f(x∗(s))| ds

=
∫ 1

0

s|f(x(s))− f(x∗(s))| ds

=
∫ 1/4

0

s|f(x(s))− f(x∗(s))| ds+
∫ 1

1/4

s|f(x(s))− f(x∗(s))| ds

≤
∫ 1/4

0

16s‖x− x∗‖ ds+
∫ 1

1/4

s‖x− x∗‖ ds

=
(31

32
)
‖x− x∗‖.
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Thus

‖Tx− x∗‖ = ‖Tx− Tx∗‖ ≤
(31

32
)
‖x− x∗‖,

hence x∗ is the unique fixed point of T in A(β, 20b, α, 5b). �

Acknowledgements

The authors would like to thank the anonymous referee for the careful reading
of the manuscript and pertinent comments; the referee’s constructive suggestions
substantially improved the quality of this work.

References

[1] D. R. Anderson, R. I. Avery; Fixed point theorem of cone expansion and compression of

functional type, J. Difference Equations Appl. 8 (2002), 1073–1083.

[2] R. I. Avery; A generalization of the Leggett-Williams fixed point theorem, MSR Hot-Line,
3.7 (1999), 9–14.

[3] D. R. Anderson, R. I. Avery, J. Henderson; Functional expansion - compression fixed point

theorem of Leggett-Williams type, Electron. J. Differential Equations, Vol. 2010(2010) No.
63, pp. 19.

[4] K. Deimling; Nonlinear Functional Analysis, Springer-Verlag, New York, 1985.

[5] D. Guo, V. Lakshmikantham; Nonlinear Problems in Abstract Cones, Academic Press, San
Diego, 1988.

[6] D. Guo; A new fixed point theorem, Acta Math. Sinica 24 (1981), 444–450.

[7] D. Guo; Some fixed point theorems on cone maps, Kexeu Tongbao 29 (1984), 575–578.
[8] M. A. Krasnosel’skii; Positive Solutions of Operator Equations, P. Noordhoff, Groningen,

The Netherlands, 1964.
[9] R. W. Leggett, L. R. Williams; Multiple positive fixed points of nonlinear operators on ordered

Banach spaces, Indiana Univ. Math. J. 28 (1979), 673–688.

[10] W. V. Petryshyn; Multiple positive solutions of multivalued condensing mappings with some
applications, J. Math. Anal. Appl. 124 (1987), 237–253.

[11] W. V. Petryshyn; Existence of fixed points of positive k-set-contractive maps as consequences

of suitable boundary conditions, J. London Math Soc. 38 (1988), 503–512.
[12] J. Sun, G. Zhang; A generalization of the cone expansion and compression fixed point theorem

and applications, Nonlinear Analysis 67 (2007), 579-586.

[13] E. Zeidler; Nonlinear Functional Analysis and its Applications I, Fixed Point Theorems,
Springer-Verlag, New York, 1986.

5. Addendum posted on October 6, 2016

The authors would like to modify Theorem 3.1 (A1) to provide a more general
fixed point theorem that we can use to correct the mistake in the application,
Theorem 4.1 (Theorem 3.1 is correct, we are just slightly generalizing a condition).
Below is the modified statement of the extension of the compression-expansion fixed
point theorem of functional type which is presented as Theorem 5.1, as well as the
only component of the proof of Theorem 3.1 that is modified. Following Theorem
5.1 we’ll outline the modifications necessary in the proof of the application to fix
the boundedness issue.

Theorem 5.1. Suppose P is a cone in a real Banach space E, A is a relatively
open subset of P , α and ψ are nonnegative continuous concave functionals on P ,
β and θ are nonnegative continuous convex functionals on P , and T : P → P is
a completely continuous operator. If there exist nonnegative numbers a, b, c, and d
such that
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(A1) A(β, b, α, a) is bounded, A(β, b, α, a) ∩A(θ, c, ψ, d) 6= ∅, and
if x ∈ ∂A ∩ P (β, b, α, a) then Tx 6= x;

(A2) if x ∈ ∂A(β, b, α, a) with α(x) = a and either θ(x) ≤ c or θ(Tx) > c, then
α(Tx) > a;

(A3) if x ∈ ∂A(β, b, α, a) with β(x) = b and either ψ(Tx) < d or ψ(x) ≥ d, then
β(Tx) < b;

then T has a fixed point x∗ ∈ A(β, b, α, a). Moreover, if for all x ∈ A(β, b, α, a)
there exists a k ∈ [0, 1) such that

‖Tx− x∗‖ ≤ k‖x− x∗‖

then x∗ is the unique fixed point of T in A(β, b, α, a).

Proof. By Corollary 2.8, P is a retract of the Banach space E since it is convex
and closed.
Claim 1: Tx 6= x for all x ∈ ∂A(β, b, α, a). The functional interval A(β, b, α, a) =
A ∩ P (β, b, α, a), hence

∂A(β, b, α, a)

= ∂(A ∩ P (β, b, α, a))

= (A ∩ P (β, b, α, a)) ∩ (P − (A ∩ P (β, b, α, a)))

= (A ∩ P (β, b, α, a)) ∩ (P −A) ∪ (P − P (β, b, α, a))

= (A ∩ P (β, b, α, a)) ∩ ((P −A) ∪ (P − P (β, b, α, a)))

⊆ (A ∩ P (β, b, α, a)) ∩ ((P −A) ∪ (P − P (β, b, α, a)))

= (A ∩ P (β, b, α, a) ∩ (P −A)) ∪ (A ∩ P (β, b, α, a) ∩ (P − P (β, b, α, a)))

= (∂A ∩ P (β, b, α, a)) ∪ (A ∩ ∂P (β, b, α, a)).

If z0 ∈ ∂A(β, b, α, a) then z0 ∈ ∂P (β, b, α, a) so either β(z0) = b or α(z0) = a. We
want to show that z0 is not a fixed point of T ; so, suppose to the contrary that
T (z0) = z0.
Case 1.1: β(z0) = b. If ψ(Tz0) < d or ψ(z0) = ψ(Tz0) ≥ d, then β(Tz0) < b by
condition (A3). Hence we have that Tz0 6= z0.
Case 1.2: α(z0) = a. If θ(Tz0) > c or θ(Tz0) = θ(z0) ≤ c, then α(Tz0) > a by
condition (A2). Hence we have that Tz0 6= z0.

Therefore, T does not have any fixed points on ∂A(β, b, α, a) since we just verified
that T has no fixed points on A ∩ ∂P (β, b, α, a) and we assumed T did not have
any fixed points on ∂A ∩ P (β, b, α, a).
There are no other changes to the proof of Theorem 3.1. �

In the application, Theorem 4.1, we need to modify the underlying set so that
it is bounded in the C1[0, 1] norm. Below are the modifications to the beginning
of the proof that fixes this issue, there are no changes needed in the statement nor
the remainder of the proof of the application.

Proof. Let

A =
{
x ∈ P : x

(3
8
)
− x
(1

4
)
> 2b and x′(0) < 80b

}
,
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A(β, 20b, α, 5b) =
{
x ∈ A : 5b < x(t) < 20b for all

1
4
≤ t ≤ 1

}
.

By properties of Green’s function we have

(Tx)′′(t) = −f(x(t)) and Tx(0) = 0 = (Tx)′(1);

that is, fixed points of the operator T are solutions of the boundary value problem
(4.1), (4.2). Applying the Arzela-Ascoli Theorem we have T : A(β, 20b, α, 5b)→ P
is a completely continuous operator, and applying Dugunji’s Theorem, there is a
continuous extension, which we will again denote by T , such that T : P → P (the
extension is necessary to extend the domain of T from A(β, 20b, α, 5b) to P since f
is only defined on [0, 20b]). Also note that if x ∈ A(β, 20b, α, 5b) that

‖x‖ = sup
t∈[0,1]

|x(t)|+ sup
t∈[0,1]

|x′(t)| = x(1) + x′(0) ≤ 20b+ 80b = 100b

thus A(β, 20b, α, 5b) is a bounded, open subset of P .
Letting x ∈ A(β, 20b, α, 5b) we see that α(x) = x( 1

4 ) ≥ 5b; therefore

(Tx)
(3

8
)
− (Tx)

(1
4
)

=
∫ 3/8

1/4

(
s− 1

4
)
f(x(s)) ds+

(1
8
) ∫ 1

3/8

f(x(s)) ds

>

∫ 3/8

1/4

(
s− 1

4
)256b

11
ds+

(1
8
) ∫ 1

3/8

256b
11

ds = 2b.

Also,

(Tx)′(0) =
∫ 1

0

f(x(s)) ds <
∫ 1

0

80b ds = 80b.

Hence, Tx 6= x if x ∈ ∂A ∩ P (β, 20b, α, 5b). Let

w0(t) =
∫ 1

0

G(t, s)36b ds

thus

β(w0) = θ(w0) = w0(1) =
∫ 1

0

G(1, s)36b ds = 18b < 20b,

α(w0) = w0

(1
4
)

=
∫ 1

0

G

(
1
4
, s

)
36b ds =

63b
8

> 5b,

ψ(w0) = w′0
(1

4
)

=
∫ 1

1/4

36b ds = 27b > 24b

hence

w0 ∈ A(β, 20b, α, 5b) ∩A(β, 20b, ψ, 24b).

There are no other changes to the proof of Theorem 4.1. �
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