Electronic Journal of Differential Equations, Vol. 2016 (2016), No. 51, pp. 1-8.
ISSN: 1072-6691. URL: http://ejde.math.txstate.edu or http://ejde.math.unt.edu
ftp ejde.math.txstate.edu

POSITIVE SOLUTIONS FOR SECOND-ORDER
BOUNDARY-VALUE PROBLEMS WITH ¢-LAPLACIAN

DIANA-RALUCA HERLEA

ABSTRACT. This article concerns the existence, localization and multiplicity
of positive solutions for the boundary-value problem

/
(6(u)’ + f(t,u) =0,
u(0) — au’(0) = /(1) = 0,
where f :[0,1] x Ry — R4 is a continuous function and ¢ : R — (=b,b) is an
increasing homeomorphism with ¢(0) = 0. We obtain existence, localization
and multiplicity results of positive solutions using Krasnosel’skii fixed point
theorem in cones, and a weak Harnack type inequality. Concerning systems,

the localization is established by the vector version of Krasnosel’skii theorem,
where the compression-expansion conditions are expressed on components.

1. INTRODUCTION

The aim of this article is to present new results regarding the existence, local-
ization and multiplicity of positive solutions for the problem

(p(u)) + f(t,u) =0, 0<t<1,

u(0) — au/(0) =0, /(1) =0, (1.1)

where a > 0, ¢ is a homeomorphism from R to (—b,b) and 0 < b < 0.
According [3]-[6] and [14], there are two remarkable models in this context:
(1) The p-Laplacian operator, where b = 0o and ¢(u) = |u|P~2u, with p > 1.
(2) The curvature operator, where b < co and

p(u) =

u
NS
Problem (|1.1) can be considered as a particular, n = 1 of the corresponding problem
for an n-dimensional system

(i (ui)) + fi(t,ur,ug,...,uy) =0, 0<t<1,

ui(0) — a;ul(0) = 0,ul(1) =0 (i=1,2,...,n), (1.2)

where a; > 0.
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First we shall concentrate on the problem for a single equation, and then
we shall extend the results to the system . The study of ¢-Laplacian equations
is a classical topic that has attracted the attention of many experts because of
its applications (see for example [I]). These equations, with different boundary
conditions have been studied in a large number of papers using fixed point methods,
degree theory, upper and lower solution techniques and variational methods. Robin
boundary conditions

a1u(0) — B1u'(0) = 0 = agu(l) + Bou/(1),
are commonly used in solving Sturm-Liouville problems which appear in many
contexts in science and engineering. These problems have been considered in the
literature by many authors in order to search the existence of positive solutions
(see [7,18]). Some of them worked with special cases. For example [2] @] [TT] studied
the case 8 = 2 = 0 and 1 = ap = 1, while [12] discussed the case a1 = 2 = 0,
as =1and B; = —1.

In this article, we considered the case a; = B2 = 1, 81 = a, with a > 0 and
ay = 0; we are interested not only on the existence of positive solutions to
and , but also on their localization and multiplicity. We shall achive this
by using a technique based on Krasnosel’skii’s fixed point theorem in cones [13].

This result has been extensively employed in the related literature (see for instance
[T0]-[12], [18, I9)).

Theorem 1.1 (Krasnosel’skil). Let (X,|-|) be a normed linear space; K C X a
cone; i, RERL, 0<r <R, K, gp={ue K:r<|u/<R}, andlet N: K, p — K
be a compact map. Assume that one of the following conditions is satisfied:

(a) N(u) £ u if |lu| =r, and N(u) # u if |u| = R;

(b) N(u) #u if lul=r, and N(u) £ u if |u| = R.
Then N has a fized point u in K with r < |u| < R.

Here for two elements u,v € X, the strict ordering v < v means v —u € K \ {0}.

The technique based on the application of Krasnosel’skii theorem for completely
continuous operators on a Banach space, requires the construction of a suitable cone
of positive functions. To this end, in the case of most boundary value problems,
the corresponding Green functions and their properties play an important role.
Alternatively, for many problems for which Green functions are not known, one
can use weak Harnack type inequalities associated to the differential operators and
the boundary conditions, as shown in [16] and [I8]. In our case, such an inequality
will arise as a consequence of the concavity of the positive solutions.

In the case of systems, we shall allow the homeomorphisms ¢; have different
ranges and we shall be interested to localize each component of a solution u =
(u1,us, ..., uy) individually. In this respect we shall use the following vector version
of Krasnosel’skil theorem given in [I5] (see also [I7]).

Theorem 1.2. Let (X,]|-]|) be a normed linear space; Ky, K, ..., K, C X cones;
K =K x Ky x--X Kn,' T,R € Ri, r = (7'1,7'2,...,7"n), R = (Rl,RQ,...,Rn)
with 0 < r; < R; foralli, K, g ={u€ K :r <|w| <R, i=12,...,n} and
let N: K, p — K, N= (N1, Na,...,Ny,) be a compact map. Assume that for each
i=1,2,...,n, one of the following conditions are satisfied in K, r:

(a) Ni(u) £ u; if |us| =y, and Ni(u) # u; if |us| = Ry;

(b) Ni(w) # u; if |u;| =74, and N;(u) £ w; if |us| = Ry.
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Then N has a fized point w = (uy,us,...,u,) in K with r; < |u;| < R; for i =
1,2,....n

Note that in the previous theorem, the same symbol < is used to denote the
strict ordering induced by any of the cones Ky, Ko, ..., K,.

It deserves to be underlined the fact that asking the compression condition (a)
to be satisfied by some indices i, and the expansion condition (b) by the others, it
is allowed that the system nonlinearities behave differently one from the other.

2. POSITIVE SOLUTIONS OF ¢-LAPLACE EQUATIONS

In this section, we seek for positive solutions for ([1.1) and prove some existence,
localization and multiplicity results. For this, we make the following assumptions:

(Al) ¢ : R — (=b,b), 0 < b < oo is an increasing homeomorphism such that
¢(0) = 0.
(A2) f:]0,1] x Ry — R, is continuous, f(¢,.) is nondecreasing on R for each
t € 0,1].
First we obtain the equivalent integral equation for problem of positive solu-
tions. Integration of the differential equation gives

—00ul (1) = =6/ 0) + [ f(s.u(s)) ds
Then .
W) =67 (0 0) = [ fls.u(s)) ds). (21)

Integrating from 0 to ¢ we obtain

u(t) = u(0) + /O t ¢_1(¢(u'(0))— /0 ' f(s,u(s))ds) dr. (2.2)

If we denote = := u(0), substituting it into (2.2)) and taking into account the first
boundary condition, we have

u()—x—k/ot /fsu ds) (2.3)

Fort =1, gives
1
- | fts.uts) ds) <o,
0

1
x = aqﬁfl / f(s,u(s)) ds). (2.4)
Next, we may define the integral operator N : C([0,1];R) — C([0,1];R;) by

N(u)(t) = agp™" /fsu ds / /fsu ds)dT (2.5)

and thus, finding positive solutions to is equivalent to the fixed point prob-
lem for the operator N on C([0, 1];R+). Note that by standard arguments, N is
completely continuous. Let | - |o denotes the max norm on CY0, 1].

To apply Krasnosel’skii’s fixed point theorem in cones we need a weak Har-
nack type inequality for the differential operator Lu := —(¢(u’))’ subjected to the
boundary conditions.

whence
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Lemma 2.1. For each ¢ € (0,1), and any u € C*[0,1] N C([0,1];Ry) with u(0) —

au'(0) =u/'(1) =0, pou’ € WH1(0,1) and (¢(v')) <0 a.e. on [0,1], one has
u(t) > y(t)|u|oo, for allte[0,1], (2.6)

where

B Z+C, fort € e, 1]
") = {O,Jrl fort € |0,c).

Proof. From (¢(u’))’ <0 on [0, 1], one has that the function ¢ o v’ is noincreasing
on [0,1]. Then, from u’ = ¢~ (¢ ou’), and ¢! increasing, we deduce that u’ is
nonincreasing on [0, 1]. Thus w is concave on [0,1]. On the other hand, since the
function ¢ o v’ vanishes at t = 1, ¢(u'(t)) > 0 for every ¢ € [0,1]. Then v’ > 0
on [0, 1], which shows that u is nondecreasing on [0,1]. If we have u(0) < 0 then
u'(0) = @ < 0 which is excluded by u" > 0 on [0,1]. Hence u(0) > 0 and so
u is nonnegative, nondecreasing, concave and |u|. = u(1). Inequality being
obvious for ¢ € [0, c), it remains to prove it for ¢ € [c, 1]. If mine(e1ju(t) = 0, then
the concavity of u implies u = 0 on [0, 1], and so holds. If mingee,1; u(t) > 0,
then we may assume without loss of generality that min,c(. ) u(t) = 1 (otherwise,
multiply by a suitable positive constant). Then u(c) = 1. Since u is concave,
its graph on [c, 1] is under the line containing the points (0, %(0)) and (¢, 1) and so
at point t = 1 we have

u(0)(c—1)+1

1) <
u(y) < 1O
However, u/(0) = @ and being the slope of the line,
1 —u(0
Z(0) > 1240
¢
Hence u(0) > ;. and then u(1) < Zii Now, from |u|s = u(1) we have
a—+c
<1.
a+1 fuloo =
Finally, since 1 < u(t) for ¢ € [c, 1], we obtain

u(t) > Zifmo@, for all ¢ € [c, 1],

as we wished. Notice that a graphical representation would make more clear the
above reasoning. O

Our first result is the following theorem.

Theorem 2.2. Let (Al) and (A2) hold and assume that there exist o, f > 0 with
a # (B such that

P(a) := aqb_l(/ol f(s,7(8)a) ds) + /01 ¢_1(/Tl f(s,7(8)a) ds) dr >a, (2.7)
W(3) = a¢1(/01 f(s,8)ds) + /01 qbl(/: f(s,8) ds) dr < 8. (2.8)

Then (1.1) has at least one positive solution u with r < |u| < R, where r =
min{«, 8} and R = max{a, 5}.
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Proof. We shall apply Krasnosel’skii’s fixed point theorem in cones. In our case,
X = C|0,1], the cone is
K ={ue C([0,1;Ry) : u(0) — au'(0) = v'(1) = 0 and
u(t) > v(t)|u|o for all t € [0,1]},
and N is the operator given by ([2.5).
Note that if u,v € C([0,1];R;) and v < w, that is u —v € K \ {0}, then
(u—v)(1) > ~(1)|u — v|ew > 0. Hence
[uloe > u(1) > v(1). (2.9)
First we remark that N(K) C K. Indeed, if u € K and v := N(u), then
—(p(v")) = f(t,u). We have f(t,u(t)) > 0 for every ¢t € [0,1], so (¢(v")) < 0 on
[0,1]. Then Lemma [2.1] guarantees that v(t) > v(t)|v| for t € [0,1], that is v € K
as desired.
Next we prove that
u P N(u) for every u € K with |u|e = . (2.10)
To this end, assume the contrary, i.e. u > N(u) for some u € K with |u|s = .

Then using (2.9), the definition of K, and the monotonicity of f and ¢, we deduce
a = [uloo 2 [N (u)]oo = N(u)(1

)
=a¢p ! / f(s,u( ds / / f(s,u( ds
([ stsaemas)+ [ ([ f(s,v(S)a)ds) dr,

which contradicts (2.7]). Thus ) holds. The next step is to prove that
u ¢ N(u) for every u € K with |u|e = 8. (2.11)

Assume the contrary, i.e. u < N(u) for some u € K with |u|s = . Then we would
obtain

B = |ulew < |N(u)|oo = N(u

)(1)
=ap? /fsu ds / /fsu ds
/Of(s,mds +/O o /Tf(s

which contradicts (2.8). Thus (2.11) holds. Now Krasnosel’skii theorem applies
and yields the result. O

Remark 2.3. The existence and localization result, Theorem [2.2] immediately
yields multiplicity results for the problem , in case that several (finitely many
or infinitely many) couples of distinct numbers «, 3 satisfying , exist such
any two of the corresponding intervals (a, ) are disjoint.

The next theorems are about the existence of at least one pair «, 3 satisfying the
conditions , , and the existence of a sequence of positive solutions of ,
respectively. Their proofs are as in [I2]. However, for the readers convenience we
reproduce them.
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Theorem 2.4. Let (A1) and (A2) hold and assume that one of the following con-
ditions is satisfied:

(i) limsupy_, o CD()‘) >1 andliminfy_g (A) <1

(i) hmsup)\ﬁ0 ()‘) >1 andliminfy_ g\) < 1.
Then ) has at least one positive solution.

Proof. To apply Theorem we look for two numbers a, 5 > 0, a # 3 with
®(a) >a and Y(B) <.

In case (i), one can chose « large enough and § small enough; while in case (ii), «
is chosen small enough and (3 is chosen large enough. O

Theorem 2.5. Let (Al) and (A2) hold. If the condition
(iii) limsupy_ 2 > 1 and liminfy_o Q) <1
holds, then (L.1) has a sequence of positive solutions (un)n>1 such that |ty | — 00

as n — oo.
If the condition

(iv) hmsup)\ﬂo ()‘) > 1 and liminfy_, ( ) <1
holds, then has a sequence of positive solutzons (Un)n>1 such that |up|se — 0

as n — oQ.

Proof. Clearly (iii) guarantees the existence of two sequences (an )n>1, (Bn)n>1 such
that

0<a,<fp<apyy foreveryn>1, and o, — 00 as n — co. (2.12)

For each n, Theorem yields a positive solution u, with a;, < |up|c < Bn. The
condition (2.12) implies that these solutions are distinct and that |up|e — 00 as
n — co. A similar reasoning can be done in case (iv). O

Notice that the conditions (iii) and (iv) show that f is oscillating towards co and
zero, respectively.

3. POSITIVE SOLUTIONS OF ¢-LAPLACE SYSTEMS

In this section we extend the above results to the general case . We shall
allow the homeomorphisms ¢; have different ranges, namely ¢; : R — (=b;,b;),
0 < b; < oo, and we shall assume that ¢; are increasing with ¢;(0) = 0, and
that f; : [0,1] x R — R, are continuous functions (i = 1,2,...,n). Under these
assumptions problem is equivalent to the integral system

ui(t) = aip; ! /fzsu )ds / /flsu ds)

fori=1,2,...,n and u = (u1,ua,...,Un).
By Lemma for each ¢ and any constant ¢; € (0,1), a weak Harnack type
inequality holds for the differential operator L;v := —(¢;(v"))’ and the boundary

conditions v(0) — av’(0) = v'(1) = 0. Based on this result we define the cones
K; = {u; € C([0,1];R4) : u;(0) — auj(0) = uj(1) = 0 and
;i (t) > vi(t)|ui]oo, for all t € [0, 1]},
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fori =1,2,...,n. We note that the functions v; are given by Lemma[2.1]for possibly
different ¢; and a;. Now we consider the product cone K := K7 x Ko X -+ X K, in

C([0,1],R™).

Let N : C([0,1];R%}) — C([0,1]; R} ), N = (N1, Na,..., N,,) be defined by
Ni(u)() = as6;! /fzsu pas)+ [ ot ([ st as) an

fori=1,2,...,n

If u; € K; for each j, then fi(s,u(s)) > 0 and from Lemma one has
N;(u) € K;. Thus the cone K is invariant by N. Moreover, the operator N is
completely continuous since, by standard arguments, the components N; are com-
pletely continuous.

The following result is a generalization of Theorem and guarantees the exis-
tence of positive solutions to and their component-wise localization. For any
index @ € {1,2,...,n}, we shall say that the homeomorphism ¢; : R — (=b;,b;)
satisfies (A1) if ¢; is increasing and ¢;(0) = 0, and that the continuous function
fi +[0,1] x RY — R, satisfies (A2) if for each ¢t € [0,1], fi(t,z1,...,2,) is nonde-
creasing on Ry with respect to any variable z;, j =1,2,...,n.

Theorem 3.1. Let ¢;, f; satisfy (Al) and (A2) for i =1,2,...,n. Assume that
there exist ¢;, o, B; > 0 with ¢; < 1 and o; # B; such that

D,(a): = ai¢i_1 ( /01 fils,m(8)at, ..., (s)an) ds)

+/01 ¢i1</7_1 fi(57’71(5)a17-n,’}/n(S)an)dS) dr > «,

U,(3) = aiqﬁjl(/olfi(s,ﬂ) ds / / fils ds dr < B,

fori=1,2,...,n, where « = (a1, qa,...,a,) and § = (51,52,...7@). Then (1.2)
has at least one positive solution u = (uy,ug,...,u,) with r; < |“z|oo < R;, where
r; = min{ay, B}, R; = max{ay, 5;}, i =1,2,...,n

The above result is a consequence of the vectorial version of Krasnosel’skii fixed
point theorem in cones.

We shall say that for a given index 4, the condition (i) from Theorem holds
if for every A1, Ag,..., i1 >0,

P, v,
limsup&>1 and liminf ;\(/\)

Ai—00 i Ai—0 i

<1,

uniformly with respect to Ajy1, Ait2,..., A € (0,00). We shall understand the
condition (ii) in a similar manner. Therefore, if for each ¢ the condition (i) or (ii)
holds, then we obtain pairs («;, ;) satisfying the assumptions of Theorem

Analogously, we say that (iii) from Theorem holds for some index 4, if for
every A1, Ag, ..., A\ji—1 >0,

lg\mjgop /\(l ) >1 and limjf,lof /\(i ) <1,
uniformly with respect to A\j11, Aj+2, ..., Ay € (0,00). Condition (iv) is understood

in a similar manner. Under such type of conditions we obtain sequences of solutions

for the system (|1.2)).
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Finally, we note that [I2, Theorem 3.2] can be applied to our problem ([1.2]) in
order to guarantee the existence of multiple solutions.
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4. ADDENDUM POSTED ON MAY 19, 2016

The author would like to thank the anonymous reader for his valuable remarks
and suggestions, and to make accordingly the following amendments and comple-
tions:

(I) Condition (A2) and Theorem 2.2 needs the additional hypothesis on f,

ft,x) <b

for all t € [0,1] and « € R,. This assumption guarantees that the integral operator
N is well defined on C(][0,1];R4).



EJDE-2016/51 POSITIVE SOLUTIONS 9

(IT) Cases (i) and (iii) from Theorem 2.4 and Theorem 2.5 are possible only if
b = oco. Indeed, if b < oo, then

1 1 ade
/0 f(s,v(s)a)ds = /c f(s, ﬁa> ds < (1 —c)b.
Also, for 0 < 7 < ¢, as above
1 1 ate
— _— < —
/T f(s,v(s)a) ds /C f(s, P 1a) ds < (1 —¢)b,

while for ¢ < 7 < 1,

5, ——
a+1

1 1
/ F(s,7(s)a) ds = / f( “*Ca) ds < (1—1)b < (1—c)b.
These inequalities show that ®(\) given by (2.7) is bounded, namely
®(\) < (a+ 1)@ ((1 - )b).

Then
O(A
lim sup L =0
A—o00 A
and so (i) and (iii) can not be satisfied.
(IIT) The above remarks also apply to the systems considered in Section 3.
(IV) Concerning Theorems 2.4 and 2.5, we present the following four examples.

Example 4.1 (in (ii), case b < 00). In (1.1) we let

o(u) = and f(t,z) = f(z) =

x
r+1

U
V1+u?
In this case, b = 1 and one can easily check that condition (A2), particularly the
inequality f(¢,2) < 1, holds. Direct computations show that

a+c 1-c¢c a 1
d(N)=A4A + , ¥Y(\)=B + ,
» (\/l—AZ 1+\/1—A2> » <\/1—BQ 1+\/1—B2>
where
Ma+e)(1—c¢) A
A Ma+c)+ (a+1) and A+1

lim () = (atc)l—c)ate+]) and lim —) =0.
A—0 A 2((1 =+ 1) A—00

Now it is easy to see that
W(A
A

Hence condition (ii) from Theorem 2.4 is satisfied if

. 2(a+1)
Ci= (a+c)(1—¢c)(2a+c+1) <1

3

which holds for sufficiently large a. For example, we can choose a = 7 and ¢ = 0.5.
For this case, Figure[l| shows the behavior of the function f with respect to the line
y = Czx.
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34y
y=_Cx
2
= f(x
1 y = f(x)
x
2 4 6 8 10

F1GURE 1. Behavior of f with respect to the line y = Cx.

Example 4.2 (in (iii), case b = 00). If in (1.1) we let ¢(u) = u, then expressions
(2.7) and (2.8) become

a+c 1-c¢)(2a+c+1 2a +1
000 - () )02,
Consider f:[0,1] x Ry — R, defined by
f(t,x) = f(x) = mz + nxsin(pln(z + 1)).
In this case b = 0o and condition (A2) holds if
m > n(p+1). (4.1)
Now it is easy to see that
liinjolip <I>E\)\) — (m+n) (a+ c)(lzzacl@lc)z +c+1) ’
li/\rgigf T(N) ~(m—n) 2a2+ 1.
Hence condition (iii) from Theorem 2.5 is satisfied if
m+n>A and m-—n<DB, (4.2)
where ) . )
A=Garaa (ac;r(2c)z+c+ p ad B=g

For example, conditions (4.1]) and (4.2 hold for

a=25 ¢=03, m=046, n=0.15, p=2.
For this case, Figure [2| shows the oscillatory behavior of the function f with respect
to the lines y = Az and y = Bz.

Example 4.3 (in (iv), case b = 00). We consider ¢(u) = u and the function
£:10,1] x Ry — R, defined by

fit,x) = f(z) = mern:Esin(pln%),
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FIGURE 2. Behavior f with respect to the lines y = Az and y = Bz.

for x > 0 and f(0) = 0. In this case b = oo and the condition (A2) holds if
m > n(p+1).

Now it is easy to see that

. D(N) (a+c)1—c)(2a+c+1)
1 S :
ot

R 40N 2a+1

lim 1ngT—(m—n) 5

Hence condition (iv) from Theorem 2.5 is satisfied if
m+n>A and m-—n<BDB,
where 2 D )
a+
A= d B=—.
(a+c)(1—c)(2a+c+1) an 2a +1
For example, conditions (4.3)) and (4.4]) hold for

a=2, ¢c=02  m=054, n=016, p=2.
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Example 4.4 (in (iv), case b < 00). Consider ¢(u) = u/+/1 + u? and the function

f(t,x) = f(z) which on a small interval (0, €) is defined by

f(z) = ma + nzsin (pln %)

Here € > 0 is chosen such that f(z) < 1 on (0,€). The function f is increasing on

(0,¢) if
m > n(p+1).
Here

o) = (a+)o~ ((1- c)f(‘”cx)) +/C1 o7 (- T)f(Z“A)) dr.

a+1

(4.5)
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[ (0= ns(ren))ar =0

C

a sufficient condition for ®(\) > X to hold is

0o -

a-as () > o)

This gives the condition

Since

or equivalently

F(EEN a+t1

a+c>\ :

at1 (a+¢)?(1—¢) 1+(a+c)
Letting A — 0 yields

a+1
T =)
Also )
V) = as GO+ [ 67 =) dr

and since

/<z> (1= ) f (V) dr < 67 (FV),

a sufficient condition for ¥(\) < A to hold is

A
-1
A AN
IO <
or equivalently
A
A) < ( )
R
This gives the condition
A 1
P |
(a+1) 1+(a+1)
which letting A — 0 yields
1
m—n < .
a+1
Hence condition (iv) from Theorem 2.5 is satisfied if
m-+n > __atl and m—n<
( +c)2(1—c) a+1

For example, conditions ) and ( . ) hold for

a=2.5, 0:0.1, m=043, n=017, p=15.

End of addendum.
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