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GLOBAL STRUCTURE OF SOLUTIONS TO BOUNDARY-VALUE
PROBLEMS OF IMPULSIVE DIFFERENTIAL EQUATIONS

YANMIN NIU, BAOQIANG YAN

ABSTRACT. In this article, we study the structure of global solutions to the
boundary-value problem

-z (t) + f(t,z) = Aaz(t), te(0,1), t#

1
A~’U|t:1/2 = /3190(5)7 Ax/\tzl/z = —faz(
z(0) =z(1) =0,

where A # 0, 1 > B2 > 0, Azfy—y/p = x(% +0) - x(%), Axllimyyp =
w/(%JrO)f:p’(% —0),and f:[0,1]xR — R, a: [0,1] — (0, +00) are continuous.
By a comparison principle and spectral properties of the corresponding linear
equations, we prove the existence of solutions by using Rabinowitz-type global
bifurcation theorems, and obtain results on the behavior of positive solutions

for large A when f(z) = zPt1.

1. INTRODUCTION

In this article, we study the structure of global solutions to the second-order
impulsive differential equation

-2 (t) + f(t,x) = daz(t), te(0,1), t+# %,
Axli—1/0 = 5155(%)7 Ax'|i=y)2 = —ﬂzx(%), (1.1)
z(0) =z(1) =0,

where X # 0, 81 > B2 > 0, Azf—yjp = 2(5 +0) — 2(3), A=y = 2/(5 +0) —
2/(—0),and f:[0,1] xR >R, a:[0,1] — (0,+00) are continuous.

Impulsive differential equations arise in the contexts of population dynamics,
infectious diseases models, chemical technology and so on; see [} [7, 12 21] 27, 28|
34]. Because impulsive equations appear in applied mathematics, they attract a lot
of attention. Many authors studied the existence, uniqueness as well as multiplicity
of solutions, by using the topological degree theory and variational method; see
[T, 5L 10, A1 14, [15] 19l 20, 251 26l 291 BT B2], B3], 35 B36].
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An important tool to study the existence of solutions for differential equations is
Rabinowitz global bifurcation theory; see [2} [5l [6], [T6] 17, 18, 22| 23] 24]. But up to
now, just a few results have shown on the structure of global solutions for impulsive
differential equations by Rabinowitz global bifurcation theorems. Liu and O’Regan
[15] considered the second-order impulsive differential equation

2" (t) +ra(t)f(t,z(t) =0, t€(0,1), t#t;,
Ax‘t:ti, :OéiSL'(ti—O), i=1,2,...,l€, (12)
z(0) =z(1) =0,

in which they converted (|1.2]) to the form

r

y,/(t) a(t)f(t7H0<ti<t(1 + al)y(t)) = 07 te (07 1);

"Mt ) (1.3)
y(0) = y(1) = 0.

By the known properties of the eigenvalues and eigenfunctions of the linear equation
corresponding to , using bifurcation techniques, they obtained the existence of
multiple solutions to .

As we know, Rabinowitz global bifurcation theory can be used effectively is that
the spectral properties of relative linearized operators (especially, nodal zeros of
eigenfunctions) are clear. But impulses lead to the complexity of eigenvalues and
eigenfunctions of the impulsive linear equations, which have not been analyzed
completely. A recent work on this aspect comes from [30] in which Wang and Yan
presented the spectral properties of the equation

—a2"(t) = Xx(t), te€(0,1), t+# %

1 1
A95|t:1/2 = /\ﬁx(i)» A9'3/|t:1/2 = —/\ﬁx/(§ - 0), (1.4)

z(0) ==z(1) =0,

and studied the existence of multiple solutions for the relative nonlinear second-
order impulsive differential equations by Rabinowitz global bifurcation theory.

In this article, we consider the nonlinear second-order impulsive differential equa-
tion , in which the impulses are different from . This article is organized
as follows. In section 2, a Comparison Principle is established for the second-order
impulsive differential equations. In section 3, we focus on the linear impulsive
equation

o (0) = da(t)alt), te(0.1), 41,

1 1
A33|t:1/2 = 5195(5)7 Aflf/|t:1/2 = —ﬁ2$(§)7

z(0) =xz(1) =0,

where A, 81, B2, a(t), Az, Az’ are introduced as in , and present the eigenvalues
and eigenfunctions properties. In section 4, we obtain the solutions of under
various hypotheses on the asymptotic behaviour of f using the global bifurcation
theorem from Section 3. Finally, with the principal eigenvalue, we discuss the
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special autonomous case
1
—a"(t) + f(w) = Ama(t), t€(0,1), t# 5.
1 1
A.’ﬂg = ﬂlx(i)’ Afﬂl‘% = 7[32£C(§),
z(0) =z(1) =0,

where f(z) = 2P*! and p > 0, m > 0 are real numbers, and give results on the
behavior of positive solutions for the large A\. Some ideas come from [7].

(1.5)

2. PRELIMINARIES

Comparison argument in ODE plays an important role in analyzing some proper-
ties of solutions. Naturally, it necessary to study the relative Comparison argument
to get the properties of solutions of (1.1)).

Lemma 2.1. Suppose that y(t) is the solution of

1
y' +Qt)y=0, te(0,1),t# 3

1 1 (2.1)
Ay|t:1/2 = ﬁly(§)7 Ay/|t:1/2 = _/62y<§)a
and w(t) is the solution of
1
w’ + Pt)w=0, te(0,1),t+# =,
2
1 (2.2)
Awli—1/s = ﬂlw(§)7 Aw'|y—y /2 = —ﬂ2w(§)7

where P(t) and Q(t) are continuous on the same interval [0,1] with Q(t) < P(¢).
If a, B are two next null points of y(t), then there must be at least one null point

of w(t) on [a, ).

Proof. Suppose «, 3 are two next null points of y(¢). We discuss two cases about
them.

(1) a, B €[0,1/2) or a, B € (3,1]. In this case, it is easy to obtain the results
by Sturm comparison theorem in ODE.

(2) a < 3 < . Multiply by w(t), by y(t) and subtract each other to
obtain

wy” —w"y +[Q(t) — P(t)]wy = 0.
Integrating the equation above from « to 3 yields
B

B
[ —wryae= [P - @y s

therefore,

3= ]
/ d(wy’ —w'y) + /1 d(wy" —w'y)
tL A (2.3)
- [P - Qulwydr+ [ 1P0) - Qlwyar

1
i+
2
From the impulsive conditions in (2.1)) and (2.2), we have

w(z+) = (L4 Bu(z )
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w34+ = w'(5-) - Brw(5-),
Y5 =+ Bz,
Y5+ =y (5-) - Ba(z-),

which together with y(«) = y(5) = 0 guarantees that the left side of (2.3)) satisfies
1 1 1

5[0 GW (G) ~ WG] ey (@) +w By (B (24)

Denote
F(t) = w(t)y'(t) —w'(t)y(t).
Combining with , one has
FI(t) = w(t)y”(t) — w" ()y(t) = [P(t) — Q()w(t)y(?).

Suppose that w(t) has no zero in («, ), and without loss of generality y(t) is
positive in (o, §). Then two cases will be discussed according to w(t).

(a) w(t) > 0,t € (a, 3). In this case, the fact that F'(¢) = [P(t)—Q(t)]w(t)y(t) >
0 for ¢ € [a, 1) implies that F(t) increases on [a, 3). Since

Fla) = w(a)y'(a) - v/ (a)y(a) = w(@)y (a) > 0,

one has F(3—) > F(a) > 0. Then is

~BiF(3) — w(a)y (@) +w(B)y (8) <0,

while the right-hand side of (2.3)) satisfies

1/2— B
/ [P(t) — Q(t)|wydt + / P(t) — Q)| wydt > 0.

1/2+
which is a contradiction.

(b) w(t) < 0, t € (o, B). Since F'(t) = [P(t) — Q(t)]w(t)y(t) < 0 for t € [a, 3),
F(t) decreases on [a, 3). With F(a) = w(a)y'(a) < 0, one has F(3—) < 0. Then
©4) is

1
B (5) ~ wla)y () +w(B)y () > 0,
while the right-hand side of (2.3)) satisfies
5 B

1o
[P - @+ [ (Pe) - Qluwyat <o,
[ %J’,
which is a contradiction. The proof is complete. (I

For convenience, we introduce main lemma and some symbols in global bifur-
cation theory. Let F : & — & where £ and & are real Banach spaces and F
is continuous. Suppose that the equation F(U) = 0 possesses a simple curve of
solutions W given by {U(¢)|t € [a, b]}. If for some 7 € (a,b), F possesses zeros not
lying on ¥ in every neighborhood of U(7), then U(7) is said to be a bifurcation
point for F with respect to the curve ¥ (see [23]).

A special family of such equations has the form

u=G(\u), (2.5)
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where A € R, u € F is a real Banach space with the norm || - ||, and G : £ =
R x E — E is compact and continuous. In addition, G(A,u) = ALu + H(\, u),
where H(A,u) is o(]ju||) for u near 0 uniformly on bounded X intervals and L is
a compact linear map on E. A solution of is a pair (A\,u) € £. The known
curve of solutions © = {(\,0)|A € R} will henceforth be referred to as the trivial
solutions. The closure of the set of nontrivial solutions of will be denoted by
Y. A component of ¥ is a maximal closed connected subset.

If there exist 4 € R and 0 # v € E such that v = pLv, u is said to be a real
characteristic value of L. The set of real characteristic values of L will be denoted
by o(L). The multiplicity of y € o(L) is the dimension of Uj2 | N ((uL—1I)7) where I
is the identity map on E and N(P) denotes the null space of P. Since L is compact,
w is of finite multiplicity. It is well known that if 4 € R, a necessary condition for
(14,0) to be a bifurcation point of with respect to O is that u € o(L).

Lemma 2.2 ([23]). If p € o(L) is simple, then ¥ contains a component C,, that
can be decomposed into two subcontinua C:, C,, such that for some neighborhood

B of (1,0),
(A u) e CH(C,)NB, and (A u)# (1,0)
implies (A, u) = (A, av+w) where a > 0(aw < 0) and | A — p |= o(1), [Jw| = o(] & |),
at o = 0.
Moreover, each of CI, C,, either

(1) meets infinity in X, or

(2) meets (f1,0) where p# jp € o(L), or

(3) contains a pair of points (A, u), (A, —pu), u # 0.

3. SPECTRAL PROPERTIES FOR LINEAR IMPULSIVE EQUATIONS

To apply Rabinowitz global bifurcation theorems on , we need to study
the linear equation corresponding to . In this section the spectral properties
including its eigenvalues, along with their corresponding algebraic multiplicity, and
also eigenfunctions structures will be discussed for the linear impulsive problems

—z"(t) = Xa(t)z(t), te€(0,1), t+# %

1 1
Ax|i—1/0 = ﬂlx(i)a Ax'|y—q )0 = *5295(5),
z(0) = z(1) =0,

where A, f1, B2, a(t), Az, Az’ are introduced as in (I.1)).
Denote PC[0,1] = {z : [0,1] — R : z(t) is continuous at ¢ # %, and z(3 — 0) =
lim, ;- z(t), and z($ +0) = lim, ,+ x(t) exist } with the norm
2 2

(3.1)

|z = sup |z(t)],
t€(0,1]

={zr € PC[O 1] : 2/(t) is continuous at t # %, and /(3 — 0) =
nd 2/(1 +0) = hmtﬂy 2/(t) exist } with the norm
Iy = max{ sup |z(t)], sup |2'(£)[}.
te[0,1] te[0,1]

Let E = {x € PC'[0,1] : (0) = x(1) = 0}. It is well known that E is a Banach
space with the norm || - ||;.
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Lemma 3.1 ([9]). The solution x(t) € PC[I,R]NC?[I',R] of (3.1)) is the same as
the solution x(t) € PC”[I R} of the integral equation

2(t) = )\fo )z (s)ds — (81 — 362)tz(3), t €0,
Aa Ja(s)ds + (81 + 5B2) (1 — )z(3), € (

where I = [0,1], I' = I\ {5}, and

1-— <s<t<l1
G(t,s):{s( t), 0<s<t<I,

=

3
a6

M\»—A

t1—s), 0<t<s<Ll
Lemma 3.2. All eigenvalues of (3.1) are in R.

Proof. Let A = a + iy be an eigenvalue of (3.1)) and w(t) = uq(t) + iua(t) be
an eigenfunction corresponding to A. It is sufficient to prove that v = 0. Since
A =a+iy and u(t) = uq(t) + dua(t) satisfy (3.1)), it follows that

—uy = at)(auy —yug), —uy = a(t)(qus + yu), (3.3)
and ) )
Augly—yo = 51“1(5)7 Aulli—y /2 = —52u1(§)7
1 1
Augli—1/o = 51U2(§)7 Aupli—1/2 = —52u2(§)7 (3-4)

ul(O) = ul(l) = 0, UQ(O) = UQ(l) =0.
Multiply (3.3]) by ua(t) and u(t) respectively and subtract each other to yield that
—ufug +ufur = —a(t)y(uf + u3).
Integrating the equation above from 0 to 1 and with condition (3.4)), we have

1 1 1 1 !
Bruy (5 —)ua(5) — Brug(5—)ua(5) = —/ a(t)y(ui + u3)dt. (3.5)

2 2 2 2 0
Denote F(t) = u}(t)ua(t) — uh(t)us(t) for t € [0, 3). Since uy, ug satisfy (3.3), it
follows that

F'(t) = a(t)y(ui (t) +u3(1)).

If v > 0, by a(t) > 0 and u}(t) + u3(t) > 0, one has F’(t) > 0. Then F(0) =
) (0)u2(0) — u5(0)ur (0) = 0 implies that F(1—) > 0. The left side of (3.5) is
ﬂlF(%—) > 0, while the right side of it is negative, which is a contradiction. On
the other hand, with the similar discussion, we deduce the contradiction if v < 0.

Therefore, v = 0 and Lemma [3.2] holds. O
Theorem 3.3. Fquation (3.1) possesses an increasing sequence of eigenvalues
D<M << <A<y, hr}rn A, = +o0.

And the eigenfunction uy corresponding to A\, has exactly k—1 nodal zeros in (0, 1).

The proof of this theorem will be divided into two parts, in which the methods
chosen are different due to the complexity of the impulse. Part 1 mainly shows
the existence of principal eigenvalue and eigenfunction by Schauder’s fixed point
theorem, while Part 2 guarantees the existence of second and subsequent eigenvalues
by some tools on uncontinuous Sturm-Liouville systems.
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Part 1. Existence of principal eigenvalue and eigenfunction In , let
oo {x(t) + (61 — 352)tx(3), teo,3],
a(t) = (B + 582) (1 = )2(3), te(3,1],
and then y(t) € C1[0,1]. Equation is transformed into

y(t) = A / G(t, 5)a(s) H(y(s))ds, (3.6)
where ots
_ 1—35P2 1 1
H(y(t)) _ y(t) 1+%ﬁ1,%52y(2)t7 t € [07 2]7 (37)

Brt+38
y(t) + ﬁy(%)(l —t), te(g 1.

By Lemma the study of (3.1)) is the same as that of (3.6). Next we give the
main result.

Lemma 3.4. There exist \* > 0 and nonnegative function x* satisfying (3.1)).

Proof. Let D := {y € C]0,1] fol y(s)ds = 1,y(t) > 0,y(t) is concave and y(0) =
y(1) = 0} and define an operator A:
1
G(t, s)a(s)H (y(s))ds
(Ay)(t) = 1 fol ,

fo fo G(t,s)a(s)H (y(s)) ds dt
We show (Ay)(t) > 0. In fact, by (3.7)), the sign of (Ay)(¢) depends on the sign of
H(y(t)). Since y € D and 1 > B > 0, it is easy to obtain that for ¢ € (3, 1]

LS Ry
1"'%@1—%62”2)(1 t) > 0.

y(t) +

Define

-3 1 1
g(t) = y(t) — %y(Q)a t €0, 5).

Since y(t) is concave, together with ¢(0) = y(0) > 0 and

) s
9NS) =TT, 1, Y
2" 1+1iB1— 35
one has g(t) > 0 for ¢ € [0,3]. That is to say (Ay)(t) > 0 for t € [0,1]. Thus,
we conclude that D is a closed convex set and an standard argument shows that
A: D — D is continuous. Furthermore, the following two facts show that A(D) is
compact.

(1) A(D) is uniformly bounded. For y € D, since fol y(t)dt < |ly||, one has
Iyl = 1. Choose y(to) = maxseo. [yl For t € (0,t0). we have y(t) = y(to +
(1- %)O) > %y(to) +(1- %)y(()) = %Hy” The same argument shows that for

t € (to,1), we have y(t) > 1_2 lly||- Hence,

) >
2)_0’

H1—1)
y(t) > mllyll >t(1 =)yl =t(1 1), Vtel0,1]

and

1 1
1.
| vrs= [yl s)s = ol 5. eyl <.
0 0
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11
/O/OG(t,s)a(s)H(y(s))dsdt, Yy € D.

As a(t) > 0 is continuous, suppose

0<k<a(t)<K,tel0,1],

Next we estimate

and denote

B — B — 302 B — Br+ 502
V=11 _ 13727 {{lg _1g°-
+ 561 — 302 + 561 — 302

With (3.7) and y(t) > t(1 —¢t) for t € [0, 1], we have

//Gm (y(s)) ds dt

‘/UZ(lt)/tsa(s)( (5) ~ Buy(3)s) ds i
/1/2 /1/2 1—s) (y(S) _Bly(;)5> ds dt
/1/2 / S <y<5>+Bzy(;)(1—s>) ds dt

/; 1= /01/2 sa(s) <y(8) Bly(;)s) ds dt

2

+/h—wAZM@@@+Bw§m—@)wm

/; /tl(l — s)a(s) (y(s) + Bzy(%)(l — s)) ds dt

> K5+ 5a70(3) (B2 — B1)],

where

32_31:¢20

1+ 301 — 102
and y € D. Hence,

11
/ / G(t, 8)a(s)H (y(s)) ds dt > :T) yeD.
Since G(t, s) is bounded on [0, 1] x ], by letting 0 < G(t,s) < M, we have

|<—‘/Gts H(y(s))ds|

< Six [ ot

where
|| Henas| = (14 gu(3)B2— By).

That implies A(D) is uniformly bounded.
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(2) A(D) is equicontinuous. In fact, as discussed in above, it’s true for all y € D

that )
! k
/0/0G(t,s)a(s)H(y(s))dsdtz@.

Since G(t, s) is continuous on [0, 1] x [0, 1], it is uniformly continuous on [0, 1] x [0, 1].
So for all € > 0, there exists § > 0 such that

|G(t,s) — G(t',s)| < Ce, V|t—1t| <§,

where . .
60K (1+ 5y(3)(B2 — B1))
And then
|(Ay)(t) — (Ay) ()]
‘\k 2alo) Hlyle))ds fWWM@mwws
fo fo s)a(s)H (y(s)) dsdt fo fo Ya(s)H (y(s)) ds dt
fw wmmmu»’
I fo ,s)a(s)H (y(s)) ds dt

K
OEXGO /H $))ds = =.

Arezela-Ascoli theorem and (1) (2) imply that A(D) is compact. According to
Schauder fixed point theorem, there exists a y* € D satisfying Ay* = y*, i.e

Jo Gty s)a(s) H (y* (s))ds
fol fol G(t,s)a(s)H(y*(s))dsdt
Denote fOl fOl G(t’ S)a(s)H( ( )) dsdt = ** and then can be written as

=y (b). (3-8)

1
v =X [ Gt s)als) ' (9)ds.
0
Note Lemma B3] and transformation

o [F0- (B -im)ad).  tebd
o) = (61 + 132) (1= D), te (3,1

we define
* B1—36 *
x4 Y (t) T+l 1512 fgzy (%)tv te [Oa %L
€T =
* Bi1+356
v+ e (1), e (3]

and such z* satisfies Lemma 3.4

Part 2. Existence of second and subsequent eigenvalues In this part, we
consider uncontinuous Sturm-Liouville equation

1
—2"(t) = Xaz(t), te(0,1), t+# 3 (3.9)
with the boundary value condition

2(0) =0,2(1) =0, (3.10)
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and the impulsive conditions

x(%—i—) = (1+ﬂ1)x(%—), (3.11)
2(34) = 7' (5-) — oz ) (312)

For each A € R, let {_(t,\) and (4 (¢, A) be the solutions of (3.9)) satisfying the
initial condition

1 1
C*(O) = 07CL(0) = _17<+(§+) = (1 + Bl)Ci(g_%
. ; . (3.13)
CI+(§+) = —52C—(§_) + CL(E_)a

and let 4 (¢, A) and n_(¢, A) be the solutions of satisfying the initial condition

=0, h0)=-1 1 (G-)= o3+

+ — Y, = 4 —\57 ) — 7 5 I+\§ )
+ 2 1+6 2 (3.14)

W) = T [ () + (1 Al 4]

Denote the solution of (3.9) with condition (3.13]) and (3.14]) respectively by

Cfewn, te@d), Cfntn), te@d)
C“’”‘{Mw te (b, ”(t’”‘{w,», re(d),
O

By Lemma [3.2] we choose A as a real number. When A increases, the number
of zeros of ((t,\) increases subsequently in view of Lemma Let p—(A) be the
number of zeros of ((¢,\) on (0, 1), p4 (A) be the number of zeros of ((,\) on (3, 1)
and p(A) = p_(A) + p+(A) be the number of zeros of {(¢,A) on (0, 1)U (3,1). Then
we have the following conclusions.

Lemma 3.5.

(1) There exists A > 0 such that p(A) =0 for all A < —A;
(2) limy— 400 p(A) = 400

Proof. Denote M_ = min;c(y 1ya(t) and My = min;cp1 5 a(t).
(i) When A < 0, we first consider the ODE initial value problem

1

)

() + AM_z(t) =0, tel0, 5

x(0,\) = 0,2'(0,\) = —1,

and its solution can be written as

-1 ST 1
T (tN) = ————eV At em VM
(A 2¢/—AM_ 2¢/—AM_
The above expression implies that z_ (¢, A) < 0 as A — —oo, which means p_(\) =0
by comparison theorem of ODE.
Next, for the another ODE equation,

(3.15)

() + AM x(t) =0, te[z,1],
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the solution is

.’I]+(t,)\)
4B 1 —Ber—(5—A) +2- (5= N\ -
_( 5 x_(if,)\)ﬁL 22 %—)\M+ 2 )e ¢

1 /(1
i (1 + 51&(1_7)\) B (53— A) +2l (3,0 )e—,/—)\M+(t—%)7
2 2 2¢/—AM,
from which we see z4(¢,A) < 0 as A — —oo and we conclude that py(A) = 0.
(ii) When A > 0, denote M = min{M_, M} and consider (3.15)). A solution of

it has the form )
r_(t,\) = _ sin/AM_t,
(t:3) AM_

of which the number of zeros on (0, 3) is [%;O\/)\M_] or [%;0 AM_]+ 1.

Then we turn to (3.16]), while the solution is

:c+(t7)\):(1+51):67(%—,>\) cos )\MJF(t_%)
1 1 i | 1
_m(—ﬁ2$7(§_7)\)+x7(§—,)\))sm )\M+(t—§)

= C'sin (\/Mt—f—’y).

We know the number of zeros of z4 (¢, ) on (3, 1) is [1 w% MM or [ ﬂ% AM |+
1. Notice that

[%;0 AM]+[1;é M) > [é;ox/W]jt[l_%\/W].

By a comparison argument, when A > M, the number of zeros of {(¢, \) is no less
1_9 1—1 .
than [2—+VAM] + [—2+VAM], which prove (2). We complete the proof. O

™

Denote by Ry, (k=1,2,...) the point set on R:
Pi={AeR:p\) =0}, Mp={AcR:p(\)>k—1>0}

According to Lemma and the continuity of (4(t,\), Re (K = 1,2,...) are
nonempty and Ry (k > 1) are closed sets with lower bounds.

Lemma 3.6. Denote pr, = minRg(k=2,...). If ((1,ux) = 0, then ((t, ur) has
ezactly k — 1 zeros in (0,3) U (3,1).
Proof. Since pj, = minRi(k =2,...), it follows that p(ur) > k — 1, which means
that ((t, ux) has at least k — 1 zeros, denoting by 0 < 1 < tg < -+ < tp_1 < ---.
Now we prove t, = 1.

On the contrary, assume ¢, < 1. {'(tg, ux) = 0 is not possible in view of unique-
ness of initial value problem due to {(tg, ur) = 0. Noticing that

—(\ = )¢+ Aa(t)Cx, (0, A) = C;\(Oa A) =0,
and using the Green formula for (¢, ux) and (¢, ) on [0, tx], we have
tr

1/2
(1+6) / a(t)C2 (t, )t + / a(t)C3 (b, )t = ot )G (tis ),

1
2
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hence
(L+81) Jo 2 a(®)C (¢ )t + [1* a(t)C3 (¢, i)t

C/(tlm ,LLk;)

It follows by the implicit function theorem that with ((¢,A) = 0, there exists a
unique implicit function ¢ = ¢(\) at the neighbourhood of (tx, px), which satisfies
tr = t(pg) and

Ot pr) =

1/2 t
dt | Otk (1+50) )/ a(t)C*(t, px)dt + [1" a(t)C?(t, px)dt .
dx T ) ¢ (tw, px) =0
Namely, ¢t = ¢t(\) decreases with A\. Then we select A\, < py satisfying t. = t(\s) €
(ti,b) such that ((t.,As) = 0. By Lemma [2.1] ((¢,\.) has at least k — 1 zeros in
(a,ty), which implies that A, € M. This contradicts with pp = minR,. Conse-
quently, ¢, = 1 and the proof is complete. ([l

By Lemma [3.6] we deduce the next statements.
Corollary 3.7. [, pr+1) = Re\Rk+1, Re = U;.»O:k[/lj,/lj+1)(k =2,...).

Corollary 3.8. p()) is an increased step function: p(A\) =k—1(k=1,2,...),\ €
[11ks Mk 11)-
Proof of Theorem[3.3 First it will be proved that has only one eigenvalue in
each [, pint1)(n = 2,...), denoting by \,, and the corresponding eigenfunction
¢(t,A\n) has exactly n — 1 zeros in (0,3) U (3,1). Because ((t,u,) satisfies the
boundary value condition ((1, i, ) = 0, it follows from Lemma that A, = pin.
Next we will show there is at most one eigenvalue of (3.1]), denoting by Ay, except
for A\, (n = 2,...) mentioned above. And then \; € R; and the corresponding
eigenfunction has no zero in (0,1/2) U (1/2,1). Lemma guarantees the exis-
tence of Ay with A\, = A1, so we just need to show the uniqueness of \;. Assume
there are two different principal eigenvalues: A;, Aj. Using the Green’s formula on
eigenfunctions ((¢, A1) and (¢, A}), we have

1/2 1 !
(M _Xl)</o Q(t7>\1)((t,)\’1)dt+1+ﬂl/% C(t,Al)C(M’l)dt)

= (LA (LA = (1, AL, A7) = €0, A)¢7(0, A7) + €0, A1) (0, A7)

The left side of the above equation is not zero, while the right side is zero. That is
a contradiction.

During the discussion, it is not difficult to find that zeros of {_ (¢, \) and (4 (¢, A)
are nodal zeros by Sturm-Liouville theory in ODE. The proof is complete. (]

We remark that result in Theorem can be obtained for the equation
1
—2"(t) + q()2(t) = Aa(t)z(t), ¢ €(0,1), t # 3,
1 1
A33|t:1/2 = ﬁ1$(§)7 A35/|t:1/2 = —5233(5)7

z(0) =z(1) =0,

where ¢(t) € C[0,1], q(t) > 0( or g(t) < 0) and a(t), Az|i—;/2 and Az'|,—;/, are
defined as before.
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Lemma 3.9. For each k > 1, the algebraic multiplicity of eigenvalue Ay is 1.
Proof. Define operator K : PC'[0,1] — PC'[0, 1] as follows:
1
() (1) {fo G(t,s)a(s)x(s)ds — %(51 — %ﬂg)tx(%), t €0, %],
€T =
iy G(t,s)a(s)x(s)ds + L (81 + 362) (1 — )a(L), te(
We just need to prove ker(I — A\, K)? C ker(I — A\ K).

For any y € ker(I — A\ K)?, from (I — A\, K)?y = 0, one has that (I — \,K)y €
ker(I — A\, K). Let \;, be the k' eigenvalue of (3.1)) and uy(t) be the eigenfunction
corresponding to A\;. By Theorem there exists a v satisfying

(I = M\ K)y = yug(t), telo,l],

which implies that y satisfies

N[—=
—_

1
y// + )‘ka(t)y + W/\ka(t)uk(t) = Oa te (07 1)a t 7é §a

1 1 1
Ay‘t:1/2 = ﬁly(§)7 Ay/‘t:1/2 = —529(5), (3.17)
y(0) =y(1) =0.
Now we prove v = 0. Otherwise, assume 7 > 0 and notice (3.17) when k = 1. With
A1 >0, up(t) >0 for ¢t € (0,1), two cases of y will be discussed.
If y(t) has no zero in (0, 1), assume y(¢t) > 0 and rewrite (3.17)) in the form

Y’ + Ma(t)[1+ Wl(t)]y(ﬁ) —0, te(0,1),t# %

y(t)
Ayli=1/2 = 51y(%), AY |12 = _gw(%)’ (3.18)
y(0) =y(1) =0.

Inequality 1+ 'YZ(lt()t) > 1, and Lemma guarantee that y(¢) has a zero in (0, 1),

which contradicts with the assumption.
If y(t) has a zero in (0,1)\3, denote it by ¢*, so that y(¢) > 0 for t € (0,¢*) and
y(t) < 0 for t € (t*,1) (such t* always exists because it is a nodal zero). So (3.17)

on (t*,1) can be transformed into (3.18). From 1 + 'YZ(lt()t) < 1 and Lemma

u1(t) has a zero in (¢*,1), which yields a contradiction.
Sovy=0and y € ker(I — A\ K). We complete the proof. a

4. MULTIPLE SOLUTIONS FOR NONLINEAR IMPULSIVE DIFFERENTIAL EQUATION

In this section, we consider the problem
1
—z"(t) + f(t,x) = hax(t), te€(0,1), t+# 3

1 1
Al = Bra(5), Alimys = —Bar(3), “1)

z(0) =z(1) =0,

where A # 0, 81 > f2 > 0, Azfy—y/p = x(%—k) — :Jc(%—)7 Ax|y=1)0 = x’(%—k) —
/(1) and f:[0,1] xR — R, a: [0,1] — (0,+00) are continuous. In addition,

2
suppose the following assumptions of f(¢,z) hold.

f(t,0) =0, f(t,5) = o(s) (4.2)
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at the neighbourhood of 0 and uniformly for all ¢ € [0,1].

s f(—s) (4.3)

strictly increase on RT, for all ¢ € [0, 1].

i LG8 o (4.4)

s—+oo S

uniformly for all ¢ € [0,1]. Denote \; be the i* eigenvalue of problem

(1) = NaD)o(r), te(O0.1), £,

Adlecrss = 16(3), Adlmro = —20(3), (45)

$(0) = ¢(1) = 0.
For the rest of this article, we suppose that the initial value problem

(0) + f(t,a) = haxt), te(0.1), t# L,

1
Aﬂf|t=1/2 = 51$(§), A~T/|t=1/2 = —fax(3),
Ji(to) = xl(to) = O7

—_

2

has the unique trivial solution x = 0 on [0, 1], for any ¢, € [0, 1].

Before giving main results, it is necessary to give the lower and upper solution
theorem of , as a useful tool in the proof of the existence of positive solutions.
Now we consider

=" (t) + f(t,x) = Nax(t), t€(0,1), t #ty,
Azly, = pra(tr), Az'ly, = —Paa(tr), (4.6)
z(0) ==z(1) =0,
where f : D — R is continuous, D C [0,1] x R and ¢; € (0,1). The solution
of (4.6) is defined as z(t) € PC([0,1],R) N PC"((0,1), R) satisfying (4.6)), where
PC([0,1], R) = {z : [0,1] — R : x(t) is continuous at t # t1, x(t;1—0) = lim,_,- x(t)
and z(t; +0) = lim, _,+ x(t) exist }, and PC"((0,1),R) = {z : (0,1) — R : 2" (t)
is continuous at ¢ # ty, lim, ,— 2" (t) and lim,_,+ 2"(t) exist }.
If a(t) € PC([0,1],R) N PC"((0,1), R) satisfies

=a"(t) + f(t,a(t)) < Aaa(t), te(0,1), t#

Aaly, = pra(tr), Ad'fy, = —Faa(ty),
a(0) <0,a(1) <0,
it is a lower solution of (4.6)), while the upper solution is defined as ((t) satisfying

~31(0) + (1. 50) 2 MaB(e), £ € (0,1), 14,

ABly, = AB(t1), Ay, = —B8(t1),
8(0) = 0,53(1) > 0.

1
9’

Denote
DS ={(t,) € (0,1) x R,a(t) <z < B(t),t € (0,1)},
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where «(t), 8(t) € PC([0,1], R) with «(t) < 8(¢) for all ¢ € [0, 1]. Then we give the
lower and upper solution theorem of (4.6)).

Lemma 4.1. Assume «(t), 5(t) are the lower and upper solutions respectively with
a(t) < B(t) fort € (0,1), and D? C D. Moreover, for each A\ € R there exists
h(t,\) € C([0,1] x R, RT) satisfying

[H(t, 2, 0)] = |f(t,2) - Aa(t)2()] < h(t,\), V(t.2) € DL,

/01 s(1—=s)h(s,A) < g(A) < +o0.

Then there is at least one solution of [&.6) denoted by x(t) with a(t) < z(t) < B(t).

Proof. Define auxiliary functions

H(t, at), ), = <o),
H*(t,z,A\) = H(t,z,\), alt) < z(t) < B(),
H(t,B(t),A), x> p(t),
where H(t,x,\) = f(t,x) — Aa(t)x(t), and
I{a(ty)), =< aty),
I*(z) = { I(z), a(ty) <z < B(t),
I(B(t1)), = > B(t),
where I(x) = x(t1). It is obvious that
|H*(t,z, \)| < h(t,\), V(t,z)€ (0,1) x R.
Then we consider problem
2" (t)+ H* (t,z,\) =0, te€(0,1), t+#ty,

Azly, = piI"*(z(t1)), Az'|y, = —FoI"(2(t1)), (4.7)
z(0) = m(l) =0,
and show that if z(t) is a solution of ([1.7)), a(t) < z(t) < B(t) holds, which implies

that 2(t) is a solution of (4.6).

On the contrary, if there is a t* such that x(t*) < a(t*), there are three possible
cases for t*.

(1) Assume t* < t1. Let r = inf{t < ¢* : z(s) < «a(s),Vs € [t,t*],t € (0,1)} and
' =sup{t > t*: z(s) < a(s),Vs € [t*,¢],t € (0,1)}. We discuss two cases about 1.

(a) There exists a t' € (t*,t1] satisfying z(t') = a(t"). In this case, it’s obvious
that 7/ < t;. Then for every t € (r,1'),

z(r) = a(r),z(r") = a(r'),z(t) < a(t), H (t,z,\) = H(t,a(t), \).
Thus, x(t) satisfies
=" (t)+ H(t,a(t),\) =0, te (rr").
On the other hand, since a(t) is a lower solution with
—a"(t) + H(t,a(t),\) <0, te(rr),
by denoting z(t) = a(t) — z(t), for every ¢ € (r,r'), one has
z(r)=2(r") =0,2"(t) > 0.
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By maximum principle, z(¢) < 0 holds for all ¢t € (r,7’). Namely for ¢t € (r,7'),
a(t) < x(t), which contradicts a(t*) > z(t*).

(b) For every t € [t*,t1], (t) < a(t) holds. In this case, noticing a(t; + 0) =
a(ty)+fra(t) > z(t1) + Bra(ty) = x(tr) + F11*(2(t1)) = z(t1 +0), we have ' > t;
and for every t € (r,r'),

z(r) =alr),z(r') = a(r),z(t) < a(t), H*(t,z,\) = H(t,a(t),\).
Since z(t) and «(t) satisfy

—{E”(t) + H(t,at),A) =0, te(r T/) \ t1,
—a"(t)+ H(t,a(t),\) <0, te(rr')\t,

by letting z(t) = a(t) — x(¢), for t € (r,7’), it holds that

=2"(t) >0, te(rr), t#t,
AZ|t1 = 0, AZ/‘tl = O7
z2(r)=z(r") =0.

Since —z"(t) > 0 for t € (r,r") \ t; and AZ'|;, =0, 2/(t) increases and is continuous
on (r,7'). Lagrange mean value theorem, together with z(r) = 0 and z(¢;) > 0
guarantees that there exists at’ € (r,t1) with 2/(¢') > 0. Similarly, with z(¢;4+0) > 0
and z(r') = 0, there exists a t € (¢t1,7') so that z/(¢”) < 0. This contradicts to
the monotonicity of z'(t). According to the discussion above, we find case (1)
impossible.

(2) Assume t* = t;. As before, define r = inf{t < t* : z(s) < a(s),Vs € [t,t*],t €
(0,1)} and ' = sup{t > t* : z(s) < a(s), Vs € [t*,t],t € (0,1)}. The conclusion on
(r,7’) is same with the case (b) in (1), which can be excluded.

(3) Assume t* > t;. The definitions of r,r’ are same as before. We divide the
discussion of r into two cases.

(a’) There exists a ¢’ € (¢1,t*] satisfying x(t') = a(t') or a(t; +0) = z(t; + 0).
This case is similar to the (a) in case (1), which deduces a contradiction.

(b’) For every t € (t1,t*], =(t) < «(t) holds, and so z(t; + 0) = z(t1) +
Oil*(z(t1)) < a(t1 +0) = a(t1) + S1l(a(t1)). Then it can be concluded that
x(t1) < a(ty). This case is similar to (b) in case (1), which is impossible.

Combining cases (1), (2) and (3), we conclude that for t € [0,1], z(t) > a(t).
With the same method, z(¢) < 5(t) is true for ¢ € [0, 1]. The fact is that if z(t) is
the solution of , it must be the solution of , which has been proved. Next
we will give the existence of solutions for .

The solution of has the form (see [9])

1
l‘(t):—/o Gty ) H" (s, 2(s), Nds + [B1 — (t —t1B2)] D T*(a(t1))

0<t1<t
—t[ﬂl —(1—t1)ﬂ2]l*($(t1)), t e [0, 1],

where
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For x € PC([0,1], R) and X € R, define

(Thx)(t / G(t,s)H"(s,z(s),\)ds + [B1 — (t — t152)] Z I'(z

o<t <t
—t[B1 — (1 —t1) B I" (x(t1)).

From the dominated convergence theorem, we can check that Ty : PC([0,1], R) —
PC(]0,1], R) is a continuous and bounded operator for each A € R. Furthermore,
T\(PC(]0,1], R)) is compact. Indeed, for ¢ € [0, 1]\t1, we have

4 @) o)

Jf/ p¢mM+F/(th@HMWH>H

t 1
SAQH@M%MW+Aﬂ—ﬂH@M%MW+MIMMN
— o (t) + MIT* ((t)],

and
1

/1 Ya(s)ds < tlim (1-1) /t sh(s,\)ds + lim (1 — $)h(s, N)ds
0 - 0

t—1+

+ 2/1 s(1—s)h(s, N)ds
0

§4/0 s(1— )h(s, )ds
< g(A) < oo,

so that for each A € R, v(t) € L'([0,1], R"). According to Schauder’s fixed point
theorem, T has at least a fixed point Z € PC|[0, 1], which implies Z(¢) is a solution
of (4.7). The proof is complete. O

Theorem 4.2. Assume that conditions (4.2)), (4.3) and (4.4]) hold. For A > A,

there exists an unique positive solution of (4.1)). The mapping A — x is continuous
from (A1, +00) to PC"([0,1], R) and the branch {(\,zx), A € (A1,+00)} bifurcates
from the right of trivial solutions at (A1,0). Moreover, xy increases strictly with \:
if A < p, then ) < z,. Finally, xx — 400, uniformly for t in the closed interval
C(0,1) as A — +oo.

Proof. For p € C([0,1], R*), denote v;(p) the i*" eigenvalue of problem
1
—¢"(t) + pd = va(t)o(t), te(0,1), t#3

Adli—1/2 = ﬂlfb(%)a A'li—1/2 = *52¢(*)
$(0) = ¢(1) = 0.
Then \; = 1;(0). By Lemma[2.1] if 0 < p < p and p % p, then
vi(p) <vi(p), VieN

It is true that there is no nontrivial solution of (4.1), if A < A;. Indeed, on
the contrary, let z > 0 be a solution of (4.1), and then x satisfies (4.8) with

l\3>—
—~
=
(0]
S~—



18 Y. NIU, B. YAN EJDE-2016/55

p(t) = % if z(t) > 0, p(t) = 0 if z(t) = 0, and v = X. By condition (4.3),
p > 0and p # 0 hold, so that A = v1(p) > 11(0) = A1, which is a contradiction.

We show the existence of solutions of for A > A;. Let ¢1(t) be the prime
eigenfunction of corresponding to A1, so ¢1(t) > 0 for ¢t € (0,1). First, it will
be verified that, for sufficiently small € > 0, ¢ is a lower solution of . Indeed,
with A > A; and condition , for sufficiently small €, we have

=@ (t) + f(t, 21 (t)) — Aa(t)eg (t) = Ma(t)edi(t) — Aa(t)ey (t) + f(t,e61(t))

f(ta E¢1 (t))
= [(A1 — Naf(t —_— t 0
(O = Na(0) + ST |e6i(0) <0,
and Aegy|i—1/2 = Bi1ed1(5), A(epr) |i=1/2 = —B2661(3), and €¢1(0) = 1 (1) =0,
which infer that e¢; is a lower solution. Next we will find a upper solution of (4.1).
Condition (4.4) implies that there exists a sufficiently grand constant M), for each
A € R, so that f(t,s) > Aa(t)s for s > M) and t € [0,1]. Define

- Clt+02, tE[O,%],
Cgt+C4, te (%71]a

where C7, Cs, C3 and C4 can be selected by the following conditions:

2 (24) = (14 Ba* (Ao,

2
() (54) = @) (5-) = B (5 )
x*(t) > My, Vtel0,1].

Such x* defined above satisfies

—(@®)"(t) + ft,2*) > daz*(t), te€(0,1), t# %

* * 1 * *
Ax*|i—1/2 = P17 (§)a A(2") |1=1/2 = —f2x™(3),

z*(0) > 0,2%(1) > 0,

which means z* a upper solution of (4.1)). It is easy to check that Lemmaholds7
so there exists a positive solution of between e¢; and x*.

Let x be the maximum positive solution of satisfying e¢; < z(t) < x*.
Then x) is unique. Indeed, assume x be another positive solution of with
x < z). Combining this with condition 7 we have

f(733) < f(',.%',\)

€T T\

1
2

)

while
A=1 (7“796)) =1 (7]0(,33)\))
X HIBN
This is a contradiction.
Assume A\; < A < p and zy, x, be the positive solutions of corresponding
to A, p respectively. Then

—2X(t) + f(t, 2x) — paxx(t) = Aa(t)zx(t) — pa(t)zx(t)
= (A = pa®)zA(t) <0,
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which indicates that x is a lower solution of corresponding to p. By the
uniqueness of solutions, one has x) < z,, namely the monotone of ) with A. The
prior estimation of M) and uniqueness of solution of , along with Lemma
mean that the mapping of A — z is continuous from (A1, 4+00) to PC"([0,1], R)
and the branch of {(A,zx), A € (A1, +00)} bifurcates from the right of trivial solu-
tions at (Aq,0).

Then we prove x) — +00, as A — +oo uniformly for ¢ in the closed interval
C (0,1). For all v > 0, define

f(t7 Y)
A =\ + max .
(Y) 1||a||00[0,1] te[g’”

Then for all v > 0, A(y) < +oo and A(y) increases with . Here ¢, is also the
prime eigenfunction of (4.5)) and satisfies ||¢1]|1 = 1. For all A > A(y), v¢1 is a lower
solution of (4.1)). In fact, condition (4.3) implies that f(t,vé1) < (f(¢,7) \ ¥)vo1,

by which we compute

[ty
—(v01)" + f(t,vd1) < Mia(t) + (7)7% < A(Y)vd1 < Ayér.

So v¢1 is a lower solution of (4.1) with v¢; < zy, and for all v > 0 there exists

A(7y) > 0 telling that

A>A(y) = ¢ <z, te(0,1).

Since ¢ > 0 for ¢t € (0,1), it can be deduced that 2y — +00, as A — +00 uniformly
for t in the closed interval C (0,1). The proof is complete. O

For convenience of the next proof, we give some symbols here. Let F = {z €
PC’0,1] : (0) = x(1) = 0}. It is well known that E is a Banach space with the
norm | - ||;. Denote Sy, be the set of functions in E which have exactly k& — 1 simple
nodal zeros in (0, 1) (by a nodal zero we mean the function changes sign at the zeros
and at a simple nodal zero, the derivative of the function is nonzero) and denote

St ={z e Sk;2'(0) >0}, S, =-S5

Finally, let <I>f =R x ,S’ki and & = R x S. It is easy to show that for any positive
integer k, Sk, S,;" and S, are open in E. With the fact that is the linear
equation of at the neighbourhood of z = 0, global bifurcation theorem of
Rabinowitz can be applied to .

Theorem 4.3. Suppose that f satisfies conditions (4.2), (4.3) and (4.4). Then
for A < A1, Equation (4.1) admits trivial solution xo = 0. For A\p < A < Agy1,
Equation (4.1) possesses at least 2k +1 solutions: xo = 0, xf, x,f, with x;' € SJ‘-"

anda:j GS’]- .

Proof. The existence of a solution = € Sfct for A > Ay, is obtained easily. In fact, z(t)
is a solution of (4.1 if and only if z(t) is a solution of equation = ALz + H (¢, ),
where L is defined as

(L)(t) = {fol Glt,)als)e(s)ds — § (51— I)tah), e 0 d)
fol G(t,s)a(s)x(s)ds + 1 (B1 + 562) (1 — t)a(5), te (3,1],
and H(t,z) = fol G(t,s)f(s,z(s))ds satisfying lim, .o H(t,x)/x = 0.

—=
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The global bifurcation theorem of Rabinowitz can be applied for this problem
and we just need to prove Cf N(Ax E) # (. By Lemma and Lemma there
exists one unbounded continua Cy, of solutions of (4.1]), which bifurcates from the
right of the trivial solutions at (Ag,0) and satisfies

()\k,O) e Cp, C P U {()\k,O)}.
Moreover, Cy = CZ UC, and CZ‘ NC; = (Ax,0), while Cf are two unbounded
continua in R X F satisfying
CE C &5 U{(\,0)}.

By Theorem we know that ||z]l; < M(\) so that CF € {(\,2); A > Ay, ||lz|l; <
M(XA)} and the projection of Cf on R is unbounded belonging to (Ag, +00). So
CiNn(Ax E) # 0, and there exists at least 2k + 1 solutions of (&) in S for
A > A O

5. BEHAVIOR OF POSITIVE SOLUTIONS OF AUTONOMOUS IMPULSIVE
DIFFERENTIAL EQUATION FOR LARGE A

First, we study the existence of the positive solutions to
" +1 1
—x"(t) + 27 = dma(t), te€(0,1), t# 3

Az|; = 513;(%), Al = —6233(%), (5.1)
z(0) = z(1) =0,

where p > 0, m > 0 are real numbers. This is a special case of with f(t,z) =
2Pt and a(t) = m, so we can use the results in section 4 on it. The behavior of
the positive solutions of , as A — oo, will be discussed, on the basis of the
comparison argument and the property of principal eigenvalue of linear equation of

(-1).
By Theorem we denote o; the it" eigenvalue of

_x”(t) = Al‘(t), t e (07 1)’ t 7é %a

Azl|y = ﬂlx(%), Ad'|y = —5233(%), (5.2)
z(0) =z(1) = 0.

From Theorem admits a positive solution, if and only if A > o1/m. Let
ux,m be such positive solution. In order to study the behavior of uy ,, as A — oo,
we use the change of variable

u= APy, (5.3)

which transforms (5.1)) into
1 1
—XU”:mv—v”H, t € (0,1), t#a,
1 1
Avly = Bro(3), AV = —Ba(3), (54)

2
v(0) = v(1) = 0.

So the problem of analyzing the behavior of uy,, as A — oo is equivalent to
analyzing the behavior of the unique positive solution of ([5.4)), which is denoted
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by Ox,m, as A — oco. The behavior of 8 ,, in the interior of [0, 1] is given by the
following conclusion.

Theorem 5.1. Let J C (0,1) be a compact interval. Then

lim 6y, =m'/P 5.5
)\—l>r—&I-1<>o A m (5.5)

uniformly in J.

Proof. Given A\ > 7L, —G’A”m(to) > 0 at the point tg € I where 8} ., achieves its
maximum and hence

Orm <m'/P tel. (5.6)
Then it is sufficient to show that given € > 0, there exists A(¢) such that

m'P —e <O\ m(t), te (5.7)

for all A > A(e). To show this, we discuss as follows. Consider ¢ty € J' and
J' = [a,B] C I. Without loss of generality, we assume § € J'. Then of" (resp.
¢’ > 0) will stand for the principal eigenvalue (resp. eigenfunction) of with
boundary conditions @7 (o) = ¢’ (3) = 0. We consider ¢’ (t) normalized so that
o [l1 = 1. Let A(to,€) > 0 be such that

’

J
01 1/p 1/p €
— > — —. .
[m /\(to,s)} m 5 (5.8)

J’
Lemmashows that the mapping A — 6 ,, is strictly increasing as far as A > %
Thus,

Orm > Ox(to.0)m > 0% A > A(to, e), (5.9)

to,e),m>

where Hiéto’g)’m is the unique positive solution to

1 1 p+1 / 1
)\(t07€)v mu — vPT eJ, t# 5
1 1 5.10
A'U|% = ﬂlv(i), Av'|% = 7521)(5), ( )

v(a) = v(B) = 0.

It follows easily that [m — /\(Utiol 3 }1/”<pJ/ is a lower solution of (|5.10)). Thus, due the

convexity of v — v/ and using the maximum principle, we find that
J/

7] 1/p, J’' J’

s L

From the inequality and (5.9) it follows that

Orm > [m — i]l/”@f A > Ato, e)
A,m = )\(to,&?) ) = 0,¢)-

Hence, from (5.8) the following holds

ok,m > [ml/p - g]@le
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for all A > A(tg,e) and ¢ € J'. Since ¢’ (o) = 1 and the local continuity of 7",
there exists J C J' C I such that

1/p _
7 m e
90 (t)zml/p7%7 teJ’
Thus,
Orm >mP —¢, teJ,
for all A > A(tg, ). Then we complete the proof. O
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