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INVERSE SOURCE CAUCHY PROBLEM FOR A TIME
FRACTIONAL DIFFUSION-WAVE EQUATION WITH

DISTRIBUTIONS

ANDRZEJ LOPUSHANSKY, HALYNA LOPUSHANSKA

Communicated by Mokhtar Kirane

Abstract. We study the inverse Cauchy problem for a time fractional diffusion-
wave equation with distributions in right-hand sides. The problem is to find a

solution (continuous in time in generalized sense) of the direct problem and an

unknown continuous time-dependent part of a source. The unique solvability
of the problem is established.

1. Introduction

Elliptic and parabolic initial and boundary value problems for differential and
pseudo-differential equations having distributions in right-hand sides are investi-
gated by many authors; see [3, 9, 16, 20] and references therein.

Equations with fractional derivatives and inverse problems to them appear in
different branches of science and engineering. The conditions of classical solvability
of the Cauchy and boundary value problems to equations with the regularized time
fractional derivative were obtained in [2, 5, 6, 7, 15, 17, 18, 19, 25, 26] and other
works. The inverse boundary value problems to a time fractional diffusion equation
with different unknown functions or parameters were investigated, for example, in
[1, 4, 8, 10, 11, 12, 13, 21, 22, 27]. Most papers are devoted to the inverse problems
with an unknown right-hand side (see, for example, [1, 8, 11, 21, 27]). Mainly such
problems were studied under regular data.

In this article, for the equation

u
(β)
t −∆u = g(t)F0(x), (x, t) ∈ Rn × (0, T ] := Q (1.1)

with the Riemann-Liouville fractional derivative of order β ∈ (m−1,m), m,n ∈ N,
we study the inverse Cauchy problem

∂j−1

∂tj−1
u(x, 0) = Fj(x), x ∈ Rn, j = 1, 2, . . . ,m, (1.2)

(u(·, t), ϕ0(·)) = F (t), t ∈ [0, T ] (1.3)
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where Fj (j = 0, 1, . . . ,m) are given distributions, F is given continuous function,
the symbol (u(·, t), ϕ0(·)) stands for the value of an unknown distribution u on
given test function ϕ0 for every t ∈ [0, T ], g(t) is an unknown continuous function
on [0, T ]. We prove the existence and uniqueness of a solution (u, g) of the problem
in the cases m = 1, 2.

Note that the inverse boundary value problems of finding a pair (u, g) under
smooth given data in right-hand sides and similar (integral) over-determination
conditions were studied, for example, in [1, 11]. The over-determination condition
of kind (1.3), but with the scalar product (u, ϕ0) in abstract Hilbert space was used
in [8].

Conditions of the unique classical solvability of the Cauchy problem (1.2) for
the diffusion-wave equation with the Caputo partial derivative of order β ∈ (0, 2)
and the Cauchy type problem for the diffusion-wave equation with the Riemann-
Liouville partial derivative of order β ∈ (0, 2) where obtained in [25, 26], respec-
tively. The method of the Green function was used to prove the solvability of these
problems. The representations of components of the Green vector-functions for
mentioned problems by means of the H-functions of Fox [14, 24], were obtained
also in [6].

2. Notation, definitions and auxiliary results

We use the following: D(Rn) is the space of indefinitely differentiable functions
with compact supports in Rn, C∞,(0)(Q̄) = {v ∈ C∞(Q) : ( ∂∂t )

kv|t=T = 0, k ∈
Z+}, D(Q) is the space of functions from C∞,(0)(Q̄) having compact supports with
respect to the space variables, D′(Rn) and D′(Q) are the spaces of linear continuous
functionals (distributions [23, p. 13-15]) onD(Rn) andD(Q), respectively, E ′(Rn) =
[C∞(Rn)]′ is the space of distributions with compact supports, the symbol (f, ϕ)
stands for the value of the distribution f on the test function ϕ,

D′C(Q̄) = {v ∈ D′(Q̄) : (v(·, t), ϕ(·)) ∈ C[0, T ] ∀ϕ ∈ D(Rn)}.

We denote (g∗̂ϕ)(x) =
(
g(ξ), ϕ(x+ξ))

)
, by f∗g the convolution of the distributions

f and g:
(f ∗ g, ϕ) = (f, g∗̂ϕ) for any test function ϕ,

by f×g the direct product of the distributions f and g:

(f × g, ϕ) = (f(x), (g(t), ϕ(x, t)) for any test function ϕ(x, t).

We shall use the function

fλ(t) =
θ(t)tλ−1

Γ(λ)
for λ > 0 and fλ(t) = f ′1+λ(t) for λ ≤ 0,

where Γ(λ) is the Gamma-function, θ(t) is the Heaviside function. Note that

fλ ∗ fµ = fλ+µ, fλ∗̂fµ = fλ+µ.

The Riemann-Liouville derivative v(β)(t) of order β > 0 is defined by the formula

v(β)(t) = f−β(t) ∗ v(t),

the Djrbashian-Caputo fractional derivative (regularized fractional derivative)

Dβv(t) =
1

Γ(m− β)

∫ t

0

(t− τ)m−β−1 d
m

dτm
v(τ)dτ for m− 1 < β < m, m ∈ N,
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and therefore,

Dβv(t) = v(β)(t)−
m−1∑
j=0

fj+1−β(t)v(j)(0) for β ∈ (m− 1,m).

Assume that
C2,β(Q) = {v ∈ C(Q) |∆v,Dβ

t v ∈ C(Q)},
and for β ∈ (m− 1,m),

C2,β(Q̄) = {v ∈ C2,β(Q) :
∂jv

∂tj
∈ C(Q̄), j = 0,m− 1},

(Lv)(x, t) ≡ v(β)
t (x, t)−∆v(x, t),

(Lregv)(x, t) ≡ Dβ
t v(x, t)−∆v(x, t),

(L̂v)(x, t) ≡ f−β(t)∗̂v(x, t)−∆v(x, t), (x, t) ∈ Q,

X (Q) = {v ∈ C∞,(0)(Q) : L̂v ∈ D(Q̄)}.

Lemma 2.1. The Green formula holds:∫
Q

v(x, τ)(L̂ψ)(x, τ)dx dτ

=
∫
Q

(Lregv)(x, τ)ψ(x, τ)dx dτ +
m∑
j=1

∫
Rn

∂j−1

∂τ j−1
v(x, 0)

(
fj−β(τ), ψ(x, τ)

)
dx,

β ∈ (m− 1,m), m ∈ N, v ∈ C2,β(Q̄), ψ ∈ X (Q̄) .

Proof. Integrating by parts, for any v ∈ C2,β(Q̄), ψ ∈ X (Q̄) we have∫
Q

Dβ
t v(x, t)ψ(x, t) dx dt

=
1

Γ(m− β)

∫
Q

(∫ t

0

(t− τ)m−1−β ∂
m

∂τm
v(x, τ)

)
dτ
)
ψ(x, t) dx dt

=
1

Γ(m− β)

∫
Rn
dx

∫ T

0

(∫ T

τ

(t− τ)m−1−βψ(x, t)dt
) ∂m
∂τm

v(x, τ)dτ

=
1

Γ(m− β)

∫
Rn
dx

∫ T

0

(∫ T−τ

0

ηm−1−βψ(x, η + τ)dη
) ∂m
∂τm

v(x, τ)dτ

=
∫

Rn
dx

∫ T

0

(
fm−β(τ)∗̂ψ(x, τ)

) ∂m
∂τm

v(x, τ)dτ

=
∫

Rn

(
(fm−β(τ)∗̂ψ(x, τ))

∂m−1

∂τm−1
v(x, τ)

)∣∣∣τ=T
τ=0

dx

−
∫

Rn
dx

∫ T

0

(fm−β(τ)∗̂ψ(x, τ))τ
∂m−1

∂τm−1
v(x, τ)dτ

= −
∫

Rn
(fm−β ∗̂ψ)(x, 0)

∂m−1

∂τm−1
v(x, 0)dx

+
∫

Rn
dx

∫ T

0

(fm−1−β(τ)∗̂ψ(x, τ))
∂m−1

∂τm−1
v(x, τ)dτ
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= −
m−1∑
j=0

∫
Rn

(
fm−j−β ∗̂ψ

)
(x, 0)

∂m−j−1

∂τm−j−1
v(x, 0)dx

+
∫

Rn
dx

∫ T

0

(
f−β(τ)∗̂ψ(x, τ)

)
v(x, τ)dτ

= −
m∑
j=1

∫
Rn

∂j−1

∂τ j−1
v(x, 0)

(
fj−β(t), ψ(x, t)

)
dx+

∫
Q

(
f−β(t)∗̂ψ(x, t)

)
v(x, t) dx dt.

�

We use the following assumptions:
(A1) Fj ∈ E ′(Rn), j = 0,m,
(A2) F, F (β) ∈ C[0, T ], ϕ0 ∈ D(Rn), (F0, ϕ0) 6= 0.

Definition 2.2. The pair (u, g) ∈ D′C(Q̄) × C[0, T ] is called a solution of the
problem (1.1)-(1.3) if∫ T

0

(
u(·, t), (L̂ψ)(·, t)

)
dt

=
∫ T

0

g(t)
(
F0(·), ψ(·, t)

)
dt+

m∑
j=1

(
Fj(y)× fj−β(t), ψ(y, t)

)
∀ψ ∈ X(Q̄)

(2.1)

and condition (1.3) holds.

Note that (2.1) is obtained as the generalization of the above Green formula.
Then from (1.2) and (1.3) it follows the compatibility conditions

(Fj , ϕ0) = F (j−1)(0), j = 1,m. (2.2)

Definition 2.3. The vector-function (G0(x, t), G1(x, t), . . . , Gm(x, t)) is called a
Green vector-function of the Cauchy problem (1.2) to the equation

(Lu)(x, t) = F (x, t), (x, t) ∈ Q,

and also of such problem to the equation

(Lregu)(x, t) = F (x, t), (x, t) ∈ Q, (2.3)

if under rather regular F , F1, . . . , Fm the function

u(x, t) =
∫ t

0

dτ

∫
Rn
G0(x− y, t− τ)F (y, τ)dy

+
m∑
j=1

∫
Rn
Gj(x− y, t)Fj(y)dy, (x, t) ∈ Q

(2.4)

is a classical (from C2,β(Q̄)) solution of the problem (2.3), (1.2).

It follows from the definition 2.3 that

(LG0)(x, t) = δ(x, t), (x, t) ∈ Q

where δ is the Dirac delta-function,

(LregGj)(x, t) = 0, (x, t) ∈ Q, ∂j−1

∂tj−1
Gj(x, 0) = δ(x), x ∈ Rn, j = 1,m.
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Let

(Ĝ0ϕ)(y, τ) =
∫ T

τ

dt

∫
Rn
ϕ(x, t)G0(x− y, t− τ)dx, (y, τ) ∈ Q̄,

(Ĝjϕ)(y) =
∫ T

0

dt

∫
Rn
ϕ(x, t)Gj(x− y, t)dx, y ∈ Rn.

Lemma 2.4. For any ψ ∈ X (Q̄) the following equalities hold:

(Ĝ0(L̂ψ))(y, τ) = ψ(y, τ), (y, τ) ∈ Q̄, (2.5)

(Ĝj(L̂ψ))(y) =
(
fj−β(τ), ψ(y, τ)

)
, y ∈ Rn, j = 1,m. (2.6)

Proof. Substituting the classical solution (2.4) of the Cauchy problem (2.3), (1.2)
in the Green formula (instead of v) one obtains∫

Q

(∫ t

0

dτ

∫
Rn
G0(x− y, t− τ)F (y, τ)dy

)
(L̂ψ)(x, t) dx dt

+
m∑
j=1

∫
Q

(∫
Rn
Gj(x− y, t)Fj(y)dy

)
(L̂ψ)(x, t) dx dt

=
∫
Q

F (x, t)ψ(x, t) dx dt+
m∑
j=1

∫
Rn
Fj(x)

(
fj−β(t), ψ(x, t)

)
dx;

that is ∫
Q

(∫ T

τ

dt

∫
Rn
G0(x− y, t− τ)(L̂ψ)(x, t)dx

)
F (y, τ)dydτ

+
m∑
j=1

∫
Rn

(∫
Q

Gj(x− y, t)(L̂ψ)(x, t) dx dt
)
Fj(y)dy

=
∫
Q

ψ(y, τ)F (y, τ)dydτ +
m∑
j=1

∫
Rn

(
fj−β(t), ψ(y, t)

)
Fj(y)dy.

We obtain the formulas (2.5) and (2.6) after an arbitrariness of F, F1, . . . , Fm. �

Lemma 2.5. For m = 1, 2, any ϕ ∈ D(Q̄) there exists ψ ∈ X (Q̄) such that

(L̂ψ)(x, t) = ϕ(x, t), (x, t) ∈ Q̄.

Proof. We show that

ψ(y, τ) =
∫ T

τ

dt

∫
Rn
G0(x− y, t− τ)ϕ(x, t)dx, (y, τ) ∈ Q̄

is the unknown function. Indeed, it will follow from Lemma 2.9 (relatively G0) that
ψ ∈ C∞,(0)(Q̄) for any ϕ ∈ D(Q̄) in the cases m = 1, 2 and, in addition, we have

(L̂ψ)(y, τ) = L̂
(
G0(x, t), ϕ(x+ y, t+ τ)

)
=
(
G0(x, t), (L̂ϕ)(x+ y, t+ τ)

)
=
(
(LG0)(x, t), ϕ(x+ y, t+ τ)

)
=
(
δ(x, t), ϕ(x+ y, t+ τ)

)
= ϕ(y, τ), (y, τ) ∈ Q̄.
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�

Corollary 2.6. The following hold:

Gj(x, t) = fj−β(t) ∗G0(x, t), (x, t) ∈ Q, j = 1,m, m = 1, 2. (2.7)

Proof. Using (2.5) and the analogue of the Fubini theorem, we obtain(
fj−β(τ), ψ(y, τ)

)
=
(
fj−β(τ), (Ĝ0(L̂ψ))(y, τ)

)
=
(
fj−β(τ),

∫ T

τ

∫
Rn
G0(x− y, t− τ)(L̂ψ)(x, t) dx dt

)
=
∫
Q

(
fj−β(t) ∗G0(x− y, t)

)
(L̂ψ)(x, t) dx dt.

From (2.6) we obtain(
fj−β(τ), ψ(y, τ)

)
= (Ĝj(L̂ψ))(y) =

∫
Q

Gj(x− y, t)(L̂ψ)(x, t) dx dt, j = 1,m.

Therefore, for any ψ ∈ X (Q̄), j = 1,m we have∫
Q

(
Gj(x− y, t)− fj−β(t) ∗G0(x− y, t)

)
(L̂ψ)(x, t) dx dt = 0, y ∈ Rn.

By Lemma 2.5, for all ϕ ∈ D(Q̄), j = 1,m, m = 1, 2 we obtain∫
Q

(
Gj(x− y, t)− fj−β(t) ∗G0(x− y, t)

)
ϕ(x, t) dx dt = 0, y ∈ Rn,

and the desirable formula (2.7) follows from the Du Bois-Reymond lemma. �

Lemma 2.7. There exists a Green function G0(x, t) of the Cauchy problem (1.1),
(1.2).

Proof. From [6, 7] we have the representation

G0(x, t) =
π−n/2tβ−1

|x|n
H2,0

1,2

( |x|2
4tβ

; (β, β); (1, 1), (n/2, 1)
)
. (2.8)

The function Hm,n
p,q (·) is defined in Fox [14, 24] (with the same arguments in a

different format)

Hm,n
p,q

(
z; (a1, γ1), . . . , (ap, γp); (b1, β1), . . . , (bq, βq)

)
=
∫

C
H(s)z−s ds ,

where

H(s) =

∏m
j=1(bj + βjs)

∏n
i=1 Γ(1− ai − γis)∏q

i=n+1 Γ(ai + γis)
∏p
j=m+1 Γ(1− bj − βjs)

,

z−s = exp[s(log |z| + i arg z)], z 6= 0, i2 = 1, Γ(x) is the usual Gamma function,
C is the boundless contour that separates the poles bjl = −bj−l

βj
, 1 ≤ j ≤ m,

l = 0, 1, . . . , of the function Γ(bj + βjs) to the left and the poles aik = 1−ai−k
γi

,
1 ≤ i ≤ m, k = 0, 1, . . . , of the function Γ(1− ai − γis) to the right (it is assumed
that they does not coincide).

Let

a∗ =
n∑
i=1

γi −
p∑

i=n+1

γi +
m∑
i=1

βi −
q∑

i=m+1

βi,
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∆∗ =
q∑
i=1

βi −
p∑
i=1

γi.

For the function (2.8) we have a∗ = 2− β 6= 0, ∆∗ = 2− β 6= 0, and by [14, Thm.
1.1] the function G0(x, t) exists for all x 6= 0, t > 0. �

Corollary 2.8. The Green vector-function of the Cauchy problem (1.1), (1.2) with
m = 1, 2 exists.

Proof. By Corollary 2.6

Gj(x, t) = (fm−β(t) ∗G0(x, t))(m−j)t , j = 1,m, m = 1, 2.

Using (2.8), the formula of fractional differentiation of the H-function [14, Thm.
2.7]

f%(z) ∗
[
zωHm,n

p,q

(
czσ; (a1, γ1), . . . , (ap, γp); (b1, β1), . . . , (bq, βq)

)]
= zω+%Hm,n+1

p+1,q+1

(
czσ; (−ω, σ), (a1, γ1), . . . , (ap, γp); (b1, β1), . . . ,

(bq, βq), (−ω − %, σ)
)

for a∗ > 0, % > 0, σmin1≤j≤m[Rebjβj
] +Reω > −1 and properties of this function

(see, for example, [6, 14]), in the case a∗ = 2 − β > 0 (that is for m = 1, 2) we
obtain

fm−β(t) ∗G0(x, t)

= fm−β(t) ∗
[π−n/2tβ−1

|x|n
H2,0

1,2

( |x|2
4tβ

; (β, β); (1, 1), (n/2, 1)
)]

= fm−β(t) ∗
[π−n/2tβ−1

|x|n
H0,2

2,1

( 4tβ

|x|2
; (0, 1), (1− n/2, 1); (1− β, β)

)]
=
π−n/2tm−1

|x|n
H0,3

3,2

( 4tβ

|x|2
;
(

(1− β, β), (0, 1), (1− n/2, 1); (1− β, β), (1−m,β)
)

=
π−n/2tm−1

|x|n
H0,2

2,1

( 4tβ

|x|2
; (0, 1), (1− n/2, 1); (1−m,β))

)
.

By the formula of differentiation [14, Prop. 2.8] of the H-function

(
d

dz
)k
[
zωHm,n

p,q

(
czσ; (a1, α1), . . . , (ap, αp); (b1, β1), . . . , (bq, βq)

)]
= zω−kHm,n+1

p+1,q+1

(
czσ; (−ω, σ), (a1, α1), . . . , (ap, αp); (b1, β1), . . . ,

(bq, βq), (k − ω, σ)
)

for ω, c ∈ C, σ > 0, k ∈ Z+, we have

(fm−β(t) ∗G0(x, t))(m−j)t

=
π−n/2tm−1

|x|n
H0,3

3,2

( 4tβ

|x|2
; (1−m,β), (0, 1), (1− n/2, 1); (1−m,β), (1− j, β)

)
=
π−n/2tj−1

|x|n
H0,2

2,1

( 4tβ

|x|2
; (0, 1), (1− n/2, 1); (1− j, β)

)
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=
π−n/2tj−1

|x|n
H2,0

1,2

( |x|2
4tβ

; (j, β); (1, 1), (n/2, 1)
)
.

So, we find the representations

Gj(x, t) =
π−n/2tj−1

|x|n
H2,0

1,2

( |x|2
4tβ

; (j, β); (1, 1), (n/2, 1)
)
, (2.9)

for j = 1,m, m = 1, 2.
For every function Gj , j = 1,m, m = 1, 2 we have a∗ = ∆∗ = 2− β > 0. So, by

[14, Thm. 1.1] these functions exist for all x 6= 0, t > 0. �

Let Dk(Rn) be the space of functions from Ck(Rn) having compact supports,
‖ϕ‖Dk(Rn) = max|κ|≤k maxx∈suppϕ |Dκϕ(x)| where κ = (κ1, . . . , κn), κj ∈ Z+,

j ∈ {1, . . . , n}, |κ| = κ1 + · · ·+ κn, Dκϕ(x) = ∂|κ|

∂x
κ1
1 ...∂xκnn

ϕ(x),

(Ĝjϕ)(y, t) =
∫

Rn
Gj(x− y, t)ϕ(x) dx, (y, t) ∈ Q̄, j = 0,m.

Lemma 2.9. For β ∈ (m − 1,m), m = 1, 2, all k ∈ Z+, multi-index κ, |κ| = k,
ϕ ∈ D(Rn) the following bounds hold:∣∣Dκ

y (Ĝ0ϕ)(y, t)
∣∣ ≤ cktβ−1‖ϕ‖Dk(Rn), (y, t) ∈ Q,∣∣Dκ

y (Ĝjϕ)(y, t)
∣∣ ≤ cktj−1‖ϕ‖Dk(Rn), (y, t) ∈ Q̄, j = 1,m.

Hereinafter ck, ĉk, dk, d̂k, Ck, C (k ∈ Z+) are positive constants.

Proof. We use the bounds of components of the Green vector-function. We obtain
them from the properties of the H-functions. It is known [14] that

Hq,0
p,q

(
z; (a1, γ1), . . . , (ap, γp); (b1, α1), . . . , (bq, αq)

)
≤ C|z|

µ∗+1/2
∆∗ e−c|z|

1
∆∗ ,

as |z| → ∞ in the case a∗ > 0 where µ∗ =
∑q
i=1 bi−

∑p
i=1 ai+

p−q
2 , c = (2−β)β

β
2−β .

Using the representations (2.8) and (2.9) we obtain

µ∗0 =
n+ 1

2
− β, µ∗j =

n+ 1
2
− j, j = 1,m, m = 1, 2.

So, in the case |x| > tβ/2 we obtain

|G0(x, t)| ≤ C t
β−1

|x|n
( |x|2
tβ

)1+ n−β
2(2−β)

e−c
(
|x|2

tβ

) 1
2−β

,

|Gj(x, t)| ≤ C
tj−1

|x|n
( |x|2
tβ

)n+2−2j
2(2−β)

e−c
(
|x|2

tβ

)c12−β

, j = 1,m.

Using [14, Thm 1.11], we obtain the following bounds in the case |x| < tβ/2:

|G0(x, t)| ≤ C t
β−1

|x|n
( |x|2
tβ

)min{1,n2 }
= C


|x|2−n
t , n > 2

1
t

(
1 +

∣∣ln |x|2
tβ

∣∣), n = 2
t
β
2−1, n = 1

,

|Gj(x, t)| ≤ C
tj−1

|x|n
( |x|2
tβ

)min{1,n2 }
= C


|x|2−ntj−1−β , n > 2

tj−1−β(1 +
∣∣ln |x|2

tβ

∣∣), n = 2
tj−1− β2 , n = 1,
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for j = 1,m. Then in the case n > 2 for all multi-index α, |α| = k, ϕ ∈ D(Rn) we
have ∣∣∣ ∫

Rn
G0(x− y, t− τ)Dαϕ(x)dx

∣∣∣
≤
∫
{x∈Rn:|x−y|2<(t−τ)β}

G0(x− y, t− τ)|Dαϕ(x)|dx

+
∫
{x∈Rn:|x−y|2>(t−τ)β}

G0(x− y, t− τ)|Dαϕ(x)|dx

≤ C
∫
{x∈Rn:|x−y|2<(t−τ)β}

|Dαϕ(x)|
(t− τ)|x− y|n−2

dx

+ C

∫
{x∈Rn:|x−y|2>(t−τ)β}

(t− τ)β−1

|x− y|n
·
( |x− y|2

(t− τ)β
)1+ n−β

2(2−β)

× e
−c
(
|x−y|2

(t−τ)β

) 1
2−β

|Dαϕ(x)|dx

≤ C1

[ 1
(t− τ)

∫ (t−τ)β/2

0

rdr +
∫ d

tβ/2
r1+

n−β
2−β (t− τ)−1− (n−β)β

2(2−β)

× e−c
(

r2

(t−τ)β

) 1
2−β

dr
]
‖ϕ‖Dk(Rn)

≤ C2

[
(t− τ)β−1 + (t− τ)β−1

∫ +∞

1

z
n
2−βe−cz dz

]
‖ϕ‖Dk(Rn)

≤ c0(t− τ)β−1‖ϕ‖Dk(Rn), y ∈ Rn, 0 ≤ τ < t ≤ T,

where d = diam suppϕ,∣∣∣ ∫
Rn
Gj(x− y, t)Dαϕ(x)dx

∣∣∣
≤ C

[ ∫
{x∈Rn:|x−y|2<tβ}

tj−1−β

|x− y|n−2
dx

+
∫
{x∈Rn:|x−y|2>tβ}

tj−1

|x− y|n
·
( |x− y|2

4tβ
)n+2−2j

2(2−β)
e
−c
(
|x−y|2

4tβ

) 1
2−β

dx
]
‖ϕ‖Dk(Rn)

≤ C3

[
tj−1−β

∫ tβ/2

0

r dr +
∫ d0

tβ/2
r−1+n+2−2j

2−β tj−1− (n+2−2j)β
2(2−β) e−c

(
r2

tβ

) 1
2−β

dr
]
‖ϕ‖Dk(Rn)

≤ C4

[
tj−1 + tj−1

∫ +∞

1

z
n
2−je−cz dz

]
‖ϕ‖Dk(Rn)

≤ cjtj−1‖ϕ‖Dk(Rn), (y, t) ∈ Q̄,

j = 1,m, and similarly for n = 1, 2. Integrating by parts we finish the proof. �

Theorem 2.10. Assume that (A1) with m = 1 (m = 2) holds, g ∈ C[0, T ]. Then
there exists a unique solution u ∈ D′C(Q̄) of the Cauchy problem (1.1), (1.2) with
m = 1 (m = 2, respectively). It is defined by(

u(·, t), ϕ(·)
)

= hϕ(t) ∀ϕ ∈ D(Rn), t ∈ [0, T ] (2.10)
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where

hϕ(t) =
∫ t

0

g(τ)
(
F0(·), (Ĝ0ϕ)(·, t− τ)

)
dτ +

m∑
j=1

(
Fj(·), (Ĝjϕ)(·, t)

)
, t ∈ [0, T ].

Proof. We say that the distribution F has the order of the singularity s(F ) ≤ k,
k ∈ Z+ if there exist the functions gκ ∈ L1,loc(Rn), |κ| ≤ k such that(

F,ϕ
)

=
∑
|κ|≤k

∫
Rn
gκ(y)Dκϕ(y)dy ∀ϕ ∈ D(Rn). (2.11)

A distribution from E ′(Rn) has a finite order of the singularity. So, s(Fj) ≤ kj
with some kj ∈ Z+, j = 0,m. Using this fact and Lemma 2.9, we show that the
function (2.10) belongs to D′C(Q̄). Namely, it follows from (2.11) for Fj , j = 0,m
that there exist positive constants Bj such that∣∣(Fj , ϕ)∣∣ ≤ Bj‖ϕ‖Dkj (Rn) ∀ϕ ∈ D(Rn), j = 0,m.

Then by Lemma 2.9,∣∣(F0(y), (Ĝ0ϕ)(y, t− τ)
)∣∣ ≤ B0‖(Ĝ0ϕ)(·, t− τ)‖Dk0 (Rn)

≤ ĉ0‖ϕ‖Dk0 (Rn)(t− τ)β−1, 0 ≤ τ < t ≤ T,∫ t

0

|g(τ)|
∣∣(F0(y), (Ĝ0ϕ)(y, t− τ)

)∣∣dτ ≤ d̂0‖ϕ‖Dk0 (Rn) t
β ,∣∣(Fj(·), (Ĝjϕ)(·, t)

)∣∣ ≤ Bj‖(Ĝjϕ)(·, t)‖Dkj (Rn)

≤ d̂j‖ϕ‖Dkj (Rn)t
j−1, t ∈ [0, T ], j = 1,m.

So, hϕ ∈ C[0, T ] for any ϕ ∈ D(Rn).
Using Lemma 2.4, we show that the function (2.10) satisfies (2.1). Indeed, for

all ψ ∈ X (Q),

(
u, L̂ψ

)
=
∫ T

0

(
u(·, t), (L̂ψ)(·, t)

)
dt

=
∫ T

0

(∫ t

0

g(τ)
(
F0(y), (Ĝ0(L̂ψ))(y, t− τ)

)
dτ
)
dt

+
m∑
j=1

∫ T

0

(
Fj(y), (Ĝj(L̂ψ))(y, t)

)
dt

=
(
F0(y),

∫ T

0

dt

∫ t

0

g(τ)(Ĝ0(L̂ψ))(y, t− τ)dτ
)

+
m∑
j=1

(
Fj(y),

∫ T

0

(Ĝj(L̂ψ))(y, t)dt
)

=
(
F0(y),

∫ T

0

g(τ)dτ
∫ T

τ

(Ĝ0(L̂ψ))(y, t− τ)dt
)

+
m∑
j=1

(
Fj(y),

∫ T

0

(
Ĝj(L̂ψ)

)
(y, t)dt

)
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=
(
F0(y) · g(τ),

(
Ĝ0(L̂ψ)

)
(y, τ)

)
+

m∑
j=1

(
Fj , Ĝj(L̂ψ)

)
.

From Lemma 2.4 we obtain (2.1). By Definition 2.2 the function (2.10) is the
solution of (1.1), (1.2).

If u1, u2 are two solutions of the problem (1.1), (1.2), then for u = u1 − u2 from
(2.1) we obtain

(u, L̂ψ) = 0 ∀ψ ∈ X (Q).
By using Lemma 2.5 we obtain (u, ϕ) = 0 for all ϕ ∈ D(Q̄), and also (u(·, t), ϕ(·)) =
0 for all ϕ ∈ D(Rn), t ∈ [0, T ], that is u = 0 in D′C(Q). �

3. Existence and uniqueness for the inverse problem

We pass to the problem (1.1)–(1.3) with m = 1 and m = 2. It follows from (1.1)
that (

u
(β)
t (·, t), ϕ(·)

)
=
(
u(·, t),∆ϕ(·)

)
+ (F0, ϕ)g(t) ∀ϕ ∈ D(Rn),

in particular, (
u

(β)
t (·, t), ϕ0(·)

)
=
(
u(·, t),∆ϕ0(·)

)
+ (F0, ϕ0)g(t).

By the over-determination condition (1.3) we obtain

F (β)(t) =
(
u(·, t),∆ϕ0(·)

)
+ (F0, ϕ0)g(t).

Using the assumption (A2) we find the expression for g(t) through u

g(t) =
[
F (β)(t)−

(
u(·, t),∆ϕ0(·)

)]
[(F0, ϕ0)]−1, t ∈ [0, T ]. (3.1)

It follows from Theorem 2.10 and the assumption (A2) that the right-hand side
of (3.1) is a continuous function on [0, T ]. By substituting it in (2.10) (instead of
g(t)) one obtains(
u(·, t), ϕ(·)

)
=

1
(F0, ϕ0)

∫ t

0

[
F (β)(τ)−

(
u(·, τ),∆ϕ0(·)

)](
F0(·), (Ĝ0ϕ)(·, t− τ)

)
dτ

+
m∑
j=1

(
Fj(·), (Ĝjϕ)(·, t)

)
∀ϕ ∈ D(Rn), t ∈ [0, T ],

in particular,(
u(·, t),∆ϕ0(·)

)
=

1
(F0, ϕ0)

∫ t

0

[
F (β)(τ)−

(
u(·, τ),∆ϕ0(·)

)](
F0(·), (Ĝ0∆ϕ0)(·, t− τ)

)
dτ

+
m∑
j=1

(
Fj(·), (Ĝj∆ϕ0)(·, t)

)
, t ∈ [0, T ].

Denote r(u, t) =
(
u(·, t),∆ϕ0(·)

)
. Then we have

r(u, t) = −
∫ t

0

K(t, τ)r(u, τ)dτ + v(t), t ∈ [0, T ]

where

K(t, τ) =

(
F0(·), (Ĝ0∆ϕ0)(·, t− τ)

)
(F0, ϕ0)

, (3.2)
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v(t) =
∫ t

0

K(t, τ)F (β)(τ)dτ +
m∑
j=1

(
Fj(·), (Ĝj∆ϕ0)(·, t)

)
, t ∈ [0, T ]. (3.3)

Theorem 3.1. Assume that (A1), (A2) and (2.2) with m = 1 (m = 2) hold. Then
there exists a unique solution (u, g) ∈ D′C(Q̄) × C[0, T ] of the problem (1.1)–(1.3)
with m = 1 (m = 2, respectively): u is defined by (2.10),

g(t) =
[
F (β)(t)− r(t)

]
[(F0, ϕ0)]−1, t ∈ [0, T ] (3.4)

where r(t) is the solution of the integral equation

r(t) = −
∫ t

0

K(t, τ)r(τ)dτ + v(t), t ∈ [0, T ] (3.5)

with the integrable kernel (3.2), and the function v is defined by (3.3).

Proof. As in the proof of Theorem 2.10 we obtain∣∣(F0(·), (Ĝ0∆ϕ0)(·, t− τ)
)∣∣ ≤ B0‖(Ĝ0∆ϕ0)(·, t− τ)‖Dk0+2(Rn)

≤ d̂0,2‖ϕ0‖Dkj+2(Rn)(t− τ)β−1,∣∣(Fj(·), (Ĝj∆ϕ0)(·, t)
)∣∣ ≤ Bj‖(Ĝj∆ϕ0)(·, t)‖Dkj (Rn)

≤ d̂j,2‖ϕ0‖Dkj+2(Rn)t
j−1, j = 1,m,

where d̂j,2, j = 0,m are positive constants. So, the kernel (3.2) is integrable, the
function (3.3) is continuous on [0, T ], and the equation (3.5) has the unique solution
r ∈ C[0, T ].

Let r, g be defined by (3.5), (3.4), respectively. Then on previous considera-
tions the function (2.10) is the solution of the Cauchy problem (1.1)–(1.2) with
the known g(t), m = 1 (m = 2) and satisfies the conditions (2.2). Define F ∗(t) =(
u(·, t), ϕ0(·)

)
. It satisfies the conditions

(Fj , ϕ0) = F ∗(j−1)(0), j = 1,m. (3.6)

From the over-determination condition (1.3) we obtain

g(t) =
[
F ∗(β)(t)−

(
u(·, t),∆ϕ0(·)

)]
[(F0, ϕ0)]−1, t ∈ [0, T ]. (3.7)

As in the previous reasoning we obtain that the function
(
u(·, t),∆ϕ0(·)

)
satisfies

the equation (3.5), and by uniqueness of a solution of this equation we obtain(
u(·, t),∆ϕ0(·)

)
= r(t) for all t ∈ [0, T ]. Then it follows from (3.7) and (3.4)

that F ∗(β)(t) = F (β)(t), t ∈ [0, T ]. From the conditions (2.2) and (3.6) we obtain
F ∗(j−1)(0) = F (j−1)(0), j = 0,m. Then F ∗(t) = F (t), t ∈ [0, T ]. So, the function
(2.10), where r, g are defined by (3.5), (3.4), respectively, is the solution of the
problem (1.1)–(1.3) with m = 1 (m = 2).

If (u1, g1), (u2, g2) are two solutions of the problem (1.1)–(1.3) then for u =
u1 − u2, g = g1 − g2 we obtain the problem

Lu(x, t) = F0(x)g(t), (x, t) ∈ Q,
u(x, 0) = 0, x ∈ Rn,(

u(·, t), ϕ0(·)
)

= 0, t ∈ [0, T ].
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As before, we find(
u(·, t), ϕ(·)

)
= −

∫ t

0

r(τ)
(
F0(·), (Ĝ0ϕ)(·, t− τ)

)
dτ ∀ϕ ∈ D(Rn),

g(t) = − r(t)
(F0, ϕ0)

, t ∈ [0, T ],

where r(t) is a solution of the Volterra integral equation

r(t) = −
∫ t

0

K(t, τ)r(τ)dτ, t ∈ [0, T ].

By uniqueness of a solution of this equation we obtain r(t) = 0 for all t ∈ [0, T ].
Then, from the previous equalities, g(t) = 0 for all t ∈ [0, T ] and u = 0 in D′C(Q̄).

�

In the same way as above, we can prove the existence and uniqueness of a solution
(u, g) ∈ D′C(Q)× C(0, T ] of the inverse source Cauchy problem to equation

u
(α)
t + a2(−∆)γ/2u = F0(x)g(t), (x, t) ∈ Q

where α ∈ (0, 2), min{n, 2, γ} > (n−1)/2, γ > α, (−∆)γ/2u is defined with the use
of the Fourier transform as follows F [(−∆)γ/2u] = |λ|γ/2F [u] and

D′C(Q) = {v ∈ D′(Q̄) : (v(·, t), ϕ(·)) ∈ C(0, T ] ∀ϕ ∈ D(Rn)}.

Acknowledgments. The authors are grateful to Prof. Mokhtar Kirane for useful
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