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#### Abstract

In this article, we use non-smooth critical point theory and variational methods to study the existence solutions for a fractional boundary-value problem. We provide some intervals for positive parameters in which the problem possess infinitely many solutions.


## 1. Introduction

In this article, we consider the boundary-value problem

$$
\begin{gather*}
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right) \in \lambda \partial F(u(t))+\mu \partial G(u(t)) \quad \text { a.e. } t \in[0, T], \\
u(0)=u(T)=0 \tag{1.1}
\end{gather*}
$$

where ${ }_{0} D_{t}^{\alpha}$ and ${ }_{t} D_{T}^{\alpha}$ are the left and right Riemann-Liouville fractional derivatives of order $\alpha$ with $0<\alpha \leq 1$, and where $\lambda>0$ and $\mu \geq 0$ are two parameters. $F, G$ : $\mathbb{R} \rightarrow \mathbb{R}$ are locally Lipschitz functions, where $F(\omega)=\int_{0}^{\omega} f(s) d s, G(\omega)=\int_{0}^{\omega} g(s) d s$, $\omega \in \mathbb{R}$ and $f, g: \mathbb{R} \rightarrow \mathbb{R}$ are locally essentially bounded functions. $\partial F(u(t))$ denotes the generalized Clarke gradient of the function $F(u(t))$ at $u \in \mathbb{R}$.

We consider the following problem: Find $u \in E_{0}^{\alpha}[0, T]$, called a weak solution of (1.1), such that for any $v \in E_{0}^{\alpha}[0, T]$, we have

$$
\begin{equation*}
\int_{0}^{T}\left[{ }_{0} D_{t}^{\alpha} u(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right] d t=\lambda \int_{0}^{T} u_{1}^{*}(t) v(t) d t+\mu \int_{0}^{T} u_{2}^{*}(t) v(t) d t \tag{1.2}
\end{equation*}
$$

where $u_{1}^{*}(t) \in \partial F(u(t))$ and $u_{2}^{*}(t) \in \partial G(u(t))$. Fractional differential problems were studied by many authors, see for example [11, 12, 17, 23. Recently, fractional differential inclusions were considered by many authors: Ahamd et al. 11 studied the existence of solutions for impulsive fractional differential inclusions with antiperiodic boundary conditions. Ntouyas et al. [15] studied the existence of solutions for boundary value problems for nonlinear fractional differential inclusions with mixed type integral boundary conditions. More recently, the study of differential equations by variational method and critical point theory has attracted a lot of attention; see for example [9, 18, 20, 21]. Variational-hemivariational inequalities

[^0]have been extensively studied in recent years via variational methods; see [2, 3, 4, 5, 19.

Here, we investigate the existence of infinitely many solutions for a fractional differential inclusion under some hypotheses on the behavior of the locally Lipschitz functions $F$ and $G$ in theorem 3.1. We prove the existence of infinitely many solutions for a variational-hemivariational inequality depending on two parameters. Also, we list some consequences of theorem 3.1 and give an example. Finally, we consider the uniform convergence of a sequence of solutions to zero in theorem 3.6 .

## 2. Preliminaries

In this section, first we recall some basic definitions of fractional calculus and locally Lipschitz functions.

Definition 2.1 ( 8$]$ ). Let $f$ be a function defined on $[a, b]$. The left and right Riemann-Liouville fractional integrals of order $\alpha$ of $f$ are denoted by ${ }_{a} D_{t}^{-\alpha} f(t)$ and ${ }_{t} D_{b}^{-\alpha} f(t)$, respectively, and defined by

$$
\begin{aligned}
& { }_{a} D_{t}^{-\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-s)^{\alpha-1} f(s) d s, \quad t \in[a, b], \alpha>0 \\
& { }_{t} D_{b}^{-\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b}(s-t)^{\alpha-1} f(s) d s, \quad t \in[a, b], \alpha>0
\end{aligned}
$$

provided the right-hand sides are pointwise defined on $[a, b]$, where $\Gamma(\alpha)$ is the gamma function.

Definition 2.2 ([8]). Let $f$ be a function defined on $[a, b]$. For $n-1 \leq \alpha<$ $n(n \in \mathbb{N})$, the left and right Riemann-Liouville fractional derivatives of order $\alpha$ for function $f$ denoted by ${ }_{a} D_{t}^{\alpha} f(t)$ and ${ }_{t} D_{b}^{\alpha} f(t)$, respectively, are defined by

$$
\begin{gathered}
{ }_{a} D_{t}^{\alpha} f(t)=\frac{d^{n}}{d t^{n}}{ }_{a} D_{t}^{\alpha-n} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{a}^{t}(t-s)^{n-\alpha-1} f(s) d s, \quad t \in[a, b] \\
{ }_{t} D_{b}^{\alpha} f(t)=(-1)^{n} \frac{d^{n}}{d t^{n}}{ }_{t} D_{b}^{\alpha-n} f(t)=\frac{(-1)^{n}}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{a}^{t}(s-t)^{n-\alpha-1} f(s) d s, t \in[a, b] .
\end{gathered}
$$

Proposition 2.3 ( 8,22 ). We have the following property of fractional integration

$$
\begin{equation*}
\int_{a}^{b}\left[{ }_{a} D_{t}^{-\alpha} f(t)\right] g(t) d t=\int_{a}^{b}\left[{ }_{t} D_{b}^{-\alpha} g(t)\right] f(t) d t, \quad \alpha>0 \tag{2.1}
\end{equation*}
$$

provided that $f \in L^{p}\left([a, b], \mathbb{R}^{N}\right), g \in L^{q}\left([a, b], \mathbb{R}^{N}\right)$ and $p \geq 1, q \geq 1, \frac{1}{p}+\frac{1}{q} \leq 1+\alpha$ or $p \neq 1, q \neq 1, \frac{1}{p}+\frac{1}{q}=1+\alpha$.
Definition $2.4([8, ~ 16])$. For $n \in \mathbb{N}, n-1 \leq \alpha<n(n \in \mathbb{N})$ and a function $f \in A C^{n}\left([a, b], \mathbb{R}^{N}\right)$, we define

$$
\begin{aligned}
{ }_{a} D_{t}^{\alpha} f(t) & =\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(s)}{(t-s)^{\alpha+1-n}} d s+\Sigma_{j=0}^{n-1} \frac{f^{j}(a)}{\Gamma(j-\alpha+1)}(t-a)^{j-\alpha} \\
{ }_{t} D_{b}^{\alpha} f(t) & =\frac{1}{\Gamma(n-\alpha)} \int_{t}^{b} \frac{f^{(n)}(s)}{(s-t)^{\alpha+1-n}} d s+\Sigma_{j=0}^{n-1} \frac{(-1)^{j} f^{j}(b)}{\Gamma(j-\alpha+1)}(b-t)^{j-\alpha}
\end{aligned}
$$

where $t \in[a, b]$.

Definition 2.5 ( 8,16 ). Let $0<\alpha \leq 1$. The fractional derivative space $E_{0}^{\alpha}[0, T]$ is defined as the closure of $C_{0}^{\infty}([0, T], \mathbb{R})$ with respect to the norm

$$
\|u\|_{\alpha}=\left(\left.\left.\int_{0}^{T}\right|_{0} D_{t}^{\alpha} u(t)\right|^{2} d t+\int_{0}^{T}|u(t)|^{2} d t\right)^{1 / 2}, \quad \forall u \in E_{0}^{\alpha}[0, T]
$$

Clearly, the fractional derivative space $E_{0}^{\alpha}[0, T]$ is the space of functions $u \in$ $L^{2}[0, T]$ having an $\alpha$-order fractional derivative ${ }_{0} D_{t}^{\alpha} u(t) \in L^{2}[0, T]$ and $u(0)=$ $u(T)=0$.

Proposition 2.6 ( 6$]$ ). Let $0<\alpha \leq 1$. The fractional derivative space $E_{0}^{\alpha}[0, T]$ is reflexive and separable Banach space.

Proposition 2.7 ([6]). Let $0<\alpha \leq 1$. Then for all $u \in E_{0}^{\alpha}[0, T]$,

$$
\begin{gather*}
\|u\|_{L^{2}} \leq \frac{T^{\alpha}}{\Gamma(\alpha+1)}\left\|_{0} D_{t}^{\alpha} u(t)\right\|_{L^{2}}  \tag{2.2}\\
\|u\|_{\infty} \leq \frac{T^{\alpha-\frac{1}{2}}}{\Gamma(\alpha)(2(\alpha-1)+1)^{1 / 2}}\left\|_{0} D_{t}^{\alpha} u(t)\right\|_{L^{2}} \tag{2.3}
\end{gather*}
$$

According to 2.2 , one can consider $E_{0}^{\alpha}[0, T]$ with the equivalent norm

$$
\|u\|_{\alpha}=\left(\left.\left.\int_{0}^{T}\right|_{0} D_{t}^{\alpha} u(t)\right|^{2} d t\right)^{1 / 2}=\left\|_{0} D_{t}^{\alpha} u\right\|_{L^{2}}, \quad \forall u \in E_{0}^{\alpha}[0, T]
$$

Definition 2.8. A function $u:[0, T] \rightarrow \mathbb{R}$ is called a solution for 1.1 if
(1) ${ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)\right)$ and ${ }_{0} D_{t}^{\alpha-1} u(t)$ exist for almost all $t \in[0, T]$;
(2) $u$ satisfies in 1.1).

Definition 2.9. A function $u \in E_{0}^{\alpha}[0, T]$ is called a weak solution of 1.1) if there exist $u_{1}^{*}(x) \in \partial F(u), u_{2}^{*}(x) \in \partial G(u)$, such that $u_{1}^{*} v, u_{1}^{*} v \in L^{1}[0, T]$ and

$$
\begin{equation*}
\int_{0}^{T}\left[{ }_{0} D_{t}^{\alpha} u(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right] d t=\lambda \int_{0}^{T} u_{1}^{*}(x) v(x) d x+\mu \int_{0}^{T} u_{2}^{*}(x) v(x) d x \tag{2.4}
\end{equation*}
$$

for all $v \in E_{0}^{\alpha}[0, T]$.
For $\alpha>1 / 2$, propositions 2.7 and 2.8 imply that

$$
\|u\|_{\infty} \leq \mathcal{M}\left(\left.\left.\int_{0}^{T}\right|_{0} D_{t}^{\alpha} u(t)\right|^{2} d t\right)^{1 / 2}=\mathcal{M}\|u\|_{\alpha}, \quad u \in E_{0}^{\alpha}[0, T]
$$

where

$$
\mathcal{M}=\frac{T^{\alpha-\frac{1}{2}}}{\Gamma(\alpha)(2(\alpha-1)+1)^{1 / 2}}
$$

Here, we recall some definitions and basic notation of the theory of generalized differentiation for locally Lipschitz functions. We refer the reader to [3, 4, 13, 14, 18 , for more details. Let $X$ be a Banach space and $X^{\star}$ its topological dual. By $\|\cdot\|$ we denote the norm in $X$ and by $\langle\cdot, \cdot\rangle_{X}$ the duality brackets for the pair $\left(X, X^{\star}\right)$. A function $h: X \rightarrow \mathbb{R}$ is said to be locally Lipschitz if for any $x \in X$ there correspond a neighborhood $V_{x}$ of $x$ and a constant $L_{x} \geq 0$ such that

$$
|h(z)-h(w)| \leq L_{x}\|z-w\|, \forall z, w \in V_{x}
$$

For a locally Lipschitz function $h: X \rightarrow \mathbb{R}$, the generalized directional derivative of $h$ at $u \in X$ in the direction $\gamma \in X$ is defined by

$$
h^{0}(u ; \gamma)=\limsup _{w \rightarrow u, t \rightarrow 0^{+}} \frac{h(w+t \gamma)-h(w)}{t}
$$

The generalized gradient of $h$ at $u \in X$ is

$$
\partial h(u)=\left\{x^{\star} \in X^{\star}:\left\langle x^{\star}, \gamma\right\rangle_{X} \leq h^{0}(u ; \gamma), \forall \gamma \in X\right\}
$$

which is non-empty, convex and $w^{\star}$-compact subset of $X^{\star}$, where $\left.<\cdot, \cdot\right\rangle_{X}$ is the duality pairing between $X^{\star}$ and $X$.

Proposition 2.10 ([4]). Let $h, g: X \rightarrow \mathbb{R}$ be locally Lipschitz functionals. Then, for any $u, v \in X$ the following hold:
(1) $h^{0}(u ; \cdot)$ is subadditive, positively homogeneous;
(2) $\partial h$ is convex and weak ${ }^{*}$ compact;
(3) $(-h)^{0}(u ; v)=h^{0}(u ;-v)$;
(4) the set-valued mapping $h: X \rightarrow 2^{X^{*}}$ is weak* u.s.c.;
(5) $h^{0}(u ; v)=\max \{<\xi, v>: \xi \in \partial h(u)\}$;
(6) $\partial(\lambda h)(u)=\lambda \partial h(u)$ for every $\lambda \in \mathbb{R}$;
(7) $(h+g)^{0}(u ; v) \leq h^{0}(u ; v)+g^{0}(u ; v)$;
(8) the function $m(u)=\min _{\nu \in \partial h(u)} \nu_{X^{*}}$ exists and is lower semicontinuous; i.e., $\liminf _{u \rightarrow u_{0}} m(u) \geq m\left(u_{0}\right)$;
(9) $h^{0}(u ; v)=\max _{u^{*} \in \partial h(u)}\left\langle u^{*}, v\right\rangle \leq L\|v\|$.

Definition 2.11 ([5]). An element $u \in X$ is called a critical point for functional $h$ if

$$
h^{0}(u ; v-u) \geq 0, \quad \forall v \in X
$$

Let $X$ be a reflexive real Banach space, $\Phi: X \rightarrow \mathbb{R}$ a sequentially weakly lower semicontinuous and coercive, $\Upsilon: X \rightarrow \mathbb{R}$ a sequentially weakly upper semicontinuous, $\lambda$ a positive real parameter. Moreover, assumeing that $\Phi$ and $\Upsilon$ are locally Lipschitz functionals, we set $\mathcal{L}_{\lambda}:=\Phi-\lambda \Upsilon$. For every $r>\inf _{X} \Phi$, we define

$$
\begin{aligned}
\varphi(r):= & \inf _{u \in \Phi^{-1}(]-\infty, r[)} \frac{\left(\sup _{v \in \Phi^{-1}(]-\infty, r[)} \Upsilon(v)\right)-\Upsilon(u)}{r-\Phi(u)} \\
& \gamma:=\liminf _{r \rightarrow+\infty} \varphi(r), \quad \delta:=\liminf _{r \rightarrow\left(\inf _{X} \Phi\right)^{+}} \varphi(r) .
\end{aligned}
$$

First, we need to the following non-smooth version of a critical point theorem.
Theorem 2.12 ([10]). Under the assumptions stated for $X, \Phi$ and $\Upsilon$, the following statements hold:
(a) For any $r>\inf _{X} \Phi$ and $\lambda \in\left(0, \frac{1}{\varphi(r)}\right)$, the restriction of the functional $\mathcal{L}_{\lambda}=\Phi-\lambda \Upsilon$ to $\Phi^{-1}(-\infty, r)$ admits a global minimum which is a critical point (local minimum) of $\mathcal{L}_{\lambda}$ in $X$.
(b) If $\gamma<+\infty$, then for each $\lambda \in\left(0, \frac{1}{\gamma}\right)$, the following alternative holds: either
(b1) $\mathcal{L}_{\lambda}$ possesses a global minimum, or
(b2) there is a sequence $\left\{u_{n}\right\}$ of critical points (local minima) of $\mathcal{L}_{\lambda}$ such that

$$
\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)=+\infty
$$

(c) If $\delta<+\infty$, then for each $\lambda \in\left(0, \frac{1}{\delta}\right)$, the following alternative holds: either
(c1) there is a global minimum of $\Phi$ which is a local minimum of $\mathcal{L}_{\lambda}$, or
(c2) there is a sequence $\left\{u_{n}\right\}$ of pairwise distinct critical points (local minima) of $\mathcal{L}_{\lambda}$ that converges weakly to a global minimum of $\Phi$.

## 3. Main ReSUlts

Set

$$
\begin{aligned}
C(T, \alpha)= & \frac{16}{T^{2}}\left(\int_{0}^{T / 4} t^{2(1-\alpha)} d t+\int_{T / 4}^{3 T / 4}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}\right)^{2} d t\right. \\
& \left.+\int_{\frac{3 T}{4}}^{T}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}-\left(t-\frac{3 T}{4}\right)^{1-\alpha}\right)^{2} d t\right)
\end{aligned}
$$

and

$$
A:=\liminf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}}, \quad B:=\limsup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}
$$

Theorem 3.1. Let $\frac{1}{2}<\alpha \leq 1$. Assume
(i) that $A<\frac{B}{\mathcal{M}^{2} C(T, \alpha)}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a locally essentially bounded function such that $F(t)=\int_{0}^{t} f(\xi) d \xi$ for all $t \in \mathbb{R}$.
then, for each $\lambda \in\left(\lambda_{1}, \lambda_{2}\right)$, where

$$
\lambda_{1}=\frac{C(T, \alpha)}{B T}, \quad \lambda_{2}=\frac{1}{\mathcal{M}^{2} T A},
$$

and for any locally essentially bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$ whose potential $G(t)=$ $\int_{0}^{t} g(\xi) d \xi$ for all $t \in \mathbb{R}$ is a non-negative function satisfying the condition

$$
\begin{equation*}
G_{\infty}=\limsup _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} G(x)}{\omega^{2}}<+\infty \tag{3.1}
\end{equation*}
$$

and for any $\mu \in\left[0, \mu_{G, \lambda}\right)$, where

$$
\mu_{G, \lambda}=\frac{1}{\mathcal{M}^{2} T G_{\infty}}\left(1-\lambda \mathcal{M}^{2} T A\right)
$$

Then problem 1.1 has a sequence of weak solutions for every $\mu \in\left[0, \mu_{G, \lambda}\right)$.
Proof. Our purpose is to apply theorem 2.12 (b). Fix $\bar{\lambda} \in\left(\lambda_{1}, \lambda_{2}\right)$ and $G$ satisfying our assumptions. Since $\bar{\lambda}<\lambda_{2}$, it implies that

$$
\mu_{G, \bar{\lambda}}=\frac{1}{\mathcal{M}^{2} T G_{\infty}}\left(1-\bar{\lambda} \mathcal{M}^{2} T A\right)>0
$$

Fix $\bar{\mu} \in\left[0, \mu_{G, \bar{\lambda}}\right)$ and define the functionals $\Phi, \Upsilon: X \rightarrow \mathbb{R}$ for each $u \in X$ as follows:

$$
\begin{gather*}
\Phi(u)=\frac{1}{2}\|u\|_{\alpha}^{2}  \tag{3.2}\\
\Upsilon(u)=\int_{0}^{T}[F(u(t))] d t+\frac{\bar{\mu}}{\bar{\lambda}} \int_{0}^{T}[G(u(t))] d t \tag{3.3}
\end{gather*}
$$

Put $\mathcal{L}_{\bar{\lambda}}(u):=\Phi(u)-\bar{\lambda} \Upsilon$. The critical points of the functional $\mathcal{L}_{\bar{\lambda}}$ are the weak solutions of problem (1.1). According to [6], $\Phi$ is continuous and convex, so it is weakly sequentially lower semicontinuous, also $\Phi$ is continuously Gâteaux differentiable and coercive. By standard argument, $\Upsilon$ is sequentially weakly continuous.

First, we claim that $\bar{\lambda}<1 / \gamma$. Note that $\Phi(0)=\Upsilon(0)=0$, then for $n$ large enoughlarge,

$$
\begin{aligned}
\varphi(r) & =\inf _{u \in \Phi^{-1}(]-\infty, r[)} \frac{\left(\sup _{v \in \Phi^{-1}(]-\infty, r[)} \Upsilon(v)\right)-\Upsilon(u)}{r-\Phi(u)} \\
& \leq \frac{\sup _{v \in \Phi^{-1}(]-\infty, r[)} \Upsilon(v)}{r}
\end{aligned}
$$

Let $\left\{\omega_{n}\right\}$ be a sequence of positive numbers in $X$ such that $\lim _{n \rightarrow+\infty} \omega_{n}=+\infty$ and

$$
A=\lim _{n \rightarrow+\infty} \frac{\max _{|x| \leq \omega_{n}} F(x)}{\omega_{n}^{2}} .
$$

Set

$$
r_{n}=\frac{\omega_{n}^{2}}{\mathcal{M}^{2}}, n \in \mathbb{N}
$$

Hence,

$$
\begin{aligned}
\varphi\left(r_{n}\right) & \leq \frac{\max _{|x| \leq \omega_{n}} T\left[F(x)+\frac{\bar{\mu}}{\lambda} G(x)\right]}{\frac{\omega_{n}^{2}}{\mathcal{M}^{2}}} \\
& \leq \mathcal{M}^{2} T \frac{\max _{|x| \leq \omega_{n}}\left[F(x)+\frac{\bar{\mu}}{\lambda} G(x)\right]}{\omega_{n}^{2}} \\
& \leq \mathcal{M}^{2} T\left[\frac{\max _{|x| \leq \omega_{n}} F(x)}{\omega_{n}^{2}}+\frac{\bar{\mu}}{\bar{\lambda}} \frac{\max _{|x| \leq \omega_{n}} G(x)}{\omega_{n}^{2}}\right]
\end{aligned}
$$

Moreover, from assumption (i) and the condition (3.1), it follows that

$$
\frac{\max _{|x| \leq \omega_{n}} F(x)}{\omega_{n}^{2}}+\frac{\bar{\mu}}{\bar{\lambda}} \frac{\max _{|x| \leq \omega_{n}} G(x)}{\omega_{n}^{2}}<+\infty
$$

Then

$$
\gamma \leq \liminf _{n \rightarrow+\infty} \varphi\left(r_{n}\right) \leq \mathcal{M}^{2} T\left(A+\frac{\bar{\mu}}{\bar{\lambda}} G_{\infty}\right)<+\infty
$$

It is clear that, for any $\bar{\mu} \in\left[0, \mu_{G, \bar{\lambda}}\right)$,

$$
\gamma \leq \mathcal{M}^{2} T A+\frac{\left(1-\bar{\lambda} \mathcal{M}^{2} T A\right)}{\bar{\lambda}}
$$

therefore,

$$
\bar{\lambda}=\frac{1}{\mathcal{M}^{2} T A+\left(1-\bar{\lambda} \mathcal{M}^{2} A\right) / \bar{\lambda}}<\frac{1}{\gamma}
$$

We claim that the functional $\mathcal{L}_{\bar{\lambda}}$ is unbounded from below. We can consider a sequence $\left\{\tau_{n}\right\}$ of positive numbers such that $\tau_{n} \rightarrow+\infty$. Let $\left\{\xi_{n}\right\}$ be a sequence in $X$ for all $n \in \mathbb{N}$, defined by

$$
\xi_{n}(t)= \begin{cases}\frac{4 \Gamma(2-\alpha) \tau_{n}}{T} t & t \in\left[0, \frac{T}{4}\right]  \tag{3.4}\\ \Gamma(2-\alpha) \tau_{n} & t \in\left[\frac{T}{4}, \frac{3 T}{4}\right] \\ \frac{4 \Gamma(2-\alpha) \tau_{n}}{T}(T-t) & t \in\left[\frac{3 T}{4}, T\right]\end{cases}
$$

Clearly, $\xi_{n}(0)=\xi_{n}(T)=0$ and $\xi_{n} \in L^{2}[0, T]$. A direct calculation shows that

$$
{ }_{0} D_{t}^{\alpha} \xi_{n}(t)= \begin{cases}\frac{4 \tau_{n}}{T} t^{1-\alpha} & t \in\left[0, \frac{T}{4}\right)  \tag{3.5}\\ \frac{4 \tau_{n}}{T}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}\right) & t \in\left[\frac{T}{4}, \frac{3 T}{4}\right] \\ \frac{4 \tau_{n}}{T}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}-\left(t-\frac{3 T}{4}\right)^{1-\alpha}\right) & t \in\left(\frac{3 T}{4}, T\right] .\end{cases}
$$

Moreover,

$$
\begin{align*}
& \int_{0}^{T}\left({ }_{0} D_{t}^{\alpha} \xi_{n}(t)\right)^{2} d t \\
& =\int_{0}^{T / 4}+\int_{T / 4}^{3 T / 4}+\int_{\frac{3 T}{4}}^{T}\left({ }_{0} D_{t}^{\alpha} \xi_{n}(t)\right)^{2} d t \\
& =\frac{16 \tau_{n}^{2}}{T^{2}}\left(\int_{0}^{T / 4} t^{2(1-\alpha)} d t+\int_{T / 4}^{3 T / 4}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}\right)^{2} d t\right.  \tag{3.6}\\
& \left.\quad+\int_{\frac{3 T}{4}}^{T}\left(t^{1-\alpha}-\left(t-\frac{T}{4}\right)^{1-\alpha}-\left(t-\frac{3 T}{4}\right)^{1-\alpha}\right)^{2} d t\right)
\end{align*}
$$

$$
=C(T, \alpha) \tau_{n}^{2}
$$

for each $n \in \mathbb{N}$. Thus, $\xi_{n} \in E_{0}^{\alpha}[0, T]$.
Since $G$ is non-negative and by the definition of $\Upsilon$, we have

$$
\begin{aligned}
\Upsilon\left(\xi_{n}\right) & =\int_{0}^{T}\left[F\left(\xi_{n}(t)\right)+\frac{\bar{\mu}}{\bar{\lambda}} G\left(\xi_{n}(t)\right] d t \geq \int_{0}^{T} F\left(\xi_{n}(t)\right) d t\right. \\
& \geq \int_{T / 4}^{3 T / 4} F\left(\xi_{n}(t)\right) d t \geq F\left(\Gamma(2-\alpha) \tau_{n}\right) \int_{T / 4}^{3 T / 4} d t
\end{aligned}
$$

Let

$$
\begin{equation*}
B=\limsup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}} \tag{3.8}
\end{equation*}
$$

If $B<+\infty$, set $\epsilon \in\left(0, B-\frac{C(T, \alpha)}{\lambda \Gamma^{2}(2-\alpha) T}\right)$. Then from 3.8 there exists $N_{1}$ such that

$$
\int_{T / 4}^{3 T / 4} F\left(\Gamma(2-\alpha) \tau_{n}\right) d t>(B-\epsilon) \Gamma^{2}(2-\alpha) \tau_{n}^{2} \frac{T}{2}, \quad \forall n>N_{1}
$$

According to (3.6) and (3.7),

$$
\begin{align*}
\mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right) & \leq \frac{1}{2} C(T, \alpha) \tau_{n}^{2}-\bar{\lambda}(B-\epsilon) \Gamma^{2}(2-\alpha) \tau_{n}^{2} \frac{T}{2}  \tag{3.9}\\
& =\tau_{n}^{2}\left(\frac{1}{2} C(T, \alpha)-\bar{\lambda}(B-\epsilon) \Gamma^{2}(2-\alpha) \frac{T}{2}\right)
\end{align*}
$$

for $n>\mathbb{N}_{1}$. Choosing a suitable $\epsilon$ and $\lim _{n \rightarrow+\infty} \tau_{n}=+\infty$, it results that

$$
\lim _{n \rightarrow+\infty} \mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right)=-\infty
$$

If $B=+\infty$, we fix $\nu>\frac{C(T, \alpha)}{\lambda \Gamma^{2}(2-\alpha) T}$ and from 3.8 there exists $N_{\nu}$ such that

$$
\int_{T / 4}^{3 T / 4} F\left(\Gamma(2-\alpha) \tau_{n}\right) d t>\nu \Gamma^{2}(2-\alpha) \tau_{n}^{2} \frac{T}{2}, \quad \forall n>N_{\nu}
$$

Hence,
$\mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right) \leq \frac{1}{2} C(T, \alpha) \tau_{n}^{2}-\bar{\lambda} F\left(\Gamma(2-\alpha) \tau_{n} \int_{T / 4}^{3 T / 4} d t<\tau_{n}^{2}\left(\frac{1}{2} C(T, \alpha)-\bar{\lambda} \nu \Gamma^{2}(2-\alpha) \frac{T}{2}\right)\right.$,
for all $n>N_{\nu}$. Taking into account the choice of $\nu$, it leads to $\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)-$ $\bar{\lambda} \Psi\left(u_{n}\right)=-\infty$. Hence, the functional $\mathcal{L}_{\bar{\lambda}}$ is unbounded from below, and it follows that $\mathcal{L}_{\bar{\lambda}}$ has no global minimum. Therefore, applying theorem $\sqrt{2.12}$ there exists a
sequence $\left\{u_{n}\right\} \in X$ of critical points of $\mathcal{L}_{\bar{\lambda}}$ such that $\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)=+\infty$. From (3.2) it follows that $\sqrt[2]{\Phi\left(u_{n}\right)}=\left\|u_{n}\right\|_{\alpha}$ such that $\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|_{\alpha}=+\infty$.

Lemma 3.2. Every critical point $u \in E_{0}^{\alpha}[0, T]$ of $\mathcal{L}_{\lambda}$ is a solution of problem (1.1).
Proof. We suppose that $u \in E_{0}^{\alpha}[0, T]$ is a critical point of $\mathcal{L}_{\lambda}$. There exist $u_{1}^{*} \in$ $\partial F(u)$ and $u_{2}^{*} \in \partial G(u)$ satisfying

$$
\begin{equation*}
\int_{0}^{T}\left({ }_{0} D_{t}^{\alpha} u(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t-\lambda \int_{0}^{T} u_{1}^{*}(t) v(t) d t-\mu \int_{0}^{T} u_{2}^{*}(t) v(t) d t=0 \tag{3.10}
\end{equation*}
$$

for all $v \in E_{0}^{\alpha}[0, T]$. Since $u_{1}^{*} v, u_{2}^{*} v \in L^{1}\left([0, T], \mathbb{R}^{N}\right)$, it follows that ${ }_{t} D_{T}^{-\alpha} u_{1}^{*}$, ${ }_{t} D_{T}^{-\alpha} u_{2}^{*} \in L^{1}\left([0, T], \mathbb{R}^{N}\right)$.

Set $k_{1}(t)={ }_{t} D_{T}^{-\alpha} u_{1}^{*}(t)$ and $k_{2}(t)={ }_{t} D_{T}^{-\alpha} u_{2}^{*}(t), t \in[0, T]$. From the definition of left and right Riemann-Liouville fractional derivatives

$$
\begin{aligned}
& \int_{0}^{T}\left(k_{1}(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t+\int_{0}^{T}\left(k_{2}(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t \\
& =\int_{0}^{T}\left({ }_{t} D_{T}^{-\alpha} u_{1}^{*}(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t+\int_{0}^{T}\left({ }_{t} D_{T}^{-\alpha} u_{2}^{*}(t) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t \\
& =\int_{0}^{T}\left(u_{1}^{*}(t) \cdot{ }_{0} D_{t}^{-\alpha}\left({ }_{0} D_{t}^{\alpha} v(t)\right)\right) d t+\int_{0}^{T}\left(u_{2}^{*}(t) \cdot{ }_{0} D_{t}^{-\alpha}\left({ }_{0} D_{t}^{\alpha} v(t)\right)\right) d t \\
& =\int_{0}^{T}\left(u_{1}^{*}(t) \cdot v(t)\right) d t+\int_{0}^{T}\left(u_{2}^{*}(t) \cdot v(t)\right) d t .
\end{aligned}
$$

From 3.10,

$$
\begin{align*}
& \left.\int_{0}^{T}\left({ }_{0} D_{t}^{\alpha} u(t)-\lambda k_{1}(t)-\mu k_{2}(t)\right) \cdot{ }_{0} D_{t}^{\alpha} v(t)\right) d t  \tag{3.11}\\
& =\int_{0}^{T}\left({ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)-\lambda k_{1}(t)-\mu k_{2}(t)\right) \cdot v^{\prime}(t)\right) d t=0
\end{align*}
$$

for all $v \in C_{0}^{\infty}\left([0, T], \mathbb{R}^{N}\right)$. Using the argument in 7 we obtain

$$
{ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)-\lambda k_{1}(t)-\mu k_{2}(t)\right)=C, \quad \forall t \in[0, T] .
$$

In view of $u_{1}^{*}, u_{2}^{*} \in L^{1}\left([0, T], \mathbb{R}^{N}\right)$, we identify the equivalence class ${ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)\right)$ and its continuous representative

$$
\begin{equation*}
{ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)\right)=\lambda \int_{t}^{T} u_{1}^{*}(t) d t+\mu \int_{t}^{T} u_{2}^{*}(t) d t+C, \quad \forall t \in[0, T] . \tag{3.12}
\end{equation*}
$$

By properties of the left and right Riemann-Liouville fractional derivatives, we have ${ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right)=-\left({ }_{t} D_{T}^{\alpha-1}\left({ }_{0} D_{t}^{\alpha} u(t)\right)\right)^{\prime} \in L^{1}\left([0, T], \mathbb{R}^{N}\right)$. Hence, it follows from (3.5), that

$$
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right)=\lambda u_{1}^{*}(t)+\mu u_{2}^{*}(t), \quad \text { a.e. } t \in[0, T] .
$$

Moreover, $u \in E_{0}^{\alpha}[0, T]$ implies that $u(0)=u(T)=0$.
Remark 3.3. Under the following two conditions

$$
\liminf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}}=0, \quad \limsup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}=+\infty
$$

according to Theorem 3.1 for each $\lambda>0$ and each $\mu \in\left[0, \frac{1}{\mathcal{M}^{2} T G_{\infty}}[\right.$, problem 1.1) admits infinitely many solutions in $E_{0}^{\alpha}[0, T]$. In addition, if $G_{\infty}=0$, the result holds for every $\lambda>0$ and $\mu \geq 0$.

Example. Let $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ and $\left\{b_{n}\right\}_{n \in \mathbb{N}}$ be sequences defined by

$$
a_{n}=n e^{n}, \quad b_{n}=(n+1) e^{n} .
$$

We define a sequence of non-negative functions

$$
F_{n}(x)= \begin{cases}(|x|+n)^{2} \exp \left(-\left|\frac{1}{\left(\left(|x|-n e^{e}-e^{n}\right)^{2}-\left(e^{2 n}\right)\right)}\right|\right) & n e^{n}<|x|<(n+2) e^{n}  \tag{3.13}\\ 0 & \text { otherwise } .\end{cases}
$$

A direct computation shows that

$$
\lim _{n \rightarrow+\infty} \frac{\max _{|x| \leq a_{n}} F_{n}(x)}{a_{n}^{2}}=0, \quad \lim _{n \rightarrow+\infty} \frac{F_{n}\left(b_{n}\right)}{b_{n}^{2}}<+\infty
$$

Then Theorem 3.1, implies that for any non-negative function $g: \mathbb{R} \rightarrow \mathbb{R}$, whose potential $G(\omega)=\int_{0}^{\omega} g(t) d t$ satisfies the condition (3.1), problem 1.1 possesses a sequence of solutions.

An immediate consequence of theorem 3.1 is a special case when $\mu=0$.
Theorem 3.4. Assume that the assumptions in theorem 3.1 hold. Then, for each

$$
\lambda \in] \frac{C(T, \alpha)}{T \lim \sup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}}, \frac{1}{\mathcal{M}^{2} T \lim \inf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}}}[
$$

the problem

$$
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right) \in \lambda \partial F(u(t)) \quad \text { a.e. } t \in[0, T],
$$

has an unbounded sequence of solutions in $E_{0}^{\alpha}[0, T]$.
Theorem 3.5. Let $l_{1}: \mathbb{R} \rightarrow \mathbb{R}$ be a locally essentially bounded function and denote $L_{1}(x)=\int_{0}^{x} l_{1}(s) d s$ for all $s \in \mathbb{R}$. Suppose that
(i1) $\liminf _{\omega \rightarrow+\infty} \frac{L_{1}(\omega)}{\omega^{2}}<+\infty$,
(i2) $\lim \sup _{\omega \rightarrow+\infty} \frac{L_{1}(\omega)}{\omega^{2}}=+\infty$.
Then, for any locally essentially bounded functions $l_{i}: \mathbb{R} \rightarrow \mathbb{R}$ for $2 \leq i \leq n$ such that
(i3) $\max \left\{\sup _{\omega \in \mathbb{R}} L_{i}(\omega) ; 2 \leq i \leq n\right\} \leq 0$ and
(i4) $\min \left\{\liminf _{\omega \rightarrow+\infty} \frac{L_{i}(\omega)}{\omega^{2}} ; 2 \leq i \leq n\right\}>-\infty$, where $L_{i}(x)=\int_{0}^{x} l_{i}(s) d s$, $x \in \mathbb{R}, 2 \leq i \leq n$, for each

$$
\lambda \in] 0, \frac{1}{\mathcal{M}^{2} T \liminf _{\omega \rightarrow+\infty} \frac{L_{1}(\omega)}{\omega^{2}}}[
$$

and for any locally essentially bounded function $g: \mathbb{R} \rightarrow \mathbb{R}$ (whose potential $G(x)=\int_{0}^{x} g(s) d s$ for every $x \in \mathbb{R}$ ) satisfying (3.1), and for every $\mu \in$ $\left[0, \mu_{G, \lambda}[\right.$, where

$$
\mu_{G, \lambda}=\frac{1}{\mathcal{M}^{2} T G_{\infty}}\left(1-\lambda \mathcal{M}^{2} T \liminf _{\omega \rightarrow+\infty} \frac{L_{1}(\omega)}{\omega^{2}}\right)
$$

then the problem

$$
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right) \in \lambda \partial \Sigma_{i=1}^{n} L_{i}(u(t))+\mu \partial G(u(t)) \quad \text { a.e. } t \in[0, T], u(0)=u(T)=0
$$

admits an unbounded sequence of solutions in $E_{0}^{\alpha}[0, T]$.
Proof. Set $F(x)=\sum_{i=1}^{n} L_{i}(x)$ for all $x \in \mathbb{R}$. In view of (i2) and (i4),

$$
\limsup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}=\limsup _{\omega \rightarrow+\infty} \frac{\sum_{i=1}^{n} L_{i}(\omega)}{\omega^{2}}=+\infty
$$

Conditions (i1) and (i3) imply that

$$
\liminf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}} \leq \liminf _{\omega \rightarrow+\infty} \frac{L_{1}(\omega)}{\omega^{2}}<+\infty
$$

By using theorem 3.1, we complete the proof.

Theorem 3.6. Let $f$ be a locally essentially bounded function and suppose that

$$
\begin{equation*}
\liminf _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}<\frac{1}{\mathcal{M}^{2} C(T, \alpha)} \limsup _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}} \tag{3.14}
\end{equation*}
$$

Then for any $\left.\lambda \in \Lambda_{1}:=\right] \lambda_{3}, \lambda_{4}[$, where

$$
\lambda_{3}=\frac{C(T, \alpha)}{T \lim \sup _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}}, \quad \lambda_{4}=\frac{1}{\mathcal{M}^{2} T \liminf _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}},
$$

and for any $g: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
G_{0}=\limsup _{\omega \rightarrow 0^{+}} \frac{\max _{|x| \leq \omega} G(x)}{\omega^{2}}<+\infty \tag{3.15}
\end{equation*}
$$

and

$$
\mu_{G, \lambda}^{1}=\frac{1}{\mathcal{M}^{2} T G_{0}}\left(1-\lambda \mathcal{M}^{2} T \liminf _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}\right)
$$

( $\mu_{G, \lambda}^{1}=+\infty$, when $G_{0}=0$ ). Problem 1.1 has a sequence of solutions, which converges strongly to 0 in $E_{0}^{\alpha}[0, T]$.

Proof. Fix $\lambda \in \Lambda_{1}$ and pick $\mu \in\left[0, \mu_{G, \lambda}^{1}\right.$. Suppose that $\Phi, \Upsilon$ are the functionals defined by (3.2) and (3.3). Let $l_{n}$ be a sequence of positive numbers such that $\lim _{n \rightarrow \infty} l_{n}=0$ and

$$
\lim _{n \rightarrow \infty} \frac{F\left(l_{n}\right)}{l_{n}^{2}}=\liminf _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}
$$

As in theorem 3.1. we set $r_{n}=\frac{l_{n}^{2}}{\mathcal{M}^{2}}, n \in \mathbb{N}$. It follows that $\delta<+\infty$. First we show that

$$
\begin{equation*}
\Phi-\lambda \Upsilon \text { does not have a local minimum at zero. } \tag{3.16}
\end{equation*}
$$

Let $\left\{\theta_{n}\right\}$ be a sequence of positive numbers such that $\theta_{n} \rightarrow 0$ in $] 0, \theta[, \theta>0$ and $\left\{\xi_{n}\right\}$ be the sequence defined in 3.4 . According to the non-negativity of $G$ it leads that 3.7 satisfies. Using 3.14, $\lambda_{3}<\lambda_{4}$. Let

$$
B_{1}=\limsup _{\omega \rightarrow 0^{+}} \frac{F(\omega)}{\omega^{2}}
$$

If $B_{1}<+\infty$, then 3.9 holds. By the choice of $\epsilon$,

$$
\lim _{n \rightarrow+\infty}\left(\Phi\left(\xi_{n}\right)-\lambda \Upsilon\left(\xi_{n}\right)\right)<0=\Phi(0)-\lambda \Upsilon(0)
$$

Therefore, $\Phi-\lambda \Upsilon$ does not have a local minimum at zero, in view of fact that $\left\|\xi_{n}\right\| \rightarrow 0$.

An argument similar to the one in the proof of theorem 3.1, for the case $B_{1}=0$, imply 3.16. Since $\min _{X} \Phi=\Phi(0)$, in view of theorem 2.12 (c) the consequence is obtained.

Next we show an application of theorem 3.1 for obtaining infinitely many solutions. Consider

$$
\begin{gather*}
{ }_{t} D_{T}^{\alpha}\left({ }_{0} D_{t}^{\alpha} u(t)\right) \in-\lambda \theta(t) \partial F(u)-\mu \vartheta(t) \partial G(u) \quad t \in[0, T] \\
u(0)=u(T)=0 \tag{3.17}
\end{gather*}
$$

where $\lambda, \mu$ are real parameters, $\lambda>0, \mu \geq 0$ and $F, G: \mathbb{R} \rightarrow \mathbb{R}$ are locally Lipschitz functions given by $F(\omega)=\int_{0}^{\omega} f(t) d t, G(\omega)=\int_{0}^{\omega} g(t) d t, \omega \in \mathbb{R}$ such that $f, g: \mathbb{R} \rightarrow$ $\mathbb{R}$ are measurable (not necessarily continuous) functions. Moreover, $\theta, \vartheta \in L^{1}[0, T]$ and $\theta, \vartheta \geq 0$ will given. Our result is stated as follows.

Theorem 3.7. Assume the following two conditions:
(i1')

$$
\begin{equation*}
\liminf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}}<\frac{\theta^{*} \lim \sup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}}{\mathcal{M}^{2} C(T, \alpha)} \tag{i2'}
\end{equation*}
$$

$$
\begin{aligned}
& \lambda_{1}=\frac{C(T, \alpha)}{T \theta^{*} \lim \sup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}}}, \quad \lambda_{2}=\frac{1}{T \mathcal{M}^{2} \lim \inf _{\omega \rightarrow+\infty} \frac{\max _{|x| \leq \omega} F(x)}{\omega^{2}}}, \\
& \quad \text { where } \theta^{*}=\int_{0}^{T} \theta(t) d t \text { and } \vartheta^{*}=\int_{0}^{T} \vartheta(t) d t
\end{aligned}
$$

Then for any $\mu \in\left[0, \mu_{G, \lambda}\right)$, problem 3.17) has an unbounded sequence of solutions in $E_{0}^{\alpha}[0, T]$.

Proof. Define the functionals $\Phi, \mathcal{E}: X \rightarrow \mathbb{R}$ for each $u \in X$ as follows:

$$
\begin{gathered}
\Phi(u)=\frac{1}{2}\|u\|_{\alpha}^{2} \\
\Upsilon(u)=\int_{0}^{T} \theta(t) F(u(t)) d t+\frac{\mu}{\lambda} \int_{0}^{T} \vartheta(t) G(u(t)) d t \\
\mathcal{E}(u)=\Upsilon(u)-\chi(u), \quad \mathcal{L}_{\lambda}(u):=\Phi(u)-\lambda \mathcal{E}(u)
\end{gathered}
$$

As in theorem 3.1. we show that $\bar{\lambda}<\frac{1}{\gamma}$. Note that

$$
\begin{aligned}
\varphi\left(r_{n}\right) & \leq \frac{\max _{|x| \leq \omega_{n}}\left[\theta^{*} F(x)+\frac{\bar{\mu}}{\lambda} \vartheta^{*} G(x)\right]}{\frac{\omega_{n}^{2}}{\mathcal{M}^{2}}} \\
& \leq \mathcal{M}^{2} \frac{\max _{|x| \leq \omega_{n}}\left[\theta^{*} F(x)+\frac{\bar{\mu}}{\lambda} \vartheta^{*} G(x)\right]}{\omega_{n}^{2}} \\
& \leq \mathcal{M}^{2}\left[\frac{\max _{|x| \leq \omega_{n}} \theta^{*} F(x)}{\omega_{n}^{2}}+\frac{\bar{\mu}}{\bar{\lambda}} \frac{\max _{|x| \leq \omega_{n}} \vartheta^{*} G(x)}{\omega_{n}^{2}}\right]
\end{aligned}
$$

Therefore,

$$
\gamma \leq \liminf _{n \rightarrow+\infty} \varphi\left(r_{n}\right) \leq \mathcal{M}^{2}\left(\theta^{*} A+\frac{\bar{\mu}}{\bar{\lambda}} \vartheta^{*} G_{\infty}\right)<+\infty
$$

It is clear that, for every $\bar{\mu} \in\left[0, \mu_{G, \bar{\lambda}}\right)$,

$$
\gamma \leq \mathcal{M}^{2} \theta^{*} A+\vartheta^{*} \frac{\left(1-\bar{\lambda} \mathcal{M}^{2} T A\right)}{T \bar{\lambda}}
$$

Then

$$
\bar{\lambda}=\frac{1}{\mathcal{M}^{2} \theta^{*} A+\vartheta^{*}\left(1-\bar{\lambda} \mathcal{M}^{2} T A\right) / T \bar{\lambda}}<\frac{1}{\gamma}
$$

We claim that the functional $\mathcal{L}_{\bar{\lambda}}$ is unbounded from below.
Since $G$ is non-negative, from the definition of $\Upsilon$ we have

$$
\begin{align*}
\Upsilon(u) & =\int_{0}^{T} \theta(t) F(u(t)) d t+\frac{\mu}{\lambda} \int_{0}^{T} \vartheta(t) G(u(t)) d t \\
& \geq \int_{T / 4}^{3 T / 4} \theta(t) F\left(\xi_{n}(t)\right) d t  \tag{3.18}\\
& \geq F\left(\Gamma(2-\alpha) \tau_{n}\right) \int_{T / 4}^{3 T / 4} \theta(t) d t=F\left(\Gamma(2-\alpha) \tau_{n}\right) \theta^{\prime}
\end{align*}
$$

where $\theta^{\prime}=\int_{T / 4}^{3 T / 4} \theta(t) d t$. Set

$$
\begin{equation*}
B=\limsup _{\omega \rightarrow+\infty} \frac{F(\omega)}{\omega^{2}} \tag{3.19}
\end{equation*}
$$

If $B<+\infty$, let $\epsilon \in\left(0, B-\frac{C(T, \alpha)}{2 \lambda \theta^{\prime} \Gamma^{2}(2-\alpha)}\right)$, then from 3.19 there exists $N_{1}$ such that

$$
\theta^{\prime} F\left(\Gamma(2-\alpha) \tau_{n}\right)>\theta^{\prime}(B-\epsilon) \Gamma^{2}(2-\alpha) \tau_{n}^{2}, \quad \forall n>N_{1}
$$

According to 3.18,

$$
\begin{align*}
\mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right) & \leq \frac{1}{2} C(T, \alpha) \tau_{n}^{2}-\bar{\lambda}(\beta-\epsilon) \theta^{\prime} \Gamma^{2}(2-\alpha) \tau_{n}^{2} \\
& =\tau_{n}^{2}\left(\frac{1}{2} C(T, \alpha)-\bar{\lambda}(\beta-\epsilon) \theta^{\prime} \Gamma^{2}(2-\alpha)\right) \tag{3.20}
\end{align*}
$$

for $n>N_{1}$. Choosing a suitable $\epsilon$ and using that $\lim _{n \rightarrow+\infty} \tau_{n}=+\infty$, it results that

$$
\lim _{n \rightarrow+\infty} \mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right)=-\infty
$$

If $B=+\infty$, we fix $\nu>\frac{C(T, \alpha)}{2 \lambda \theta^{\prime} \Gamma^{2}(2-\alpha)}$ and from 3.19, there exists $N_{\nu}$ such that

$$
\theta^{\prime} F\left(\Gamma(2-\alpha) \tau_{n}\right)>\theta^{\prime} \nu \Gamma^{2}(2-\alpha) \tau_{n}^{2}, \quad \forall n>N_{\nu}
$$

Hence,

$$
\mathcal{L}_{\bar{\lambda}}\left(\xi_{n}\right) \leq \frac{1}{2} C(T, \alpha) \tau_{n}^{2}-\bar{\lambda} \theta^{\prime} F\left(\Gamma(2-\alpha) \tau_{n}\right)<\tau_{n}^{2}\left(\frac{1}{2} C(T, \alpha)-\bar{\lambda} \theta^{\prime} \nu \Gamma^{2}(2-\alpha)\right)
$$

for all $n>N_{\nu}$. Taking into account the choice of $\nu$, implies that $\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)-$ $\bar{\lambda} \Psi\left(u_{n}\right)=-\infty$. From theorem 2.12, there is a sequence $\left\{u_{n}\right\} \in X$ of critical points of $\mathcal{L}_{\bar{\lambda}}$ such that $\lim _{n \rightarrow+\infty} \Phi\left(u_{n}\right)=+\infty$.
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