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#### Abstract

This article concerns the stability of equilibria of a hierarchical age-structured population system. We establish the existence of positive steady states via a fixed point result. Also we derive some criteria from the model parameters for asymptotical stability or instability, by means of spectrum and semigroups of linear operators. In addition, we present some numerical experiments.


## 1. Introduction

Because of ecological reality and mathematical challenges, researchers have proposed and analyzed a number of hierarchical models (see [1]-8], [10]-20] and references therein). Problems investigated include animal behavior [8], allocation of resources [18, ecological stability [12, system dynamics [1, 2, 3, 4, [5, 6, 7, 10, 11, 14, 15, 16, 17, 21] and state approximation [13, 20,

In this article, we continue the research originated in 13. Our focus is the steady states of the model system; specifically, we consider the existence of nontrivial equilibria and their stability, since they are both special solutions and of significance in describing the asymptotical behaviors of the population system. According to general theory of linear stability for nonlinear infinite-dimensional system, the zero solution is asymptotically stable if the growth bound of the semigroup generated by the linear operator in the linearized system is negative, and unstable if the point spectrum of the generator contains some eigenvalues with positive real part. Unfortunately, estimation of the growth bound is often quite difficult. On the other hand, providing conditions that guaranteeing the existence of characteristic values with positive real part is by no means trivial if one cannot derive the characteristic equation. That is the case in our situation. We have to proceed along another way. Among the existing works in this respect are 11 and 10, in which Farkas, Hinow and Hagen analyzed two classes of size-structured models, and established (or assumed) the existence and conditions for linear stability of positive equilibria. Since the models used by them have different features, their results are not applicable to our system. Besides the theoretical results, we present some numerical experiments to show the behaviors of the population system when theoretical methods fail.

[^0]The present article is organized as follows. In the next section, we describe the model, the basic assumptions and the well-posedness result. Section 3 is devoted to the existence of positive steady states treated by a special fixed point theorem, and then we investigate the linear stability of equilibria in section 4 by means of spectrum and semigroups of operators. The final two sections consist of some numerical examples and remarks.

## 2. Description of the model

Because the main aim of this paper is steady states, we consider the following autonomous system in stead of the time-varying one in [13]:

$$
\begin{gather*}
\frac{\partial p}{\partial t}+\frac{\partial p}{\partial a}=-\mu(a, E(p)(a, t)) p(a, t), \quad(a, t) \in D \\
p(0, t)=\int_{0}^{A} \beta(a, E(p)(a, t)) p(a, t) d a, \quad 0<t<\infty  \tag{2.1}\\
p(a, 0)=p_{0}(a), \quad 0 \leq a \leq A
\end{gather*}
$$

where $D=(0, A) \times(0, \infty)$, and $A>0$ is the maximum age of individuals. The "environment" $E(p)$ is given by

$$
\begin{equation*}
E(p)(a, t)=\alpha \int_{0}^{a} p(r, t) d r+\int_{a}^{A} p(r, t) d r, 0 \leq \alpha<1 \tag{2.2}
\end{equation*}
$$

Here the constant $\alpha$ shows the rank weight of individuals with age smaller than $a$. Functions $\mu$ and $\beta$ are mortality and fertility, respectively. The form of $\mu$ and $\beta$ indicates that, apart from age, the vital rates of an individual of age $a$ depend more on the number of individuals with age equal to or larger than $a$. Finally, $p_{0}(a)$ gives the initial age distribution of the individuals.

Throughout this article, we assume that the following conditions:
(A1) $\mu(a, x)>0, \beta(a, x) \geq 0$ for all $(a, x) \in[0, A] \times R_{+}$. For any $x \in R_{+}$, $\beta(\cdot, x) \in L^{\infty}[0, A]$, and $\mu(\cdot, x) \in C[0, A) \cap L_{l o c}^{1}[0, A) ; \int_{0}^{A} \mu(a, x) d a=+\infty$.
(A2) $\beta$ and $\mu$ are locally Lipschitz functions with respect to the second variable, that is, for each $M>0$, there exists $L(M)>0$, such that

$$
\begin{gathered}
\left|\beta\left(a, x_{1}\right)-\beta\left(a, x_{2}\right)\right| \leq L(M)\left|x_{1}-x_{2}\right|, \\
\left|\mu\left(a, x_{1}\right)-\mu\left(a, x_{2}\right)\right| \leq L(M)\left|x_{1}-x_{2}\right|
\end{gathered}
$$

for all $x_{1}, x_{2}$ with $\left|x_{i}\right| \leq M, i=1,2$.
(A3) For given $a \in[0, A], \beta(a, \cdot)$ is non-increasing and $\mu(a, \cdot)$ is nondecreasing.
(A4) There is a positive constant $\overline{p_{0}}$, such that $0 \leq p_{0}(a) \leq \overline{p_{0}}$ for all $a \in[0, A]$.
In [13], we proved that, for any given $T>0$, the system (2.1)- 2.2 (actually a more general system) admits a unique bounded solution on $[0, T]$. Therefore, we have the following result.

Theorem 2.1. System 2.1-2.2 has a unique solution $p \in C\left([0,+\infty), L^{\infty}[0, A]\right)$ with $p(a, t) \geq 0$ and $p(A, t)=0$ for all $t>0$.

## 3. Existence of positive equilibria

In this section, we show that the system $(2.1)-2.2$ has at least one positive equilibrium, by means of the following fixed point result [19, Theorem A].

Lemma 3.1 ( 19$])$. Let $X$ be a Banach space, $K \subset X$ a closed convex cone, $K_{r}=K \cap B_{r}(0)$, where $B_{r}(0)$ denotes the ball with radius $r$ and center 0 . The map $F: K_{r} \rightarrow K$ is continuous and $F\left(K_{r}\right)$ is relatively compact. Suppose that
(i) $F x \neq \lambda x$ for all $\|x\|=r, \lambda>1$.
(ii) There are $\rho \in(0, r)$ and $e \in K /\{0\}$ such that $x-F x \neq \lambda e$ for all $\|x\|=\rho$, $\lambda>0$.
Then $F$ has at least one fixed point $x^{*} \in\{x \in K: \rho \leq\|x\| \leq r\}$.
Let $p^{*}(a)$ be a positive equilibrium of $2.1-(2.2)$. Then the following holds

$$
\begin{gather*}
\frac{d p^{*}}{d a}=-\mu\left(a, E\left(p^{*}\right)(a)\right) p^{*}(a) \\
p^{*}(0)=\int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) p^{*}(a) d a  \tag{3.1}\\
E\left(p^{*}\right)(a)=\alpha \int_{0}^{a} p^{*}(r) d r+\int_{a}^{A} p^{*}(r) d r .
\end{gather*}
$$

From the first equation in (3.1) it follows that

$$
\begin{equation*}
p^{*}(a)=p^{*}(0) \exp \left\{-\int_{0}^{a} \mu\left(r, E\left(p^{*}\right)(r)\right) d r\right\}, \quad p^{*}(0)>0 \tag{3.2}
\end{equation*}
$$

Substituting (3.2) into the second equation in 3.1), we obtain

$$
\begin{equation*}
p^{*}(0)=p^{*}(0) \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) \exp \left\{-\int_{0}^{a} \mu\left(r, E\left(p^{*}\right)(r)\right) d r\right\} d a \tag{3.3}
\end{equation*}
$$

Obviously, a necessary condition for the existence of positive equilibrium is

$$
\left.R(0):=\int_{0}^{A} \beta(a, 0)\right) \exp \left\{-\int_{0}^{a} \mu(r, 0) d r\right\} d a>1
$$

Otherwise, the assumptions on $\beta$ and $\mu$ give

$$
\int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) \exp \left\{-\int_{0}^{a} \mu\left(r, E\left(p^{*}\right)(r)\right) d r\right\} d a<R(0) \leq 1
$$

which contradicts the equation (3.3).
On the other hand, if there exists a function $p^{*} \in L^{1}[0, A]$, then $E\left(p^{*}\right) \in C[0, A]$. Consequently, the function given by (3.2) is differentiable and satisfies (3.1); that is, $p^{*}$ is a steady state of the system $2.1-2.2$.

Let $\mathcal{X}=\mathcal{R} \times L^{1}(0, A), \mathcal{K}=[0,+\infty) \times L_{+}^{1}(0, A) ;$ For given $r>0, B_{r}(0)=$ $\{(h, q) \in \mathcal{X}:|h|+\|q\| \leq r\}$, where $\|q\|=\int_{0}^{A}|q(a)| d a$; and $\mathcal{K}_{r}=\mathcal{K} \times B_{r}(0)$. Let $\phi: \mathcal{K}_{r} \rightarrow \mathcal{K}$, be defined by

$$
[\phi(h, q)](a)=\binom{h \int_{0}^{A} \beta(a, E(q)(a)) \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\} d a}{h \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\}}
$$

for $(h, q) \in \mathcal{K}_{r}$.
Lemma 3.2. The mapping $\phi$ is continuous.
Proof. Let $(h, q) \rightarrow\left(h_{0}, q_{0}\right)$, that is, $\left|h-h_{0}\right| \rightarrow 0,\left\|q-q_{0}\right\| \rightarrow 0$. Since

$$
\begin{equation*}
\left[E(q)-E\left(q_{0}\right)\right](a)=\alpha \int_{0}^{a}\left[q(r)-q_{0}(r)\right] d r+\int_{a}^{A}\left[q(r)-q_{0}(r)\right] d r \tag{3.4}
\end{equation*}
$$

it follows that

$$
\begin{align*}
\left\|E(q)-E\left(q_{0}\right)\right\| & =\int_{0}^{A}\left|\alpha \int_{0}^{a}\left[q(r)-q_{0}(r)\right] d r+\int_{a}^{A}\left[q(r)-q_{0}(r)\right] d r\right| d a \\
& \leq \int_{0}^{A}\left\{\alpha \int_{0}^{a}\left|q(r)-q_{0}(r)\right| d r+\int_{a}^{A}\left|q(r)-q_{0}(r)\right| d r\right\} d a  \tag{3.5}\\
& \leq \int_{0}^{A} \int_{0}^{A}\left|q(r)-q_{0}(r)\right| d r d a \rightarrow 0
\end{align*}
$$

Thus, $E(q)(a) \rightarrow E\left(q_{0}\right)(a)$ a.e. $a \in(0, A)$. As a result, we have

$$
\begin{aligned}
& h \int_{0}^{A} \beta(a, E(q)(a)) \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\} d a \\
& \rightarrow h_{0} \int_{0}^{A} \beta\left(a, E\left(q_{0}\right)(a)\right) \exp \left\{-\int_{0}^{a} \mu\left(r, E\left(q_{0}\right)(r)\right) d r\right\} d a
\end{aligned}
$$

for a.e. $a \in(0, A)$ when $\left|h-h_{0}\right| \rightarrow 0,\left\|q-q_{0}\right\| \rightarrow 0$. In addition,

$$
\begin{aligned}
& \left\|\exp \left\{-\int_{0} \mu(r, E(q)(r)) d r\right\}-\exp \left\{-\int_{0} \mu\left(r, E\left(q_{0}\right)(r)\right) d r\right\}\right\| \\
& =\int_{0}^{A}\left|\exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\}-\exp \left\{-\int_{0}^{a} \mu\left(r, E\left(q_{0}\right)(r)\right) d r\right\}\right| d a \\
& \leq \int_{0}^{A} \int_{0}^{a}\left|\mu(r, E(q)(r))-\mu\left(r, E\left(q_{0}\right)(r)\right)\right| d r d a \\
& \leq C \int_{0}^{A}\left|E(q)(a)-E\left(q_{0}\right)(a)\right| d a \rightarrow 0
\end{aligned}
$$

where $C$ is a constant. The proof is complete.
Next, we show that $\phi\left(\mathcal{K}_{r}\right)$ is relatively compact by means of Fréchet-Kolmogorov theorem [22, p. 275]. The verification is trivial so it is omitted.

Now we examine condition (i) in Lemma 3.1. For $\lambda>1,\|(h, q)\|=r$, we prove that $\phi(h, q) \neq \lambda(h, q)$. Otherwise, we see that

$$
1<\lambda=\int_{0}^{A} \beta(a, E(q)(a)) \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\} d a
$$

is fixed, and $h \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\}=\lambda q(a)$. Then

$$
\|q\| \leq \lambda\|q\|=h\left\|\exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\}\right\| \leq h A
$$

Therefore, $h+\|q\| \leq(1+A) h$. $\|(h, q)\|$ will be very small when $h$ is small enough. It is impossible for $(h, q)$ to meet $\|(h, q)\|=r$. The following result verifies the condition (ii) in Lemma 3.1 .
Lemma 3.3. There are $\rho \in(0, r)$ and $(\bar{h}, \bar{q}) \in \mathcal{K}-\{0\}$ such that

$$
(h, q)-\phi(h, q) \neq \lambda(\bar{h}, \bar{q}) \quad \text { for all }(h, q) \text { with }\|(h, q)\|=\rho \text { and } \lambda>0
$$

Proof. We prove the conclusion in the following cases.
Case 1. If there is $(\bar{h}, \bar{q}) \in \mathcal{K}-\{0\}$, such that for all $\rho \in(0, r)$,

$$
(h, q)-\phi(h, q)=\lambda(\bar{h}, \bar{q}) \quad \text { for some }\|(h, q)\|=\rho, \forall \lambda>0
$$

Then using the definition of $\phi$, we have

$$
\begin{gather*}
h-h \int_{0}^{A} \beta(a, E(q)(a)) \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\} d a=\lambda \bar{h},  \tag{3.6}\\
q(a)-h \exp \left\{-\int_{0}^{a} \mu(r, E(q)(r)) d r\right\}=\lambda \bar{q}(a) .
\end{gather*}
$$

Let $\lambda=1, \rho \rightarrow 0$, from the above equations, we obtain $(\bar{h}, \bar{q})=0$, which is a contradiction.
Case 2. If there is $\rho \in(0, r)$, such that for all $(\bar{h}, \bar{q}) \in \mathcal{K}-\{0\}$,

$$
(h, q)-\phi(h, q)=\lambda(\bar{h}, \bar{q}) \quad \text { for some }\|(h, q)\|=\rho, \forall \lambda>0
$$

Let $\lambda \rightarrow 0$, we have $(h, q)=\phi(h, q)$, which implies that $(h, q)$ is a positive equilibrium.
Case 3. If there is $(\bar{h}, \bar{q}) \in \mathcal{K}-\{0\}$, such that for all $\rho \in(0, r)$,

$$
(h, q)-\phi(h, q)=\lambda_{0}(\bar{h}, \bar{q}) \quad \text { for some } \lambda_{0}>0, \forall\|(h, q)\|=\rho
$$

then, let $\rho \rightarrow 0$ we have $\lambda_{0}(\bar{h}, \bar{q})=0$, which is impossible.
Case 4. If there is $\rho \in(0, r)$, such that for all $(\bar{h}, \bar{q}) \in \mathcal{K}-\{0\}$,

$$
(h, q)-\phi(h, q)=\lambda_{0}(\bar{h}, \bar{q}) \quad \text { for some } \lambda_{0}>0, \forall\|(h, q)\|=\rho
$$

Then choosing $(\bar{h}, \bar{q})=\frac{2}{\lambda_{0}}(h, q)$, we derive $\phi(h, q)=-(h, q)$, which is absurd, because $\phi(h, q) \in \mathcal{K}$ implies that $\phi(h, q))$ is a nonnegative vector.

Summarizing the above results and using Lemma 3.1, we obtain the following result.

Theorem 3.4. If $R(0) \leq 1$, then system (2.1)-(2.2) has no positive steady state. If $R(0)>1$, then the system has at least one positive steady state.

## 4. Stability of equilibria

In this section, we investigate the linear stability of steady states. Firstly, a general result is derived by means of linearization and theory of semigroup of operators. Then, some conditions for stability of the trivial equilibrium are given as a particular situation.

Let $p^{*}(a)$ be a nonnegative equilibrium and $p(a, t)=p^{*}(a)+u(a, t)$, where $u(a, t)$ is a perturbation. Noticing that $\frac{d p^{*}(a)}{d a}=-\mu\left(a, E\left(p^{*}\right)(a)\right) p^{*}(a)$, we obtain the linearization of the system (2.1)-(2.2) about $p^{*}(a)$ as follows:

$$
\begin{gather*}
\frac{\partial u}{\partial t}+\frac{\partial u}{\partial a}=-\mu\left(a, E\left(p^{*}\right)(a)\right) u(a, t)-p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a, t) \\
u(0, t)=\int_{0}^{A}\left[\beta\left(a, E\left(p^{*}\right)(a)\right) u(a, t)+p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a, t)\right] d a  \tag{4.1}\\
u(a, 0)=p_{0}(a)-p^{*}(a)
\end{gather*}
$$

where $\mu_{E}$ and $\beta_{E}$ denote the partial derivatives of $\mu$ and $\beta$ with respect to the second variable.

Let $X=L^{1}([0, A])$, define three linear operators as follows.

$$
\mathcal{A}: D(\mathcal{A}) \subset W^{1,1}[0, A] \subset X \rightarrow X, \quad \mathcal{A} u=-\frac{\partial u}{\partial a}
$$

where

$$
\begin{aligned}
D(\mathcal{A})= & \left\{u \in W^{1,1}[0, A]: u(0)=\int_{0}^{A}\left[\beta\left(\cdot, E\left(p^{*}\right)(\cdot)\right) u\right.\right. \\
& \left.\left.+p^{*} \beta_{E}\left(\cdot, E\left(p^{*}\right)(\cdot)\right) E(u)(\cdot)\right](a) d a\right\} \\
& \mathcal{B}: X \rightarrow X, \quad \mathcal{B} u=-\mu\left(\cdot, E\left(p^{*}\right)(\cdot)\right) u \\
\mathcal{C}: X & \rightarrow X, \quad \mathcal{C} u=-p^{*}(\cdot) \mu_{E}\left(\cdot, E\left(p^{*}\right)(\cdot)\right) E(u)(\cdot)
\end{aligned}
$$

Then system 4.1 can be rewritten as the abstract Cauchy problem in $X$ :

$$
\begin{gather*}
\frac{d u}{d t}=(\mathcal{A}+\mathcal{B}+\mathcal{C}) u  \tag{4.2}\\
u(0)=u_{0}:=p_{0}-p^{*}
\end{gather*}
$$

Theorem 4.1 (Asymptotic stability). If, for almost all $a \in(0, A)$,

$$
\begin{align*}
\mu\left(a, E\left(p^{*}\right)(a)\right)-\beta\left(a, E\left(p^{*}\right)(a)\right)> & \alpha \int_{a}^{A} p^{*}(r)\left[\mu_{E}-\beta_{E}\right]\left(r, E\left(p^{*}\right)(r)\right) d r  \tag{4.3}\\
& +\int_{0}^{a} p^{*}(r)\left[\mu_{E}-\beta_{E}\right]\left(r, E\left(p^{*}\right)(r)\right) d r
\end{align*}
$$

then the steady state $p^{*}(a)$ is asymptotically stable.
Proof. Let $\mathcal{T}(t)$ be the semigroup generated by $\mathcal{A}+\mathcal{B}+\mathcal{C}$, we will prove that $\lim _{t \rightarrow+\infty}\|\mathcal{T}(t)\|=0$.

Firstly we show that the operator $\mathcal{A}+\mathcal{B}+\mathcal{C}+k I$ is dissipative [9, p. 82, Definition 3.13], where $k$ is a positive constant (will be determined later) and $I$ the identity operator. Let

$$
\begin{equation*}
u-\lambda(\mathcal{A}+\mathcal{B}+\mathcal{C}+k I) u=h, \quad \lambda>0 \tag{4.4}
\end{equation*}
$$

Then

$$
\begin{align*}
\|u\|= & \left.\int_{0}^{A} u(a) \operatorname{sgn} u(a)\right) d a \\
= & \left.\left.\int_{0}^{A} h(a) \operatorname{sgn} u(a)\right) d a-\lambda \int_{0}^{A} u^{\prime}(a) \operatorname{sgn} u(a)\right) d a  \tag{4.5}\\
& \left.+\lambda \int_{0}^{A}\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right] u(a) \operatorname{sgn} u(a)\right) d a \\
& \left.-\lambda \int_{0}^{A} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a) \operatorname{sgn} u(a)\right) d a
\end{align*}
$$

Firstly,

$$
\begin{aligned}
&\left.-\lambda \int_{0}^{A} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a) \operatorname{sgn} u(a)\right) d a \\
&=\left.-\lambda \int_{0}^{A} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) \operatorname{sgn} u(a)\right)\left[\alpha \int_{0}^{a} u(r) d r+\int_{a}^{A} u(r) d r\right] d a \\
&=\left.-\lambda \alpha \int_{0}^{A} u(r) \int_{r}^{A} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) \operatorname{sgn} u(a)\right) d a d r \\
&\left.-\lambda \int_{0}^{A} u(r) \int_{0}^{r} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) \operatorname{sgn} u(a)\right) d a d r
\end{aligned}
$$

$$
\begin{align*}
= & \left.-\lambda \alpha \int_{0}^{A} u(a) \int_{a}^{A} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) \operatorname{sgn} u(r)\right) d r d a \\
& \left.-\lambda \int_{0}^{A} u(a) \int_{0}^{a} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) \operatorname{sgn} u(r)\right) d r d a \\
\leq & \lambda \int_{0}^{A}|u(a)|\left[\alpha \int_{a}^{A} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right. \\
& \left.+\int_{0}^{a} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right] d a \tag{4.6}
\end{align*}
$$

Let $U=\{a \in(0, A): u(a) \neq 0\}$. Then $U=\sum_{i=1}^{\infty}\left(a_{i}, b_{i}\right), u(a) \neq 0, a \in\left(a_{i}, b_{i}\right)$; $\left(a_{i}, b_{i}\right) \cap\left(a_{j}, b_{j}\right)=\emptyset, i \neq j$. If $u(a)>0, a \in\left(a_{i}, b_{i}\right)$, then

$$
\begin{align*}
& \left.\left.\int_{a_{i}}^{b_{i}} h(a) \operatorname{sgn} u(a)\right) d a-\lambda \int_{a_{i}}^{b_{i}} u^{\prime}(a) \operatorname{sgn} u(a)\right) d a \\
& \left.+\lambda \int_{a_{i}}^{b_{i}}\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right] u(a) \operatorname{sgn} u(a)\right) d a  \tag{4.7}\\
& \leq \int_{a_{i}}^{b_{i}}|h(a)| d a+\lambda u\left(a_{i}\right)+\lambda \int_{a_{i}}^{b_{i}}\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right]|u(a)| d a .
\end{align*}
$$

If $u(a)<0, a \in\left(a_{i}, b_{i}\right)$, then we proceed similarly,

$$
\begin{align*}
& \left.\left.\int_{a_{i}}^{b_{i}} h(a) \operatorname{sgn} u(a)\right) d a-\lambda \int_{a_{i}}^{b_{i}} u^{\prime}(a) \operatorname{sgn} u(a)\right) d a \\
& \left.+\lambda \int_{a_{i}}^{b_{i}}\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right] u(a) \operatorname{sgn} u(a)\right) d a  \tag{4.8}\\
& \leq \int_{a_{i}}^{b_{i}}|h(a)| d a-\lambda u\left(a_{i}\right)+\lambda \int_{a_{i}}^{b_{i}}\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right]|u(a)| d a
\end{align*}
$$

Substituting inequalities (4.6)-4.8) into 4.5, we arrive at

$$
\begin{align*}
\|u\|= & \left.\sum_{i} \int_{a_{i}}^{b_{i}} u(a) \operatorname{sgn} u(a)\right) d a \\
\leq & \|h\|+\lambda u(0)+\lambda \int_{0}^{A}|u(a)|\left[k-\mu\left(a, E\left(p^{*}\right)(a)\right)\right.  \tag{4.9}\\
& \left.+\alpha \int_{a}^{A} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) d r+\int_{0}^{a} p^{*}(r) \mu_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right] d a
\end{align*}
$$

Noticing that

$$
\begin{aligned}
|u(0)| \leq & \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right)|u(a)| d a \\
& +\left|\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a) d a\right| \\
\leq & \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right)|u(a)| d a \\
& +\int_{0}^{A}|u(a)|\left[-\alpha \int_{a}^{A} p^{*}(r) \beta_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\int_{0}^{a} p^{*}(r) \beta_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right] d a \\
= & \int_{0}^{A}|u(a)|\left[\beta\left(a, E\left(p^{*}\right)(a)\right)-\alpha \int_{a}^{A} p^{*}(r) \beta_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right. \\
& \left.-\int_{0}^{a} p^{*}(r) \beta_{E}\left(r, E\left(p^{*}\right)(r)\right) d r\right] d a,
\end{aligned}
$$

and choosing

$$
\begin{aligned}
k \leq & \mu\left(a, E\left(p^{*}\right)(a)\right)-\beta\left(a, E\left(p^{*}\right)(a)\right) \\
& -\alpha \int_{a}^{A} p^{*}(r)\left[\mu_{E}-\beta_{E}\right]\left(r, E\left(p^{*}\right)(r)\right) d r \\
& -\int_{0}^{a} p^{*}(r)\left[\mu_{E}-\beta_{E}\right]\left(r, E\left(p^{*}\right)(r)\right) d r
\end{aligned}
$$

we obtain from (4.9) that $\|u\| \leq\|h\|$, which implies the dissipativity desired.
Next, we prove that the range $R(\lambda I-\mathcal{A}-\mathcal{B}-\mathcal{C}-k I)=X$. Consider the equation

$$
\begin{equation*}
(\lambda I-\mathcal{A}) u=h, \quad \forall h \in X, \lambda>0 \tag{4.10}
\end{equation*}
$$

that is, $u^{\prime}(a)+\lambda u(a)=h(a)$, which has a unique (formal) solution

$$
u(a)=u(0) e^{-\lambda a}+\int_{0}^{a} h(r) e^{-\lambda(a-r)} d r
$$

To determine the value $u(0)$, noting that

$$
\begin{aligned}
u(0)= & \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) u(a) d a+\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right) E(u)(a) d a \\
= & \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\left[u(0) e^{-\lambda a}+\int_{0}^{a} h(r) e^{-\lambda(a-r)} d r\right] d a\right. \\
& +\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left[\alpha \int_{0}^{a}\left(u(0) e^{-\lambda r}+\int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta\right) d r\right. \\
& \left.+\int_{a}^{A}\left(u(0) e^{-\lambda r}+\int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta\right) d r\right] d a \\
= & u(0)\left\{\int _ { 0 } ^ { A } e ^ { - \lambda a } \beta \left(a, E\left(p^{*}\right)(a) d a\right.\right. \\
& \left.+\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left[\alpha \int_{0}^{a} e^{-\lambda r} d r+\int_{a}^{A} e^{-\lambda r} d r\right] d a\right\} \\
& +\int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a) \int_{0}^{a} h(r) e^{-\lambda(a-r)} d r d a\right. \\
& +\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left[\alpha \int_{0}^{a} \int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta d r\right. \\
& \left.+\int_{a}^{A} \int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta d r\right] d a,
\end{aligned}
$$

we derive

$$
\begin{align*}
u(0)= & \left(1-\int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) e^{-\lambda a} d a\right. \\
& \left.-\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right) \frac{\alpha-e^{-\lambda A}+(1-\alpha) e^{-\lambda a}}{\lambda} d a\right)^{-1} \\
\times & \int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left[\alpha \int_{0}^{a} \int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta d r\right.  \tag{4.11}\\
& \left.+\int_{a}^{A} \int_{0}^{r} h(\theta) e^{-\lambda(r-\theta)} d \theta d r\right] d a
\end{align*}
$$

The above relation makes sense for $\lambda>0$ large enough.
According to Lumer-Phillips theorem [9, p. 83], the operator $\mathcal{A}+\mathcal{B}+\mathcal{C}+$ $k I$ generates a contraction semigroup. Therefore, if $\mathcal{T}(t)$ denotes the semigroup generated by $\mathcal{A}+\mathcal{B}+\mathcal{C}$, then

$$
\|\mathcal{T}(t)\| \leq e^{-k t}, t \geq 0
$$

Under the condition of the theorem, $k>0$. The proof is complete.
Let $p^{*}(a) \equiv 0$.
Corollary 4.2. If, for almost every $a \in(0, A), \mu(a, 0)>\beta(a, 0)$, then the trivial steady state is asymptotically stable.

In what follows, we derive some conditions for instability of the steady state.
Theorem 4.3 (Instability). If

$$
\begin{align*}
& \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) \exp \left\{-\int_{0}^{a}\left[\lambda_{0}+\mu\left(r, E\left(p^{*}\right)(r)\right)\right] d r\right\} d a \\
& +\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left(\alpha \int_{0}^{a} \exp \left\{-\int_{0}^{r}\left[\lambda_{0}+\mu\left(\theta, E\left(p^{*}\right)(\theta)\right)\right] d \theta\right\} d r\right.  \tag{4.12}\\
& \left.\left.+\int_{a}^{A} \exp \left\{-\int_{0}^{r}\left[\lambda_{0}+\mu\left(\theta, E\left(p^{*}\right)(\theta)\right)\right] d \theta\right]\right\} d r\right) d a>1
\end{align*}
$$

where $\lambda_{0}=\int_{0}^{A} p^{*}(a) \mu_{E}\left(a, E\left(p^{*}\right)(a)\right) d a$, then the steady state $p^{*}(a)$ is unstable.
Proof. For the eigenvalues of the operator $\mathcal{A}+\mathcal{B}$, we consider

$$
(\lambda-\mathcal{A}-\mathcal{B}) u=0
$$

whose vector solutions have the form

$$
u(a)=u(0) \exp \left\{-\int_{0}^{a}\left[\lambda+\mu\left(r, E\left(p^{*}\right)(r)\right)\right] d r\right\}, \quad u(0) \neq 0
$$

Substituting the above relation into the condition satisfied by $u(0)$ in the domain $D(\mathcal{A})$, we obtain

$$
\begin{aligned}
1= & \int_{0}^{A} \beta\left(a, E\left(p^{*}\right)(a)\right) \exp \left\{-\int_{0}^{a}\left[\lambda+\mu\left(r, E\left(p^{*}\right)(r)\right)\right] d r\right\} d a \\
& +\int_{0}^{A} p^{*}(a) \beta_{E}\left(a, E\left(p^{*}\right)(a)\right)\left(\alpha \int_{0}^{a} \exp \left\{-\int_{0}^{r}\left[\lambda+\mu\left(\theta, E\left(p^{*}\right)(\theta)\right)\right] d \theta\right\} d r\right.
\end{aligned}
$$

$$
\left.+\int_{a}^{A} \exp \left\{-\int_{0}^{r}\left[\lambda+\mu\left(\theta, E\left(p^{*}\right)(\theta)\right)\right] d \theta\right\} d r\right) d a=: F(\lambda)
$$

One can see that $F^{\prime}(\lambda)<0$ for $\lambda>0$, and $F(\lambda) \rightarrow 0$ as $\lambda \rightarrow+\infty$. The condition in the theorem implies that $F\left(\lambda_{0}\right)>1$. Consequently, the operator $\mathcal{A}+\mathcal{B}$ has a unique positive eigenvalue $\lambda^{*}$, with $\lambda^{*}>\lambda_{0}>0$. Since $\mathcal{C}$ is bounded, $\lambda^{*}$ is also an eigenvalue of the operator $\mathcal{A}+\mathcal{B}+\mathcal{C}$ [9, p. 159]. The proof is complete.

Let $p^{*}(a) \equiv 0$.
Corollary 4.4. If $R(0):=\int_{0}^{A} \beta(a, 0) \exp \left\{-\int_{0}^{a} \mu(r, 0) d r\right\} d a>1$, then the trivial steady state is unstable.

As far as the stability of the trivial equilibrium is concerned, we can prove the following result.

Theorem 4.5. (i) If $\mu(a, 0)>\beta(a, 0)$ a.e. $a \in(0, A)$, then the trivial equilibrium is globally asymptotically stable;
(ii) If $\mu(a, 0)<\beta(a, 0)$ a.e. $a \in(0, A)$, then the trivial equilibrium is unstable.

Proof. (i) Consider the Lyapunov function

$$
V(t)=\int_{0}^{A} p(a, t) d a
$$

From the equations of the system and the assumptions, it follows that

$$
\begin{align*}
\frac{d V}{d t} & =\int_{0}^{A} \frac{\partial p}{\partial t} d a \\
& =\int_{0}^{A}\left[-\frac{\partial p}{\partial a}-\mu(a, E(p)(a, t)) p(a, t)\right] d a \\
& =p(0, t)-\int_{0}^{A} \mu(a, E(p)(a, t)) p(a, t) d a  \tag{4.13}\\
& =\int_{0}^{A}[\beta(a, E(p)(a, t))-\mu(a, E(p)(a, t))] p(a, t) d a \\
& \leq \int_{0}^{A}[\beta(a, 0)-\mu(a, 0)] p(a, t) d a<0
\end{align*}
$$

which implies the global stability.
(ii) From the conditions in the theorem, we derive

$$
\begin{align*}
& \int_{0}^{A} \beta(a, 0) \exp \left\{-\int_{0}^{a} \mu(r, 0) d r\right\} d a \\
& >\int_{0}^{A} \mu(a, 0) \exp \left\{-\int_{0}^{a} \mu(r, 0) d r\right\} d a=1 \tag{4.14}
\end{align*}
$$

Consequently, Corollary 4.4 provides the conclusion.

## 5. Numerical results

This section we present some numerical experiments which show the stability of zero solution intuitively. We apply the algorithm proposed in [13] and MATLAB to carry out the computations and draw the population surfaces. Let $A=10$, and the step size of age and time be $h=0.1$; so that the number of iterates is 100 .

Example 5.1 (Instability). Let the parameters be as follows: $\alpha=0.5, p_{0}(a)=$ $0.3(10-a)(1+\sin a)$;

$$
\begin{align*}
& \mu(a, E(p))= \begin{cases}0.2 \cos (a)+0.01 E(p)+\frac{(2-a)^{2}}{100}, & a \in[0,2), \\
0.2 \cos (a)+0.01 E(p), & a \in[2,8), \\
0.2 \cos (a)+0.01 E(p)+\frac{a-8}{10-a}, & a \in[8,10),\end{cases}  \tag{5.1}\\
& \beta(a, E(p))= \begin{cases}0, & a \in[0,1) \cup[9,10), \\
0.5(1+\sin a)(a-1)^{2}, & a \in[1,2), \\
0.5(1+\sin a), & a \in[2,8), \\
0.5(1+\sin a)(a-9)^{2}, & a \in[8,9)\end{cases} \tag{5.2}
\end{align*}
$$

In this case, $R(0)=4.3628$. We can see that the population surface is gradually away from the horizontal plane (zero equilibrium) over time, which is consistent with the conclusion of Corollary 4.4. See Figure 1 .


Figure 1. The zero solution is unstable.

Example 5.2 (Asymptotical stability). Let $\alpha=0.5$, and

$$
\begin{align*}
\mu(a, E(p))= & \begin{cases}0.4+0.01 E(p)+\frac{(2-a)^{2}}{100}, & a \in[0,2), \\
0.4+0.01 E(p), & a \in[2,8), \\
0.4+0.01 E(p)+\frac{a-8}{10-a}, & a \in[8,10)\end{cases}  \tag{5.3}\\
\beta(a, E(p)) & = \begin{cases}0, & a \in[0,1) \cup[9,10), \\
0.2(a-1)^{2}, & a \in[1,2), \\
0.2, & a \in[2,9)\end{cases} \tag{5.4}
\end{align*}
$$

Note that $\mu(a, 0)>\beta(a)$, a.e. $a \in(0,10)$, the result agrees with Corollary 4.2 Figure 2 shows that the zero solution is asymptotically stable.

Note that the the conditions in the Theorems 4.3 and 4.5 are not necessary.


Figure 2. The zero solution is asymptotically stable
Example 5.3. For other cases we have:
(i) Let $\alpha=0.5$, and

$$
\begin{gather*}
\mu(a, E(p))= \begin{cases}0.04+0.02 E(p)+\frac{(2-a)^{2}}{100}, & a \in[0,2), \\
0.04+0.02 E(p), & a \in[2,8), \\
0.04+0.02 E(p)+\frac{a-8}{10-a}, & a \in[8,10) ;\end{cases}  \tag{5.5}\\
\beta(a, E(p))= \begin{cases}0, & a \in[0,1) \cup[9,10), \\
0.2(1+\sin a)(a-1)^{2}, & a \in[1,2), \\
0.2(1+\sin a), & a \in[2,9) .\end{cases} \tag{5.6}
\end{gather*}
$$

In this case, $\beta(a, 0)>\mu(a, 0)$ for $a \in\left(2 \pi, \frac{5 \pi}{2}\right) \subset(2,8)$, which is against the conditions (i) and (ii) in Theorem 4.5. Figure 3 shows that zero solution is still asymptotically stable.


Figure 3. The zero solution is asymptotically stable
(ii) Let $\alpha=0.6, p_{0}(a)=0.5(10-a)(1+\cos a)$, and

$$
\begin{equation*}
\mu(a, E(p))=\frac{0.006 a+0.03 E(p)}{10-a} \tag{5.7}
\end{equation*}
$$

$$
\beta(a, E(p))= \begin{cases}0, & a \in[0,0.039) \cup[9.911,10)  \tag{5.8}\\ 0.45(1+\cos a)(a-0.0039)^{2}, & a \in[0.0039,0.0042) \\ 0.15(1+\cos a), & a \in[0.0042,9.911)\end{cases}
$$

In this case, $R(0)=0.8987$ and $\beta(a, 0)<\mu(a, 0)$ for $a \in[0,0.039) \cup[9.911,10)$. Consequently the conditions in Theorems 4.3 and 4.5 do not hold. Figure 4 shows that zero solution is still unstable.


Figure 4. The zero solution is unstable.

## DISCUSSION

The main results obtained in previous sections are Theorems $3.4,4.1,4.3,4.5$ We can see that the zero equilibrium is unstable and there exists at least one positive steady state if $R(0)>1$. It should be noted that the conditions in Theorems 4.1 and 4.3 involve positive equilibrium $p^{*}(a)$, solutions to the nonlinear system (3.1) with a global-feedback boundary condition. This system may be solved with given accuracy by existing numerical methods, and consequently the conditions in theorems 4.1 and 4.3 can be checked.

When the conditions in Theorems 4.1 and 4.3 do not hold, the situation is quite complicated and extensive theoretical analysis seems unlikely, even if for the stability of zero equilibrium. Example 5.3 shows the possibilities.
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