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#### Abstract

In this article we use the method of lower and upper solutions combined with the fixed point theorem by Bohnnenblust-Karlin to show the existence of solutions for initial-value problems of impulsive Caputo-Hadamard fractional differential inclusions of order $\alpha \in(0,1)$.


## 1. Introduction

In this article we study the initial value problem (IVP for short) for the $\alpha$-th order fractional differential inclusion with impulse,

$$
\begin{gather*}
{ }^{C H} D^{\alpha} y(t) \in F(t, y(t)), \quad \text { a.e. } t \in J=[a, T], t \neq t_{k}, k=1, \ldots, m,  \tag{1.1}\\
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right), \quad k=1, \ldots, m,\right.  \tag{1.2}\\
y(a)=y_{a}, \tag{1.3}
\end{gather*}
$$

where $0<\alpha<1, a>0,{ }^{C H} D^{\alpha}$ is the Caputo-Hadamard fractional derivative, $F: J \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is a multivalued $\operatorname{map}, \mathcal{P}(\mathbb{R})$ is the family of all nonempty subsets of $\mathbb{R}, I_{k}: \mathbb{R} \rightarrow \mathbb{R}, k=1, \ldots, m$, are continuous functions, $a=t_{0}<$ $t_{1}<\cdots<t_{m}<t_{m+1}=T,\left.\Delta y\right|_{t=t_{k}}=y\left(t_{k}^{+}\right)-y\left(t_{k}^{-}\right), y\left(t_{k}^{+}\right)=\lim _{\varepsilon \rightarrow 0^{+}} y\left(t_{k}+\varepsilon\right)$ and $y\left(t_{k}^{-}\right)=\lim _{\varepsilon \rightarrow 0^{-}} y\left(t_{k}+\varepsilon\right)$ represent the right and left limits of $y$ at $t=t_{k}$, $k=1, \ldots, m$. We apply the method of lower and upper solutions combined with the fixed point theorem of Bohnenblust-Karlin to establish the existence of solutions to this problem.

Fractional differential equations describe many phenomena in several fields of engineering and scientific disciplines such as physics, biophysics, chemistry, biology (such as blood flow phenomena), economics, control theory, signal and image processing, aerodynamics, viscoelasticity, electromagnetism, and so on. They are commonly viewed as better tools for description of hereditary properties of various materials and processes than the corresponding integer order differential equations; see, for example (9, 21, 22, 28, 32, 39, 44, 45, 48, 49, 50, 51, 54, 55.

In addition, there is high research activity in the theoretical development of fractional calculus, fractional ordinary differential equations and fractional partial

[^0]differential equations; see for example the recent textbook by Goodrich and Pe terson [29], as well as the monographs [33, 35, 39, 46, 51]. These monographs and papers such as [6, 10] and their references therein, reflect the large number of papers devoted to fractional research. There are numerous definitions of a fractional derivative, with the most common being the Riemann-Liouville type fractional derivative, and the Caputo type fractional derivative. Podlubny's book [51] and papers 34, 52] are good references for geometric and physical interpretations of both types of fractional derivative. One major difference between the two types of fractional derivatives is that the Caputo fractional derivative incorporates initial values "at zero", while the Riemann-Liouville is independent of any such initial values. Hadamard's 30 fractional derivative, introduced in 1892, differs significantly from both the Riemann-Liouville type and the Caputo type. In particular, the integral's kernel in the definition of Hadamard's fractional derivative contains a logarithmic function of so-called arbitrary exponent. Good overviews and applications of where the Hadamard derivative and the Hadamard integral arise can be found in the papers by Butzer, Kilbas and Trujillo [15, 16, 17]. Other important results dealing with Hadamard fractional calculus and Hadamard differential equations can be found in [7, 38, 41, 58, as well as in the monograph by Kilbas et al. 39 .

This article involves a recent Caputo-type modification of the Hadamard fractional derivative, which was first studied by Jarad et al. 36. This derivative is now known as the Caputo-Hadamard fractional derivative, and for a couple of other papers dealing with Caputo-Hadamard calculus and Caputo-Hadamard differential equations, we cite [5, 25].

Impulsive differential equations serve as basic models to study the dynamics of processes that are subject to sudden changes in their states. Recent development in this field has been motivated by many applied problems, such as engineering and control theory [18, 27, 37, 53, population dynamics [20, 47, 57, 59] and medicine [19, 24, 26]. For general aspects of impulsive differential equations, we suggest the classical monographs [8, 43, 56, 60, and the more recent monograph 12. Benchohra and Slimani 11 initiated the study of fractional differential equations with impulses.

The method of lower and upper solutions is among the most common (yet classical) techniques employed to establish existence of solutions for nonlinear differential equations; see the classical monographs [31, 42] and the paper [23]. Recently, the lower and upper solutions method was applied to obtain solutions for fractional differential equations and fractional differential inclusions in the above cited monograph [12], as well as in the papers [1, 2, 3, 4, 13].

## 2. Preliminaries

In this section, we introduce definitions and preliminary facts that are used in the remainder of this article.

Let $[a, b]$ be a compact interval, and $C([a, b], \mathbb{R})$ be the Banach space of all continuous functions from $[a, b]$ into $\mathbb{R}$ with the norm

$$
\|y\|_{\infty}=\sup \{|y(t)|: a \leq t \leq b\}
$$

and we denote by $L^{1}([a, b], \mathbb{R})$ the Banach space of functions $y:[a, b] \rightarrow \mathbb{R}$ that are Lebesgue integrable, with norm

$$
\|y\|_{L^{1}}=\int_{a}^{b}|y(t)| d t
$$

$A C([a, b], \mathbb{R})$ is the space of functions $y:[a, b] \rightarrow \mathbb{R}$, which are absolutely continuous. Let $(X,\|\cdot\|)$ be a Banach space. Let $P_{c l}(X)=\{Y \in \mathcal{P}(X): Y$ closed $\}, P_{b}(X)=$ $\{Y \in \mathcal{P}(X): Y$ bounded $\}, P_{c p}(X)=\{Y \in \mathcal{P}(X): Y$ compact $\}$ and $P_{c p, c}(X)=$ $\{Y \in \mathcal{P}(X): Y$ compact and convex $\}$.

A multivalued map $G: X \rightarrow \mathcal{P}(X)$ is convex (closed) valued if $G(X)$ is convex (closed) for all $x \in X . G$ is bounded on bounded sets if $G(B)=\cup_{x \in B} G(x)$ is bounded in $X$ for all $B \in P_{b}(X)$, i.e.

$$
\sup _{x \in B}\{\sup \{|y|: y \in G(x)\}\}<\infty
$$

$G$ is called upper semi-continuous (u.s.c.) on $X$, if for each $x_{0} \in X$, the set $G\left(x_{0}\right)$ is a nonempty closed subset of $X$, and if for each open set $N$ of $X$ containing $G\left(x_{0}\right)$, there exists an open neighborhood $N_{0}$ of $x_{0}$ such that $G\left(N_{0}\right) \subseteq N . G$ is said to be completely continuous if $G(B)$ is relatively compact for every $B \in P_{b}(X)$.

If the multivalued map $G$ is completely continuous with nonempty compact values, then $G$ is u.s.c. if and only if $G$ has a closed graph (i.e. $x_{n} \rightarrow x_{*}, y_{n} \rightarrow$ $y_{*}, y_{n} \in G\left(x_{n}\right)$ imply $\left.y_{*} \in G\left(x_{*}\right)\right)$. $G$ has a fixed point if there is $x \in X$ such that $x \in G(x)$. The fixed point set of the multivalued operator $G$ will be denote by FixG. A multivalued map $G: J \rightarrow P_{c l}(\mathbb{R})$ is said to be measurable if for every $y \in \mathbb{R}$, the function

$$
t \mapsto d(y, G(t))=\inf \{|y-z|: z \in G(t)\}
$$

is measurable.
Definition 2.1. A function $F:[a, b] \times \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R})$ is said to be $L^{1}$-Carathéodory if
(1) $t \rightarrow F(t, u)$ is measurable for each $u \in \mathbb{R}$;
(2) $u \rightarrow F(t, u)$ is upper semicontinuous for almost all $t \in[a, b]$;
(3) for each $q>0$, there exists $\varphi_{q} \in L^{1}\left(J, \mathbb{R}^{+}\right)$such that

$$
\|F(t, u)\|_{\mathcal{P}}=\sup \{|v|: v \in F(t, u)\} \leq \varphi_{q} \quad \text { for all }|u| \leq q \text { and a.e. } t \in J .
$$

For each $y \in C([a, b], \mathbb{R})$, define the set of selections of $F$ by

$$
S_{F, y}=\left\{v \in L^{1}([a, b], \mathbb{R}): v(t) \in F(t, y(t)) \text { a.e. } t \in[a, b]\right\} .
$$

Let $(X, d)$ be a metric space induced from the normed space $(X,\|\cdot\|)$. Consider $H_{d}: \mathcal{P}(X) \times \mathcal{P}(X) \rightarrow \mathbb{R}_{+} \cup\{\infty\}$ given by

$$
H_{d}(A, B)=\max \left\{\sup _{a \in A} d(a, B), \sup _{b \in B} d(A, b)\right\},
$$

where $d(A, b)=\inf _{a \in A} d(a, b), d(a, B)=\inf _{b \in B} d(a, b)$. Then $\left(P_{b, c l}(X), H_{d}\right)$ is a metric space and $\left(P_{c l}(X), H_{d}\right)$ is a generalized metric space (see [40]).

Lemma 2.2 (Bohnenblust-Karlin [14]). Let $X$ be a Banach space, $K \in P_{c l, c}(X)$. Suppose that the operator $G: K \rightarrow P_{c l, c}(K)$ is upper semicontinuous and the set $G(K)$ is relatively compact in $X$. Then $G$ has a fixed point in $K$.

Definition 2.3 ([39]). The Hadamard fractional integral of order $\alpha$ for a function $h:[a, b] \rightarrow \mathbb{R}$ where $a, b \geq 0$ is defined by

$$
I_{a}^{\alpha} h(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{h(s)}{s} d s, \quad \alpha>0
$$

provided the integral exists.
Definition $2.4\left([\boxed{36})\right.$. Let $A C_{\delta}^{n}[a, b]=\left\{g:[a, b] \rightarrow \mathbb{C} \mid \delta^{n-1} g \in A C[a, b]\right\}$ where $\delta=t \frac{d}{d t}, 0<a<b<\infty$ and let $\alpha \in \mathbb{C}$, such that $\operatorname{Re}(\alpha) \geq 0$. For a function $g \in A C_{\delta}^{n}[a, b]$ the Caputo type Hadamard derivative of fractional order $\alpha$ is defined as follows:
(i) if $\alpha \notin \mathbb{N}$, then for $n-1<[\operatorname{Re}(\alpha)]<n$, where $[\operatorname{Re}(\alpha)]$ denotes the integer part of $\operatorname{Re}(\alpha)$,

$$
\left({ }^{C H} D_{a}^{\alpha} g\right)(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{n-\alpha-1} \delta^{n} g(s) \frac{1}{s} d s
$$

(ii) if $\alpha \in \mathbb{N}$, then $\left({ }^{C H} D_{a}^{\alpha} g\right)(t)=\delta^{n} g(t)$,
where $\ln (\cdot)=\log _{e}(\cdot)$.
Lemma $2.5([36])$. Let $y \in A C_{\delta}^{n}[a, b]$ or $C_{\delta}^{n}[a, b]$, and let $\alpha \in \mathbb{C}$. Then

$$
\begin{equation*}
I_{a}^{\alpha}\left({ }^{C H} D_{a}^{\alpha} y\right)(t)=y(t)-\sum_{k=0}^{n-1} \frac{\delta^{k} y(a)}{k!}\left(\ln \frac{t}{a}\right)^{k} \tag{2.1}
\end{equation*}
$$

Example 2.6 ([36]). Let $\operatorname{Re}(\alpha)>0, n=\operatorname{Re}(\alpha)+1$ and $g \in C[a, b]$.
(i) If $\operatorname{Re}(\alpha) \neq 0$ or $\alpha \in \mathbb{N}$, then

$$
{ }^{C H} D_{a}^{\alpha}\left(I_{a}^{\alpha} g\right)(t)=g(t) \quad{ }^{C H} D_{b}^{\alpha}\left(I_{b}^{\alpha} g\right)(t)=g(t)
$$

(ii) If $\operatorname{Re}(\alpha) \in \mathbb{N}$ and $\operatorname{Re}(\alpha) \neq 0$ then

$$
{ }^{C H} D_{a}^{\alpha}\left(I_{a}^{\alpha} g\right)(t)=g(t)-\frac{I_{a}^{\alpha+1-n} g(a)}{\Gamma(n-\alpha)}\left(\ln \frac{t}{a}\right)^{n-\alpha}
$$

## 3. Main Results

Consider the space

$$
\begin{aligned}
P C(J, \mathbb{R})= & \left\{y: J \rightarrow \mathbb{R}: y \in C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right), k=0, \ldots, m+1\right. \\
& \text { there exist } \left.y\left(t_{k}^{+}\right) \text {and } y\left(t_{k}^{-}\right) \text {with } y\left(t_{k}^{-}\right)=y\left(t_{k}\right) \text { for } k=1, \ldots, m\right\} .
\end{aligned}
$$

This set is a Banach space with the norm $\|y\|_{P C}=\sup _{t \in J}|y(t)|$. Set $J^{\prime}=J \backslash$ $\left\{t_{1}, \ldots, t_{m}\right\}$.

Definition 3.1. A function $y \in P C(J, \mathbb{R}) \cap \cup_{k=0}^{m} A C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right)$ is a solution of (1.1)-1.3) if there exists a function $v \in L^{1}([a, T], \mathbb{R})$ such that $v(t) \in F(t, y(t))$ a.e. $t \in J$, for which ${ }^{C H} D^{\alpha} y(t)=v(t)$ on $J^{\prime}$, and $y$ also satisfies the impulsive conditions

$$
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right), \quad k=1, \ldots, m\right.
$$

and the initial condition $y(a)=y_{a}$.

Definition 3.2. A function $u \in P C(J, \mathbb{R}) \cap \cup_{k=0}^{m} A C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right)$ is said to be a lower solution of (1.1)-1.3) if there exists a function $v_{1} \in L^{1}([a, T], \mathbb{R})$ such that $v_{1}(t) \in F(t, u(t))$ a.e. $t \in J$, for which ${ }^{C H} D^{\alpha} u(t) \leq v_{1}(t)$ on $J^{\prime}$, and $u$ also satisfies the conditions $\left.\Delta u\right|_{t=t_{k}} \leq I_{k}\left(u\left(t_{k}^{-}\right)\right), k=1, \ldots, m$, and $u(a) \leq y_{a}$.

Similarly, a function $w \in P C(J, \mathbb{R}) \cap \cup_{k=0}^{m} A C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right)$ is said to be an upper solution of $\sqrt{1.1}$ - $-\sqrt{1.3}$ if there exists a function $v_{2} \in L^{1}([a, T], \mathbb{R})$ such that $v_{2}(t) \in F(t, w(t))$ a.e. $t \in J$, for which ${ }^{C H} D^{\alpha} w(t) \geq v_{2}(t)$ on $J^{\prime}$ and $w$ also satisfies the conditions $\left.\Delta w\right|_{t=t_{k}} \geq I_{k}\left(w\left(t_{k}^{-}\right)\right), k=1, \ldots, m$, and $w(a) \geq y_{a}$.

To prove the existence of solutions to $(1.1)-(\sqrt{1.3})$, we need the following auxiliary lemma.

Lemma 3.3. Let $0<\alpha<1$ and let $\rho \in A C\left(J^{\prime}, \mathbb{R}\right)$. A function $y$ is a solution of the fractional integral equation

$$
y(t)= \begin{cases}y_{a}+\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \rho(s) \frac{1}{s} d s, & \text { if } t \in\left[a, t_{1}\right]  \tag{3.1}\\ y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}}\left(\ln \frac{t_{i}}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s \\ +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s+\sum_{i=1}^{k} I_{i}\left(y\left(t_{i}^{-}\right)\right), & \\ \quad \text { if } t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m, & \end{cases}
$$

if and only if $y$ is a solution of the impulsive fractional IVP

$$
\begin{gather*}
{ }^{C H} D^{\alpha} y(t)=\rho(t), \quad \text { for each } t \in J^{\prime},  \tag{3.2}\\
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right), \quad k=1, \ldots, m,\right.  \tag{3.3}\\
y(a)=y_{a} . \tag{3.4}
\end{gather*}
$$

Proof. Let $y$ be a solution of $(3.2)-(3.4)$. Applying the Hadamard fractional integral of order $\alpha$ to both sides of (3.2), using conditions (3.3), (3.4) and Lemma 2.5 we obtain: If $t \in\left[a, t_{1}\right]$, then

$$
y(t)=y_{a}+\frac{1}{\Gamma(\alpha)} \int_{a}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s
$$

If $t \in\left(t_{1}, t_{2}\right]$, then

$$
\begin{aligned}
y(t) & =y\left(t_{1}^{+}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s \\
& =\left.\Delta y\right|_{t=t_{1}}+y\left(t_{1}^{-}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s \\
& =y_{a}+I_{1}\left(y\left(t_{1}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{a}^{t_{1}}\left(\ln \frac{t_{1}}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s
\end{aligned}
$$

If $t \in\left(t_{2}, t_{3}\right]$, then

$$
\begin{aligned}
y(t) & =y\left(t_{2}^{+}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s \\
& =\left.\Delta y\right|_{t=t_{2}}+y\left(t_{2}^{-}\right)+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s \\
& =y_{a}+I_{2}\left(y\left(t_{2}^{-}\right)\right)+I_{1}\left(y\left(t_{1}^{-}\right)\right)+\frac{1}{\Gamma(\alpha)} \int_{a}^{t_{1}}\left(\ln \frac{t_{1}}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s
\end{aligned}
$$

$$
+\frac{1}{\Gamma(\alpha)} \int_{t_{1}}^{t_{2}}\left(\ln \frac{t_{2}}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s+\frac{1}{\Gamma(\alpha)} \int_{t_{2}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \frac{\rho(s)}{s} d s
$$

If $t \in\left(t_{k}, t_{k+1}\right]$, by induction we obtain (3.1).
Conversely, assume that $y$ satisfies the impulsive fractional integral equation (3.1). If $t \in\left[a, t_{1}\right]$, then $y(a)=y_{a}$ and using the fact that ${ }^{C H} D_{a}^{\alpha}$ is the left inverse of $I_{a}^{\alpha}$, we obtain

$$
{ }^{C H} D^{\alpha} y(t)=\rho(t), \quad \text { for all } t \in\left[a, t_{1}\right] .
$$

Next, let $t \in\left(t_{k}, t_{k+1}\right], k=1, \ldots, m$. We have ${ }^{C H} D_{a}^{\alpha} \kappa=0$, for any constant $\kappa$, then

$$
{ }^{C H} D^{\alpha} y(t)=\rho(t), \quad \text { or all } t \in\left(t_{k}, t_{k+1}\right] .
$$

Also, it is straightforward that $\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(y\left(t_{k}^{-}\right)\right.$for $k=1, \ldots, m$.
For the next theorem we use the following hypotheses:
(H1) $F: J \times \mathbb{R} \rightarrow \mathcal{P}_{c p, c}(\mathbb{R})$ is an $L^{1}$ Carathéodory multi-valued map.
(H2) There exist $u$ and $w \in P C(J, \mathbb{R}) \cap A C\left(\left(t_{k}, t_{k+1}\right], \mathbb{R}\right), k=0, \ldots, m$, lower and upper solutions, respectively, for problem (1.1)-1.3) such that $u(t) \leq w(t)$ for each $t \in J$.
(H3)

$$
u\left(t_{k}^{+}\right) \leq \min _{y \in\left[u\left(t_{k}^{-}\right), w\left(t_{k}^{-}\right)\right]} I_{k}(y) \leq \max _{y \in\left[u\left(t_{k}^{-}\right), w\left(t_{k}^{-}\right)\right]} I_{k}(y) \leq w\left(t_{k}^{+}\right), k=1, \ldots, m
$$

(H4) There exists $l \in L^{1}\left(J, \mathbb{R}^{+}\right)$, such that

$$
\begin{aligned}
H_{d}(F(t, u), F(t, \bar{u})) & \leq l(t)|u-\bar{u}| \quad \forall u, \bar{u} \in \mathbb{R} \\
d(0, F(t, 0)) & \leq l(t) \quad \text { a.e. } t \in J
\end{aligned}
$$

Theorem 3.4. Under assumptions (H1)-(H4), problem 1.1)-(1.3) has at least one solution $y$ such that

$$
u(t) \leq y(t) \leq w(t) \quad \forall t \in J
$$

Proof. We transform problem (1.1-1.3) into a fixed point problem. For $0<\alpha<1$ and $a>0$, we consider the modified problem

$$
\begin{gather*}
{ }^{C H} D^{\alpha} y(t) \in F(t, \tau(y(t))), \quad \text { for a.e. } t \in J=[a, T], t \neq t_{k}, k=1, \ldots, m,  \tag{3.5}\\
\left.\Delta y\right|_{t=t_{k}}=I_{k}\left(\tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right), \quad k=1, \ldots, m  \tag{3.6}\\
y(a)=y_{a} \tag{3.7}
\end{gather*}
$$

where $\tau: P C(J, \mathbb{R}) \rightarrow P C(J, \mathbb{R})$ is the truncation operator defined by

$$
(\tau y)(t)= \begin{cases}u(t), & y(t)<u(t) \\ y(t), & u(t) \leq y(t) \leq w(t) \\ w(t), & y(t)>w(t)\end{cases}
$$

A solution to (3.5-3.7) is a fixed point of the operator $N: P C(J, \mathbb{R}) \rightarrow \mathcal{P}(P C(J, \mathbb{R}))$ defined by

$$
\begin{aligned}
N(y)= & \left\{h \in P C(J, \mathbb{R}): h(t)=y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \nu(s) \frac{1}{s} d s\right. \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu(s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k}\left(\tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)\right\},
\end{aligned}
$$

where

$$
\begin{gathered}
\nu \in \widetilde{S}_{F, \tau y}^{1}\left\{v \in S_{F, \tau y}^{1}: v(t) \geq v_{1}(t) \text { on } A_{1} \text { and } v(t) \leq v_{2}(t) \text { on } A_{2}\right\}, \\
S_{F, \tau y}^{1}=\left\{v \in L^{1}(J, \mathbb{R}): v(t) \in F(t,(\tau y)(t)) \text { for } t \in J\right\} \\
A_{1}=\{t \in J: y(t)<u(t) \leq w(t)\} \\
A_{2}=\{t \in J: u(t) \leq w(t)<y(t)\} .
\end{gathered}
$$

Remark 3.5. (1) For each $y \in P C(J, \mathbb{R})$, the set $\widetilde{S}_{F, \tau y}^{1}$ is nonempty. In fact, $\left(H_{1}\right)$ implies that there exists $v_{3} \in S_{F, \tau y}^{1}$, so we set

$$
v=v_{1} \chi_{A_{1}}+v_{2} \chi_{A_{2}}+v_{3} \chi_{A_{3}},
$$

where $A_{3}=\{t \in J: u(t) \leq y(t) \leq w(t)\}$. Then, by decomposability, $v \in \widetilde{S}_{F, \tau y}^{1}$.
(2) By the definition of $\tau$ it is clear that $F(\cdot, \tau y(\cdot))$ is an $L^{1}$ - Carathéodory multi-valued map with compact convex values and there exists $\phi_{1} \in L^{1}\left(J, \mathbb{R}^{+}\right)$ such that

$$
\|F(t, \tau y(t))\|_{\mathcal{P}} \leq \phi_{1}(t) \quad \text { for each } y \in \mathbb{R}
$$

(3) By the definition of $\tau$ and from (H3) we have

$$
u\left(t_{k}^{+}\right) \leq I_{k}\left(\tau\left(t_{k}, y\left(t_{k}\right)\right)\right) \leq w\left(t_{k}^{+}\right), \quad k=1, \ldots, m
$$

Set

$$
\begin{gathered}
R=\left|y_{a}\right|+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha+1)} \sum_{k=1}^{m}\left(\ln \frac{t_{k}}{t_{k-1}}\right)^{\alpha}+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha+1)}\left(\ln \frac{T}{a}\right)^{\alpha} \\
+\sum_{k=1}^{m} \max \left\{\left|u\left(t_{k}^{+}\right)\right|, \mid w\left(t_{k}^{+} \mid\right\}\right. \\
B=\left\{y \in P C(J, \mathbb{R}):\|y\|_{P C} \leq R\right\} .
\end{gathered}
$$

Clearly $B$ is a closed convex subset of $P C(J, \mathbb{R})$ and that $N$ maps $B$ into $B$. We shall show that $B$ satisfies the assumptions of Lemma 2.2. The proof will be given in several steps.
Step 1: $N(y)$ is convex for each $y \in B$. Let $h_{1}, h_{2}$ belong to $N(y)$. Then there exist $\nu_{1}, \nu_{2} \in \widetilde{S}_{F, \tau y}^{1}$ such that for each $t \in J$ we have

$$
\begin{aligned}
h_{i}(t)= & y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \nu_{i}(s) \frac{1}{s} d s \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu_{i}(s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k}\left(\tau t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right), \quad i=1,2
\end{aligned}
$$

Let $0 \leq \lambda \leq 1$. Then, for each $t \in J$, we have

$$
\begin{aligned}
&\left(\lambda h_{1}+(1-\lambda) h_{2}\right)(t) \\
&= y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1}\left[\lambda \nu_{1}+(1-\lambda) \nu_{2}\right](s) \frac{1}{s} d s \\
&\left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1}\left[\lambda \nu_{1}+(1-\lambda) \nu_{2}\right](s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k}\left(\tau t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)
\end{aligned}
$$

Since $\widetilde{S}_{F, y}$ is convex (because $F$ has convex values), we have $\lambda h_{1}+(1-\lambda) h_{2} \in N(y)$.

Step 2: $N(B)$ is bounded. For each $h \in N(y)$ and $y \in B$, there exists $\nu \in \widetilde{S}_{F, y}^{1}$ such that

$$
\begin{aligned}
h(t)= & y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \nu(s) \frac{1}{s} d s \\
& \left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu(s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k}\left(\tau t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)
\end{aligned}
$$

By (H1)-(H3), for each $t \in J$, we have

$$
\begin{aligned}
|h(t)| \leq & \left|y_{a}\right|+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1}|\nu(s)| \frac{1}{s} d s \\
& \left.\left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1}|\nu(s)| \frac{1}{s} d s+\sum_{a<t_{k}<t} \right\rvert\, I_{k}\left(\tau t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right) \mid \\
\leq & \left|y_{a}\right|+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha+1)} \sum_{k=1}^{m}\left(\ln \frac{t_{k}}{t_{k-1}}\right)^{\alpha}+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha+1)}\left(\ln \frac{T}{a}\right)^{\alpha} \\
& +\sum_{k=1}^{m} \max \left\{\left|u\left(t_{k}^{+}\right)\right|, \mid w\left(t_{k}^{+} \mid\right\} .\right.
\end{aligned}
$$

Therefore $\|h\|_{\infty} \leq R$.
Step 3: $N(B)$ is equicontinuous. Let $\tau_{1}, \tau_{2} \in J, \tau_{1}<\tau_{2}$, Let $y \in B$ and $h \in N(y)$. Then

$$
\begin{aligned}
&\left|h\left(t_{2}\right)-h\left(t_{1}\right)\right| \\
&= \left.\frac{1}{\Gamma(\alpha)} \sum_{\tau_{1}<t_{k}<\tau_{2}} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1}\left|\nu(s) \frac{1}{s} d s+\frac{1}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\ln \frac{\tau_{2}}{s}\right)^{\alpha-1}\right| \nu(s) \right\rvert\, \frac{1}{s} d s \\
&+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{\tau_{1}}\left[\left(\ln \frac{\tau_{2}}{s}\right)^{\alpha-1}-\left(\ln \frac{\tau_{1}}{s}\right)^{\alpha-1}\right]|\nu(s)| \frac{1}{s} d s \\
&\left.\left.+\sum_{\tau_{1}<t_{k}<\tau_{2}} \mid I_{k} \tau y\left(t_{k}^{-}, t_{k}^{-}\right)\right)\right) \mid \\
& \leq \frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha)} \sum_{\tau_{1}<t_{k}<\tau_{2}} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \frac{1}{s} d s+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha)} \int_{\tau_{1}}^{\tau_{2}}\left(\ln \frac{\tau_{2}}{s}\right)^{\alpha-1} \frac{1}{s} d s \\
&+\frac{\left\|\phi_{1}\right\|_{L_{1}}}{\Gamma(\alpha)} \int_{t_{k}}^{\tau_{1}}\left[\left(\ln \frac{\tau_{2}}{s}\right)^{\alpha-1}-\left(\ln \frac{\tau_{1}}{s}\right)^{\alpha-1}\right] \frac{1}{s} d s \\
&\left.\left.+\sum_{\tau_{1}<t_{k}<\tau_{2}} I_{k} \mid \tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)\right) \mid .
\end{aligned}
$$

As $\tau_{1} \rightarrow \tau_{2}$, the right-hand side of the above inequality tends to zero. As a consequence of Steps 1 to 3 together with the Arzelá-Ascoli theorem, we can conclude that $N: B \rightarrow \mathcal{P}(B)$ is completely continuous.
Step 4: $N$ has a closed graph. Let $y_{n} \rightarrow y_{*}, h_{n} \in N\left(y_{n}\right)$ and $h_{n} \rightarrow h_{*}$. We need to show that $h_{*} \in N\left(y_{*}\right) . h_{n} \in N\left(y_{n}\right)$ means that there exists $\nu_{n} \in \widetilde{S}_{F, \tau y_{n}}^{1}$,
such that, for each $t \in J$,

$$
\begin{aligned}
h_{n}(t)= & y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \nu_{n}(s) \frac{1}{s} d s \\
& \left.\left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu_{n}(s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k} \tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)\right) .
\end{aligned}
$$

We must show that there exists $\nu_{*} \in \widetilde{S}_{F, \tau y_{*}}^{1}$ such that, for each $t \in J$,

$$
\begin{aligned}
h_{*}(t)= & y_{a}+\frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1} \nu_{*}(s) \frac{1}{s} d s \\
& \left.\left.+\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu_{*}(s) \frac{1}{s} d s+\sum_{a<t_{k}<t} I_{k} \tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)\right)
\end{aligned}
$$

Since $F(t, \cdot)$ is upper semi-continuous, for every $\epsilon>0$, there exists a natural number $n_{0}(\epsilon)$ such that, for every $n \geq n_{0}$, we have

$$
\nu_{n}(t) \in F\left(t, \tau y_{*}(t)\right)+\epsilon B(0,1), \quad \text {, a.e. } t \in J
$$

Since $F(\cdot, \cdot)$ has compact values, there exists a subsequence $\nu_{n_{m}}(\cdot)$ such that

$$
\begin{gathered}
\nu_{n_{m}}(\cdot) \rightarrow \nu_{*}(\cdot) \quad \text { as } m \rightarrow \infty, \\
\nu_{*}(t) \in F\left(t, \tau y_{*}(t)\right), \quad \text { a.e. } t \in J .
\end{gathered}
$$

For every $w \in F\left(t, \tau y_{*}(t)\right)$, we have

$$
\left|\nu_{n_{m}}(t)-\nu_{*}(t)\right| \leq\left|\nu_{n_{m}}(t)-w\right|+\left|w-\nu_{*}(t)\right| .
$$

Then $\left|\nu_{n_{m}}(t)-\nu_{*}(t)\right| \leq d\left(\nu_{n_{m}}(t), F\left(t, \tau y_{*}(t)\right)\right.$.
We obtain an analogous relation by interchanging the roles of $\nu_{n_{m}}$ and $\nu_{*}$, and it follows that

$$
\left|\nu_{n_{m}}(t)-\nu_{*}(t)\right| \leq H_{d}\left(F\left(t, \tau y_{n}(t)\right), F\left(t, \tau y_{*}(t)\right)\right) \leq l(t)\left\|y_{n}-y_{*}\right\|_{\infty}
$$

Then

$$
\begin{aligned}
\left|h_{n_{m}}(t)-h_{*}(t)\right| \leq & \frac{1}{\Gamma(\alpha)} \sum_{a<t_{k}<t} \int_{t_{k-1}}^{t_{k}}\left(\ln \frac{t_{k}}{s}\right)^{\alpha-1}\left|\nu_{n_{m}}(s)-\nu_{*}(s)\right| \frac{1}{s} d s \\
& +\frac{1}{\Gamma(\alpha)} \int_{t_{k}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1}\left|\nu_{n_{m}}(s)-\nu_{*}(s)\right| \frac{1}{s} d s \\
& \left.+\sum_{a<t_{k}<t} \mid I_{k}\left(\tau\left(t_{k}^{-}, y_{n_{m}}\left(t_{k}^{-}\right)\right)\right)\right)-I_{k}\left(\tau\left(t_{k}^{-},\left(y_{*}\left(t_{k}^{-}\right)\right)\right) \mid\right. \\
\leq & \frac{m}{\Gamma(\alpha+1)}\left(\ln \frac{T}{a}\right)^{\alpha} \int_{a}^{T} l(s) d s\left\|y_{n_{m}}-y_{*}\right\|_{\infty} \\
& +\frac{1}{\Gamma(\alpha+1)}\left(\ln \frac{T}{a}\right)^{\alpha} \int_{a}^{T} l(s) d s\left\|y_{n_{m}}-y_{*}\right\|_{\infty} \\
& \left.+\sum_{a<t_{k}<t} \mid I_{k}\left(\tau\left(t_{k}^{-}, y_{n_{m}}\left(t_{k}^{-}\right)\right)\right)\right)-I_{k}\left(\tau\left(t_{k}^{-}, y_{*}\left(t_{k}^{-}\right)\right)\right) \mid
\end{aligned}
$$

Hence

$$
\left\|h_{n_{m}}(t)-h_{*}(t)\right\|_{\infty} \leq \frac{m+1}{\Gamma(\alpha+1)}\left(\ln \frac{T}{a}\right)^{\alpha} \int_{a}^{T} l(s) d s\left\|y_{n_{m}}-y_{*}\right\|_{\infty}
$$

$$
\left.\left.+\sum_{a<t_{k}<t} \mid I_{k}\left(\tau\left(t_{k}^{-}, y_{n_{m}}\left(t_{k}^{-}\right)\right)\right)\right)-I_{k}\left(y_{*} \tau\left(t_{k}^{-}, t_{k}^{-}\right)\right)\right) \mid \rightarrow 0 .
$$

as $m \rightarrow \infty$.
Step 5: The solution $y$ of (3.5)-(3.7) satisfies $u(t) \leq y(t) \leq w(t)$ for all $t \in J$. Let $y$ be the above solution to (3.5)-(3.7). We prove that

$$
y(t) \leq w(t) \quad \forall t \in J
$$

Assume that $y-w$ attains a positive maximum on $\left[t_{k}^{+}, t_{k+1}^{-}\right]$at $\bar{t}_{k} \in\left[t_{k}^{+}, t_{k+1}^{-}\right]$for some $k=0, \ldots, m$; that is

$$
(y-w)\left(\bar{t}_{k}\right)=\max \left\{y(t)-w(t): t \in\left[t_{k}^{+}, t_{k+1}^{-}\right]\right\}>0, \text { for some } k=0, \ldots, m
$$

We distinguish the following cases.
Case 1. If $\bar{t}_{k} \in\left(t_{k}^{+}, t_{k+1}^{-}\right)$then there exists $t_{k}^{*} \in\left(t_{k}^{+}, t_{k+1}^{-}\right)$such that

$$
\begin{gather*}
y\left(t_{k}^{*}\right)-w\left(t_{k}^{*}\right) \leq 0  \tag{3.8}\\
y(t)-w(t)>0, \quad \forall t \in\left(t_{k}^{*}, \bar{t}_{k}\right] \tag{3.9}
\end{gather*}
$$

From the definition of $\tau$, we have

$$
{ }^{C H} D^{\alpha} y(t) \in F(t, w(t)) \quad \forall t \in\left[t_{k}^{*}, \bar{t}_{k}\right] .
$$

An integration on $\left[t_{k}^{*}, \bar{t}\right]$ yields

$$
\begin{equation*}
y(t)-y\left(t_{k}^{*}\right)=\frac{1}{\Gamma(\alpha)} \int_{t_{k}^{*}}^{t}\left(\ln \frac{t}{s}\right)^{\alpha-1} \nu(s) \frac{1}{s} d s \tag{3.10}
\end{equation*}
$$

where $\nu(t) \in F(t, w(t))$. From (3.10) and using the fact that $w$ is an upper solution to $(1.1)-(1.3)$ we obtain

$$
\begin{equation*}
y(t)-y\left(t_{k}^{*}\right) \leq w(t)-w\left(t_{k}^{*}\right) \tag{3.11}
\end{equation*}
$$

From 3.8, 3.9 and 3.11 we obtain the contradiction

$$
0<y(t)-w(t) \leq y\left(\left(t_{k}^{*}\right)-w\left(\left(t_{k}^{*}\right) \leq 0, \quad \forall t \in\left[t_{k}^{*}, \bar{t}_{k}\right]\right.\right.
$$

Case 2. If $\bar{t}_{k}=t_{k}^{+}, k=1, \ldots, m$, then

$$
w\left(t_{k}^{+}\right)<I_{k}\left(\tau\left(t_{k}^{-}, y\left(t_{k}^{-}\right)\right)\right)<w\left(t_{k}^{+}\right)
$$

which is a contradiction. Thus $y(t) \leq w(t)$ for all $t \in[a, T]$.
Analogously, we can prove that $y(t) \geq u(t)$ for all $t \in[a, T]$. This shows that problem (3.5)-(3.7) has a solution in the interval $[u, w]$ which is a solution of (1.1)(1.3).

## References

[1] S. Abbas, M. Benchohra; The method of upper and lower solutions for partial hyperbolic fractional order differential inclusions with impulses, Discuss. Math. Differ. Incl. Control Optim., 30 (2010), No. 1, 141-161.
[2] S. Abbas, M. Benchohra; Upper and lower solutions method for the Darboux problem for fractional order implicit impulsive partial hyperbolic differential equations, Acta Univ. Palacki. Olomuc., 51 (2012), No. 2, 5-18.
[3] S. Abbas, M. Benchohra, A. Hammoudi; Upper and lower solutions method and extremal solutions for impulsive discontinuous partial differential inclusions, Panamer. Math. J., 24 (2014), No. 1, 31-52.
[4] S. Abbas, M. Benchohra, J. J. Trujillo; Upper and lower solutions method for partial fractional differential inclusions with not instantaneous impulses, Prog. Frac. Diff. Appl., 1 (2015), No. 1, 11-22.
[5] Y. Adjabi, F. Jarad, D. Baleanu, T. Abdeljawad; On Cauchy problems with Caputo Hadamard fractional derivatives, J. Comput. Anal. Appl., 21 (4) (2016), 661-681.
[6] R. P Agarwal, M. Benchohra, S. Hamani; Boundary value problems for fractional differential equations, Adv. Stud. Contemp. Math., 16 (2008), No. 2, 181-196.
[7] B. Ahmed, S. K. Ntouyas; Initial value problems for hybrid Hadamard fractional equations, Electron. J. Differential Equations, 2014 (2014), No. 161, 8 pp.
[8] D. D. Bainov, P. S. Simeonov; Systems with Impulsive Effect, Horwood, Chichester, 1989.
[9] D. Baleanu, K. Diethelm, E. Scalas, J. J. Trujillo; Fractional Models and Numerical Methods, Ser. on Complexity, Nonlinearity and Chaos, World Scientific, Boston, 2012.
[10] M. Benchohra, S. Hamani; Nonlinear boundary value problems for differential inclusions with Caputo fractional derivative, Topol. Methods Nonlinear Anal., 32 (1) (2008), 115-130.
[11] M. Benchohra, B. A. Slimani; Impulsive fractional differential equations, Electron. J. Differential Equations, 2009 (2009), No. 10, 11 pp.
[12] M. Benchohra, J. Henderson, S. K. Ntouyas; Impulsive Differential Equations and Inclusions, Hindawi Publishing Corporation, Vol. 2, New York, 2006.
[13] M. Benchohra, S. K. Ntouyas; The lower and upper solutions method for first order differential inclusions with nonlinear boundary conditions, J. Inequ. Pure Appl. Math., 3, No. 1, Article 14, 2002.
[14] H. F. Bohnenblust, S. Karlin; On a theorem of Ville. Contribution to the theory of games, pp. 181-192, in Annals of Mathematics Studies, no. 24, Princeton University Press, Princeton, 1950.
[15] P. L. Butzer, A. A. Kilbas, J. J. Trujillo; Composition of Hadamard-type fractional integration operators and the semigroup property, J. Math. Anal. Appl. 269 (2) (2002), 387-400.
[16] P. L. Butzer, A. A. Kilbas, J. J. Trujillo; Fractional calculus in the Mellin setting and Hadamard-type fractional integrals, J. Math. Anal. Appl. 269 (1) (2002), 1-27.
[17] P. L. Butzer, A. A. Kilbas, J. J. Trujillo; Mellin transform analysis and integration by parts for Hadamard-type fractional integrals, J. Math. Anal. Appl. 270 (1) (2002), 1-15.
[18] T. E. Carter; Optimal impulsive space trajectories based on linear equations, J. Optim. Theory Appl., 70, (1991), 277-297.
[19] M. Choisy, J. F. Guégan, P. Rohani; Dynamics of infectious diseases and pulse vaccination: teasing apart the embedded resonance effects, Physica D, 223 (2006) 26-35.
[20] B. Dai, H. Su, D. Hu; Periodic solution of a delayed ratio-dependent predator-prey model with monotonic functional response and impulse, Nonlinear Anal. 70 (2009), 126-134.
[21] S. Das; Fractional Calculus for System Identification and Controls, Springer, New York, 2008.
[22] S. Das, I. Pan; Fractional Order Signal Processing: Introductory Concepts and Applications, Springer Briefs in Applied Sciences and Technology, Springer, Heidelberg, 2012.
[23] C. De Coster, P. Habets; Upper and lower solutions in the theory of ODE boundary value problems: classical and recent results, in (F. Zanolin, Ed.) Nonlinear Analysis and Boundary Value Problems for Ordinary Differential Equations CISM-ICMS, 371, Springer New York, 1996, pp. 1-78.
[24] A. D'Onofrio; On pulse vaccination strategy in the SIR epidemic model with vertical transmission, Appl. Math. Lett., 18 (2005), 729-732.
[25] Y. Y. Gambo, F. Jarad, D. Baleanu, T. Abdeljawad; On Caputo modification of the Hadamard fractional derivatives, Adv. Difference Equ., 2014 (2014), article no. 10, 12 pp.
[26] H. Gao, L. Chen, J. J. Nieto, A. Torres; Analysis of a delayed epidemic model with pulse vaccination and saturation incidence, Vaccine 24 (2006), 6037-6045.
[27] R. K. George, A. K. Nandakumaran, A. Arapostathis; A note on controllability of impulsive systems, J. Math. Anal. Appl., 241 (2000), 276-283.
[28] C. S. Goodrich; Coercive nonlocal elements in fractional differential equations, Positivity, (2017), No. 1, 377-394.
[29] C. S. Goodrich, A. C. Peterson; Discrete Fractional Calculus, Springer, Cham, 2015.
[30] J. Hadamard; Essai sur letude des fonctions donnees par leur development de Taylor, J. Math. Pures Appl., 8 (4) (1892), 101-186.
[31] S. Heikkila, V. Lakshmikantham; Monotone Iterative Technique for Nonlinear Discontinuous Differential Equations, Marcel Dekker, New York, 1994.
[32] J. Henderson, R. Luca; Postive solutions for a system of nonlocal fractional boundary value problems, Frac. Calc. Appl. Anal. 18, No. 4 (2013), 985-1008.
[33] J. Henderson, R. Luca; Boundary Value Problems for Systems of Differential, Difference and Fractional Equations. Positive Solutions, Elsevier, Amsterdam, 2016.
[34] N. Heymans, I. Podlubny; Physical interpretation of initial conditions for fractional differential equations with Riemann-Liouville fractional derivatives, Rheologica Acta, 45 (5) (2006), 765-772.
[35] R. Hilfer; Applications of Fractional Calculus in Physics, World Scientific, Singapore, 2000.
[36] F. Jarad, T. Abdeljawad, D. Baleanu; Caputo-type modification of the Hadamard fractional derivatives, Adv. Difference Equ. 2012 (2012), article no. 142, 8 pp.
[37] G. Jiang, Q. Lu, L. Qian; Chaos and control in an impulsive differential system, Chaos Solitons Fractals, 34 (2007), 1135-1147.
[38] A. A. Kilbas; Hadamard-type fractional calculus, J. Korean Math. Soc., 38 (6) (2001), 11911204.
[39] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo; Theory and Applications of Fractional Differential Equations, North-Holland Mathematics Studies, 204. Elsevier Science B.V., Amsterdam, 2006.
[40] M. Kisielewicz; Differential Inclusions and Optimal Control, Kluwer, Dordrecht, The Netherlands, 1994.
[41] M. Klimek; Sequential fractional differential equations with Hadamard derivative, Commun. Nonlinear Sci. Numer. Simul., 16 (12) (2011), 4689-4697.
[42] G. S. Ladde, V. Lakshmikantham, A. S. Vatsala; Monotone Iterative Technique for Nonlinear Differential Equations, Pitman Advanced Publishing Program, London, 1985.
[43] V. Lakshmikantham, D. D. Bainov, P. S. Simeonov; Theory of Impulsive Differential Equations, World Scientific, Singapore, 1989.
[44] R. L. Magin; Fractional Calculus in Bioengineering, Begell House, Inc., Redding, 2006.
[45] F. Metzler, W. Schick, H. G. Kilian, T. F. Nonnenmacher; Relaxation in filled polymers: a fractional calculus approach, J. Chem. Phys. 103 (1995), 7180-7186.
[46] S. M. Momani, S. B. Hadid; Some comparison results for integro-fractional differential inequalities, J. Fract. Calc. 24 (2003), 37-44.
[47] S. Nenov; Impulsive controllability and optimization problems in population dynamics, Nonlinear Anal. 36 (1999), 881-890.
[48] P. Ostalcvzyk; Discrete Fractional Calculus: Applications in Control and Image Processing, World Scientific, Hackensack, 2016.
[49] A. Oustaloup; Diversity and Non-integer Differentiation for System Dynamics (Control, Systems and Industrial Engineering), Willey and Sons, Hoboken, 2014.
[50] I. Petrás; Fractional-Order Nonlinear Systems: Modeling, Analysis and Simulation, Series in Nonlinear Physical Science, Springer, Heidelberg, 2011.
[51] I. Podlubny; Fractional Differential Equations, Academic Press, San Diego, 1999.
[52] I. Podlubny; Geometric and physical interpretation of fractional integration and fractional differentiation, Fract. Calc. Appl. Anal., 5 (2002), 367-386.
[53] A. F. B. A. Prado; Bi-impulsive control to build a satellite constellation, Nonlinear Dyn. Syst. Theory, 5 (2005), 169-175.
[54] J. Sabatier, O. P. Agrawal, J. A. T. Machado, (Eds.); Advances in Fractional Calculus: Theoretical Developments and Applications in Physics and Engineering, Springer, Dordrecht, 2007.
[55] S. G. Samko, A. A. Kilbas, O. I. Marichev; Fractional Integrals and Derivatives. Theory and Applications, Gordon and Breach, Yverdon, 1993.
[56] A. M. Samoilenko, N. A. Perestyuk; Impulsive Differential Equations, World Scientific, Singapore, 1995.
[57] J. Shen, J. Li; Existence and global attractivity of positive periodic solutions for impulsive predator-prey models with dispersion and time delays, Nonlinear Anal. RWA, 10 (2009), 227-243.
[58] P. Thiramanus, S. K. Ntouyas, J. Tariboon; Existence and uniqueness results for Hadamardtype fractional differential equations with nonlocal fractional integral boundary conditions, Abstr. Appl. Anal., 2014 (2014), Art. ID 902054, 9 pp.
[59] Y. Xia; Positive periodic solutions for a neutral impulsive delayed Lotka-Volterra competition system with the effect of toxic substance, Nonlinear Anal. RWA, 8 (2007), 204-221.
[60] J. Zhou, L. Xiang, Z. Liu; Synchronization in complex delayed dynamical networks with impulsive effects, Physica A 384 (2007), 684-692.

Farida Belhannache
Department of Mathematics, University Mohamed Seddik Ben Yahia-Jijel, 18000, Jijel, Algeria

E-mail address: fbelhannache@yahoo.fr
Samira Hamani
Laboratoire des Mathématiques Appliqués et Pures, Université de Mostaganem, B.P. 227, 27000, Mostaganem, Algeria

E-mail address: hamani_samira@yahoo.fr
Johnny Henderson
Department of Mathematics, Baylor University, Waco, Texas 76798-7328, USA
E-mail address: johnny_henderson@baylor.edu


[^0]:    2010 Mathematics Subject Classification. 26A33, 34A37.
    Key words and phrases. Initial value problem; fractional differential equation;
    impulsive equation; Caputo-Hadamard fractional derivative; fractional integral;
    fixed point theorem; upper and lower solutions.
    (C) 2019 Texas State University.

    Submitted August 23, 2018. Published February 6, 2019.

