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$$
\begin{aligned}
& \text { Abstract. We consider a class of nonlinear time-varying delay systems of } \\
& \text { neutral type differential equations with periodic coefficients in the linear terms, } \\
& \qquad \begin{array}{c}
\frac{d}{d t} y(t)= \\
\\
\quad+F(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t)) \\
\end{array}
\end{aligned}
$$

where $A(t), B(t), C(t)$ are $T$-periodic matrices, and

$$
\|F(t, u, v, w)\| \leq q_{1}\|u\|+q_{2}\|v\|+q_{3}\|w\|, \quad q_{1}, q_{2}, q_{3} \geq 0, \quad t>0
$$

We obtain conditions for the exponential stability of the zero solution and estimates for the exponential decay of the solutions at infinity.

## 1. Introduction

There is a large number of works devoted to the study of delay differential equations (see [1, 4, 14, 17, 18, 19, 20, 23, 24, 29, and the bibliography therein). The intense interest in such equations is due to their arise in many applied problems describing the processes whose speeds are defined not only by the present, but also by the previous states (for example, see [15, 25] and the bibliography therein). One of the important problems is that of the exponential stability of solutions to the equations of such kind. Unlike autonomous equations, the exponential stability for nonautonomous equations has been studied less.

We consider nonlinear time-varying delay systems of the form

$$
\begin{align*}
\frac{d}{d t} y(t)= & A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t))  \tag{1.1}\\
& +F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), \quad t>0
\end{align*}
$$

where $A(t), B(t), C(t)$ are $(n \times n)$ matrices with continuous $T$-periodic entries; i.e.,

$$
A(t+T) \equiv A(t), \quad B(t+T) \equiv B(t), \quad C(t+T) \equiv C(t)
$$

[^0]$\tau(t) \in C^{1}([0, \infty))$ is the time-varying delay,
\[

$$
\begin{equation*}
0<\tau_{1} \leq \tau(t) \leq \tau_{2}, \quad \tau_{3} \leq \frac{d}{d t} \tau(t) \leq \tau_{4}<1 \tag{1.2}
\end{equation*}
$$

\]

and $F$ is a continuous vector-function mapping $[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}$ into $\mathbb{R}^{n}$. We assume that $F(t, u, v, w)$ satisfies the Lipschitz condition with respect to $u$ on every compact set $G \subset[0, \infty) \times \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{R}^{n}$,

$$
\begin{equation*}
\|F(t, u, v, w)\| \leq q_{1}\|u\|+q_{2}\|v\|+q_{3}\|w\|, \quad t \geq 0, \quad u, v, w \in \mathbb{R}^{n} \tag{1.3}
\end{equation*}
$$

for some constants $q_{1}, q_{2}, q_{3} \geq 0$. Hereafter we use the following dot product and vector norm

$$
\langle x, z\rangle=\sum_{j=1}^{n} x_{j} \bar{z}_{j}, \quad\|x\|=\sqrt{\langle x, x\rangle} .
$$

In this article we continue the study of exponential stability of solutions to delay differential equations presented in [7, 8, 26, 9, 10, 11, 12, 27]. We investigated linear and nonlinear time-delay systems with $C(t) \equiv 0$ in [7, 8, 26], with a constant matrix $C(t) \equiv C$ in [9, 10, 11, 12, with a $T$-periodic matrix $C(t)$ in [27. Conditions for exponential stability of the zero solution were established and estimates of exponential decay of solutions at infinity have been obtained. However, all the mentioned articles consider systems of the form (1.1) with the constant delay $\tau(t) \equiv \tau$. Linear time-varying delay systems of the form (1.1) with $F(t, u, v, w) \equiv 0$ were considered in [28]. This article deals with the initial value problem

$$
\begin{gather*}
\frac{d}{d t} y(t)=A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t)) \\
+F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), \quad t>0  \tag{1.4}\\
y(t)=\varphi(t), \quad t \in\left[-\tau_{2}, 0\right] \\
y(+0)=\varphi(0)
\end{gather*}
$$

where $\varphi(t) \in C^{1}\left[-\tau_{2}, 0\right]$ is a given real-valued vector-function. The solution to (1.4) is defined as a continuous function on $\left[-\tau_{2}, \infty\right)$, continuously differentiable on $\left[-\tau_{2}, \infty\right)$ except for points $k \tau_{1}, k=0,1,2, \ldots$, and satisfying (1.1) everywhere on $[0, \infty)$ except for points $k \tau_{1}, k=0,1,2, \ldots$ Our aim is to establish conditions for the exponential stability of the zero solution to 1.1 ) and to obtain estimates for the decay rate of solutions to (1.4) at infinity, without using any spectral information (like roots of quasipolynomials in the case of constant coefficients).

To establish conditions of stability, researchers often use various LyapunovKrasovskii functionals (of Lyapunov type functionals) (see the bibliography in [3, [16]). However, not every Lyapunov-Krasovskii functional allows us to obtain estimates characterizing the decay rate of solutions at infinity. In recent years, the research in this direction has been actively developing. Many works are devoted to time-delay systems with constant coefficients, including systems of neutral type (see the bibliography in [21]). In the nonautonomous case, the most studied systems are the systems of the form (1.1), where $C(t)$ is a constant matrix (see bibliography in [17]). There are very few studies of the systems, where the matrix $C(t)$ is not constant [2, 5, 13, 17, 22, 30; moreover, the authors of these works require that $\|C(t)\|<1$. A Lyapunov-Krasovskii functional was proposed in [27], which allowed us to obtain the conditions for the exponential stability and the estimates for the solutions to the linear systems of the form 1.1$)(F(t, u, v, w) \equiv 0)$ with the
constant delay $\tau(t) \equiv \tau$, without any additional restrictions on the norm $\|C(t)\|$. A generalization of this functional was used in [28] for studying the exponential stability of the linear time-varying delay systems of neutral type; i.e. the systems of the form (1.1) with $F(t, u, v, w) \equiv 0$.

In this article we use the functional proposed in 28 . We introduce the necessary notation and formulate the main results in Section 2. Their proofs are given in Section 3.

## 2. Main Results

At first we formulate the result on the exponential stability of the zero solution to (1.1) with $F(t, u, v, w) \equiv 0$ :

$$
\begin{equation*}
\frac{d}{d t} y(t)=A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t)), \quad t>0 \tag{2.1}
\end{equation*}
$$

Theorem 2.1 ([28]). Suppose that there are matrices $H(t) \in C^{1}[0, T], K(s)$, and $L(s)$ in $C^{1}\left[0, \tau_{2}\right]$ :

$$
\begin{align*}
H(t) & =H^{*}(t), \quad t \in[0, T], \quad H(0)=H(T)>0  \tag{2.2}\\
K(s) & =K^{*}(s)>0, \quad \frac{d}{d s} K(s)<0, \quad s \in\left[0, \tau_{2}\right]  \tag{2.3}\\
L(s) & =L^{*}(s)>0, \quad \frac{d}{d s} L(s)<0, \quad s \in\left[0, \tau_{2}\right] \tag{2.4}
\end{align*}
$$

such that the matrix

$$
Q(t)=\left(\begin{array}{lll}
Q_{11}(t) & Q_{12}(t) & Q_{13}(t)  \tag{2.5}\\
Q_{12}^{*}(t) & Q_{22}(t) & Q_{23}(t) \\
Q_{13}^{*}(t) & Q_{23}^{*}(t) & Q_{33}(t)
\end{array}\right)
$$

with entries

$$
\begin{gather*}
Q_{11}(t)=-\frac{d}{d t} H(t)-H(t) A(t)-A^{*}(t) H(t)-K(0)-A^{*}(t) L(0) A(t) \\
Q_{12}(t)=-H(t) B(t)-A^{*}(t) L(0) B(t) \\
Q_{13}(t)=-H(t) C(t)-A^{*}(t) L(0) C(t)  \tag{2.6}\\
Q_{22}(t)=\left(1-\tau_{4}\right) K\left(\tau_{2}\right)-B^{*}(t) L(0) B(t) \\
Q_{23}(t)=-B^{*}(t) L(0) C(t) \\
Q_{33}(t)=\left(1-\tau_{3}\right)^{-1} L\left(\tau_{2}\right)-C^{*}(t) L(0) C(t)
\end{gather*}
$$

is positive definite for $t \in[0, T]$. Then the zero solution to 2.1 is exponentially stable.

Assuming that the conditions of Theorem 2.1 are satisfied, we establish conditions for the exponential stability of the zero solution to the nonlinear system (1.1). To state our results, we introduce some notation. If the matrix $H(t)$ satisfies the conditions of Theorem 2.1 then

$$
\frac{d}{d t} H(t)+H(t) A(t)+A^{*}(t) H(t)<-K(0)-A^{*}(t) L(0) A(t)
$$

i.e., $H(t)$ is a solution to a special boundary value problem for the Lyapunov differential equation

$$
\frac{d}{d t} H+H A(t)+A^{*}(t) H=-G(t), \quad t \in[0, T]
$$

$$
H(0)=H(T)>0
$$

where $G(t)$ is a positive definite Hermitian matrix with continuous entries. In this case, it follows from the results of [6] that $H(t)>0$ on the whole segment $[0, T]$. Let us extend this matrix $T$-periodically on the whole semi-axis $\{t \geq 0\}$, keeping the same notation. Using this matrix $H(t)$ together with the matrices $K(s), L(s)$ satisfying the conditions of Theorem 2.1, we introduce the functions

$$
\begin{gather*}
\beta_{1}(t)=2\|H(t)\|+\left(2\|A(t)\|+q_{1}\right)\|L(0)\| \\
\beta_{2}(t)=\left(2\|B(t)\|+q_{2}\right)\|L(0)\|  \tag{2.7}\\
\beta_{3}(t)=\left(2\|C(t)\|+q_{3}\right)\|L(0)\| \\
\alpha_{1}(t)=q_{1} \beta_{1}(t)+\frac{q_{1} \beta_{2}(t)+q_{2} \beta_{1}(t)}{2}+\frac{q_{1} \beta_{3}(t)+q_{3} \beta_{1}(t)}{2}, \\
\alpha_{2}(t)=q_{2} \beta_{2}(t)+\frac{q_{2} \beta_{1}(t)+q_{1} \beta_{2}(t)}{2}+\frac{q_{2} \beta_{3}(t)+q_{3} \beta_{2}(t)}{2}  \tag{2.8}\\
\alpha_{3}(t)=q_{3} \beta_{3}(t)+\frac{q_{3} \beta_{1}(t)+q_{1} \beta_{3}(t)}{2}+\frac{q_{3} \beta_{2}(t)+q_{2} \beta_{3}(t)}{2}
\end{gather*}
$$

and the matrix

$$
Q^{\alpha}(t)=Q(t)-\left(\begin{array}{ccc}
\alpha_{1}(t) I & 0 & 0  \tag{2.9}\\
0 & \alpha_{2}(t) I & 0 \\
0 & 0 & \alpha_{3}(t) I
\end{array}\right)
$$

where $I$ is the unit matrix.
Theorem 2.2. Let the conditions of Theorem 2.1 be satisfied. Suppose that $q_{1}, q_{2}$, $q_{3}$ are such that the matrix $Q^{\alpha}(t)$ is positive definite for $t \in[0, T]$. Then the zero solution to (1.1) is exponentially stable.

Below we present the estimate for the exponential decay rate of the solution to the initial value problem (1.4) as $t \rightarrow \infty$. We use the following notation

$$
\begin{align*}
V(0, \varphi)= & \langle H(0) \varphi(0), \varphi(0)\rangle+\int_{-\tau(0)}^{0}\langle K(-s) \varphi(s), \varphi(s)\rangle d s  \tag{2.10}\\
P(t)= & Q_{11}(t)-\alpha_{1}(t) I-\left[Q_{12}(t)-Q_{13}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{23}^{*}(t)\right] \\
\times & {\left[Q_{22}(t)-\alpha_{2}(t) I-Q_{23}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{23}^{*}(t)\right]^{-1} } \\
\times & {\left[Q_{12}(t)-Q_{13}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{23}^{*}(t)\right]^{*} }  \tag{2.11}\\
- & Q_{13}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{13}^{*}(t)
\end{align*}
$$

where the matrices $Q_{i j}(t)$ are defined by 2.6 . It is not difficult to show that $P(t)$ is positive definite if $Q^{\alpha}(t)$ in 2.9 is positive definite (see Lemma 3.1. We denote by $p_{\min }(t)>0$ the minimal eigenvalue of the matrix $P(t)$, and by $h_{\min }(t)>0$ the minimal eigenvalue of the matrix $H(t)$.

Theorem 2.3. Suppose that the conditions of Theorem 2.2 are satisfied. Let $k$, $l>0$ be maximal numbers such that

$$
\begin{equation*}
\frac{d}{d s} K(s)+k K(s) \leq 0, \quad \frac{d}{d s} L(s)+l L(s) \leq 0, \quad s \in\left[0, \tau_{2}\right] . \tag{2.12}
\end{equation*}
$$

Then the following estimate holds for the solution to (1.4,

$$
\begin{equation*}
\|y(t)\| \leq \sqrt{\frac{V(0, \varphi)}{h_{\min }(t)}} \exp \left(-\frac{1}{2} \int_{0}^{t} \gamma(\xi) d \xi\right), \quad t>0 \tag{2.13}
\end{equation*}
$$

where

$$
\gamma(t)=\min \left\{\frac{p_{\min }(t)}{\|H(t)\|}, k, l\right\}>0
$$

The existence of $k, l>0$ in Theorem 2.3 is provided by using conditions 2.3) and 2.4.

## 3. Proof of the main results

Obviously, the assertion of Theorem 2.2 follows immediately from estimate 2.13 . Therefore, it suffices to prove Theorem 2.3 .

Proof of Theorem 2.3. We follow the scheme from 8]. Let $y(t)$ be the solution to the initial value problem (1.4). Using the matrices $H(t), K(s)$, and $L(s)$ defined in Section 2, we consider the following Lyapunov-Krasovskii functional on the solution

$$
\begin{align*}
V(t, y)= & \langle H(t) y(t), y(t)\rangle+\int_{t-\tau(t)}^{t}\langle K(t-s) y(s), y(s)\rangle d s \\
& +\int_{t-\tau(t)}^{t}\left\langle L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s \tag{3.1}
\end{align*}
$$

Differentiating we obtain

$$
\begin{aligned}
\frac{d}{d t} V(t, y)= & \left\langle\frac{d}{d t} H(t) y(t), y(t)\right\rangle+\left\langle H(t) \frac{d}{d t} y(t), y(t)\right\rangle+\left\langle H(t) y(t), \frac{d}{d t} y(t)\right\rangle \\
& +\langle K(0) y(t), y(t)\rangle-\left(1-\frac{d}{d t} \tau(t)\right)\langle K(\tau(t)) y(t-\tau(t)), y(t-\tau(t))\rangle \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s+\left\langle L(0) \frac{d}{d t} y(t), \frac{d}{d t} y(t)\right\rangle \\
& -\left(1-\frac{d}{d t} \tau(t)\right)^{-1}\left\langle L(\tau(t)) \frac{d}{d t} y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right\rangle \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

We introduce the notation

$$
z(t)=A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t))
$$

Taking into account that $y(t)$ satisfies (1.1), we have

$$
\begin{aligned}
\frac{d}{d t} V(t, y)= & \left\langle\frac{d}{d t} H(t) y(t), y(t)\right\rangle+\langle H(t) z(t), y(t)\rangle \\
& +\left\langle H(t) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), y(t)\right\rangle \\
& +\langle H(t) y(t), z(t)\rangle+\left\langle H(t) y(t), F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& +\langle K(0) y(t), y(t)\rangle-\left(1-\frac{d}{d t} \tau(t)\right)\langle K(\tau(t)) y(t-\tau(t)), y(t-\tau(t))\rangle
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s+\langle L(0) z(t), z(t)\rangle \\
& +\left\langle L(0) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), z(t)\right\rangle \\
& +\left\langle L(0) z(t), F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& +\left\langle L(0) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right. \\
& \left.F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& -\left(1-\frac{d}{d t} \tau(t)\right)^{-1}\left\langle L(\tau(t)) \frac{d}{d t} y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right\rangle \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

By (1.2), 2.3, 2.4, we obtain

$$
\begin{aligned}
&\left(1-\frac{d}{d t} \tau(t)\right)\langle K(\tau(t)) y(t-\tau(t)), y(t-\tau(t))\rangle \\
& \geq\left(1-\tau_{4}\right)\left\langle K\left(\tau_{2}\right) y(t-\tau(t)), y(t-\tau(t))\right\rangle \\
&(1-\left.\frac{d}{d t} \tau(t)\right)^{-1}\left\langle L(\tau(t)) \frac{d}{d t} y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right\rangle \\
& \geq\left(1-\tau_{3}\right)^{-1}\left\langle L\left(\tau_{2}\right) \frac{d}{d t} y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right\rangle
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\frac{d}{d t} V(t, y) \leq & -\left\langle Q(t)\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right),\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right)\right\rangle \\
& +\left\langle H(t) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), y(t)\right\rangle \\
& +\left\langle H(t) y(t), F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& +\left\langle L(0) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right), z(t)\right\rangle \\
& +\left\langle L(0) z(t), F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& +\left\langle L(0) F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right. \\
& \left.F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\rangle \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

where the matrix $Q(t)$ is defined in 2.5 .

Consider the group of the summands containing $F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\right.$ $\tau(t))$ ) and denote them by $W(t)$. Then,

$$
\begin{align*}
\frac{d}{d t} V(t, y) \leq & -\left\langle Q(t)\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right),\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right)\right\rangle+W(t) \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s  \tag{3.2}\\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{align*}
$$

Obviously,

$$
\begin{aligned}
& W(t) \\
& \leq\left(2\|H(t)\|\|y(t)\|+2\|L(0)\|\left\|A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t))\right\|\right. \\
&\left.+\|L(0)\|\left\|F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\|\right) \\
& \quad \times\left\|F\left(t, y(t), y(t-\tau(t)), \frac{d}{d t} y(t-\tau(t))\right)\right\|
\end{aligned}
$$

Using (1.3), we have

$$
\begin{aligned}
W(t) \leq & \left(\beta_{1}(t)\|y(t)\|+\beta_{2}(t)\|y(t-\tau(t))\|+\beta_{3}(t)\left\|\frac{d}{d t} y(t-\tau(t))\right\|\right) \\
& \times\left(q_{1}\|y(t)\|+q_{2}\|y(t-\tau(t))\|+q_{3}\left\|\frac{d}{d t} y(t-\tau(t))\right\|\right)
\end{aligned}
$$

where $\beta_{j}(t), j=1,2,3$, are defined in 2.7. Obviously,

$$
\begin{equation*}
W(t) \leq \alpha_{1}(t)\|y(t)\|^{2}+\alpha_{2}(t)\|y(t-\tau(t))\|^{2}+\alpha_{3}(t)\left\|\frac{d}{d t} y(t-\tau(t))\right\|^{2} \tag{3.3}
\end{equation*}
$$

where the functions $\alpha_{j}(t), j=1,2,3$, are defined in 2.8). By (3.3), from (3.2) we obtain

$$
\begin{align*}
\frac{d}{d t} V(t, y) \leq & -\left\langle Q^{\alpha}(t)\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right)\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right)\right\rangle \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s  \tag{3.4}\\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{align*}
$$

where the matrix $Q^{\alpha}(t)$ is given in 2.9.
For further transformations, we use an auxiliary lemma from matrix theory.
Lemma 3.1. Let $R(t)$ be a positive definite Hermitian matrix with continuous entries

$$
R(t)=\left(\begin{array}{lll}
R_{11}(t) & R_{12}(t) & R_{13}(t) \\
R_{12}^{*}(t) & R_{22}(t) & R_{23}(t) \\
R_{13}^{*}(t) & R_{23}^{*}(t) & R_{33}(t)
\end{array}\right), \quad t \in[0, T]
$$

Then the following representation holds

$$
\begin{aligned}
R(t)= & \left(\begin{array}{ccc}
I & \widetilde{R}_{1}(t) \widetilde{R}_{2}^{-1}(t) & R_{13}(t) R_{33}^{-1}(t) \\
0 & I & R_{23}(t) R_{33}^{-1}(t) \\
0 & 0 & I
\end{array}\right) \\
& \times\left(\begin{array}{cccc}
R_{11}(t)-\widetilde{R}_{1}(t) \widetilde{R}_{2}^{-1}(t) \widetilde{R}_{1}^{*}(t)-R_{13}(t) R_{33}^{-1}(t) R_{13}^{*}(t) & 0 & 0 \\
& 0 & \widetilde{R}_{2}(t) & 0 \\
& 0 & 0 & R_{33}(t)
\end{array}\right) \\
& \times\left(\begin{array}{ccc}
I & 0 & 0 \\
\widetilde{R}_{2}^{-1}(t) \widetilde{R}_{1}^{*}(t) & I & 0 \\
R_{33}^{-1}(t) R_{13}^{*}(t) & R_{33}^{-1}(t) R_{23}^{*}(t) & I
\end{array}\right)
\end{aligned}
$$

where

$$
\widetilde{R}_{1}(t)=R_{12}(t)-R_{13}(t) R_{33}^{-1}(t) R_{23}^{*}(t), \quad \widetilde{R}_{2}(t)=R_{22}(t)-R_{23}(t) R_{33}^{-1}(t) R_{23}^{*}(t) ;
$$

moreover, the matrices

$$
R_{11}(t)-\widetilde{R}_{1}(t) \widetilde{R}_{2}^{-1}(t) \widetilde{R}_{1}^{*}(t)-R_{13}(t) R_{33}^{-1}(t) R_{13}^{*}(t), \quad \widetilde{R}_{2}(t), \quad R_{33}(t)
$$

are positive definite.
By the above lemma, for the matrix $Q^{\alpha}(t)$ in 2.9, we have

$$
\left\langle Q^{\alpha}(t)\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right),\left(\begin{array}{c}
y(t) \\
y(t-\tau(t)) \\
\frac{d}{d t} y(t-\tau(t))
\end{array}\right)\right\rangle \geq\langle P(t) y(t), y(t)\rangle
$$

where $P(t)$ is the positive definite Hermitian matrix given in (2.11). Then

$$
\langle P(t) y(t), y(t)\rangle \geq p_{\min }(t)\|y(t)\|^{2}
$$

where $p_{\min }(t)>0$ is the minimal eigenvalue of the matrix $P(t)$. Consequently, from (3.4) we obtain

$$
\begin{aligned}
\frac{d}{d t} V(t, y) \leq & -\left\langle p_{\min }(t) y(t), y(t)\right\rangle+\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

Clearly,

$$
\begin{equation*}
h_{\min }(t)\|y(t)\|^{2} \leq\langle H(t) y(t), y(t)\rangle \leq\|H(t)\|\|y(t)\|^{2} \tag{3.5}
\end{equation*}
$$

where $h_{\min }(t)>0$ is the minimal eigenvalue of the matrix $H(t)$. Hence,

$$
\begin{aligned}
\frac{d}{d t} V(t, y) \leq & -\frac{p_{\min }(t)}{\|H(t)\|}\langle H(t) y(t), y(t)\rangle+\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} K(t-s) y(s), y(s)\right\rangle d s \\
& +\int_{t-\tau(t)}^{t}\left\langle\frac{d}{d t} L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

Using the condition 2.12 , we arrive at

$$
\begin{aligned}
\frac{d}{d t} V(t, y) \leq & -\frac{p_{\min }(t)}{\|H(t)\|}\langle H(t) y(t), y(t)\rangle-k \int_{t-\tau(t)}^{t}\langle K(t-s) y(s), y(s)\rangle d s \\
& -l \int_{t-\tau(t)}^{t}\left\langle L(t-s) \frac{d}{d s} y(s), \frac{d}{d s} y(s)\right\rangle d s
\end{aligned}
$$

By the definition of the functional in (3.1), we have

$$
\frac{d}{d t} V(t, y) \leq-\gamma(t) V(t, y)
$$

where $\gamma(t)=\min \left\{\frac{p_{\min }(t)}{\|H(t)\|}, k, l\right\}$. From this differential inequality, we obtain the estimate

$$
V(t, y) \leq V(0, \varphi) \exp \left(-\int_{0}^{t} \gamma(\xi) d \xi\right)
$$

where $V(0, \varphi)$ is defined by 2.10 . Using (3.5) and taking into account the definition of the functional (3.1), we infer

$$
\|y(t)\|^{2} \leq \frac{1}{h_{\min }(t)}\langle H(t) y(t), y(t)\rangle \leq \frac{V(t, y)}{h_{\min }(t)} \leq \frac{V(0, \varphi)}{h_{\min }(t)} \exp \left(-\int_{0}^{t} \gamma(\xi) d \xi\right)
$$

Hence, we have the required inequality 2.13). This completes the proof.
Repeating the reasoning of the proof of Theorem 2.3 for $F(t, u, v, w) \equiv 0$, we arrive immediately to the statement of Theorem 2.1.

Theorem 3.2. Suppose that there are matrices $H(t) \in C^{1}[0, T], K(s), L(s) \in$ $C^{1}\left[0, \tau_{2}\right]$ satisfying $2.2-2.4$ and such that $P(t)>0$,

$$
Q_{22}(t)-\alpha_{2}(t) I-Q_{23}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{23}^{*}(t)>0
$$

and $Q_{33}(t)-\alpha_{3}(t) I>0$ for $t \in[0, T]$. Then the zero solution to (1.1) is exponentially stable.

Proof. By Lemma 3.1, the matrix $Q^{\alpha}(t)$ in $\sqrt{2.9}$ is positive definite if and only if the matrices $P(t), Q_{22}(t)-\alpha_{2}(t) I-Q_{23}(t)\left(Q_{33}(t)-\alpha_{3}(t) I\right)^{-1} Q_{23}^{*}(t)$, and $Q_{33}(t)-\alpha_{3}(t) I$ are positive definite.

Remark 3.3. The results obtained above give us the assertions on the robust stability for 2.1). Indeed, consider uncertain systems of the form

$$
\begin{align*}
\frac{d}{d t} y(t)= & A(t) y(t)+B(t) y(t-\tau(t))+C(t) \frac{d}{d t} y(t-\tau(t))  \tag{3.6}\\
& +\Delta A(t) y(t)+\Delta B(t) y(t-\tau(t))+\Delta C(t) \frac{d}{d t} y(t-\tau(t))
\end{align*}
$$

where $\Delta A(t), \Delta B(t)$, and $\Delta C(t)$ are unknown $(n \times n)$ matrices such that

$$
\|\Delta A(t)\| \leq q_{1}, \quad\|\Delta B(t)\| \leq q_{2}, \quad\|\Delta C(t)\| \leq q_{3}
$$

Obviously, in this case the vector-function

$$
F(t, u, v, w)=\Delta A(t) u+\Delta B(t) v+\Delta C(t) w
$$

satisfies (1.3). Then Theorem 2.2 gives us the conditions of the robust exponential stability for $(2.1)$. From Theorems 2.3 we have the estimates of the exponential decay of solutions to (3.6).

## 4. Examples

Consider the following time-delay equation of the form 1.1),

$$
\begin{equation*}
\frac{d}{d t} y(t)=(0.1 \cos t-2) y(t)-0.1 y(t-\tau(t))+q \cos \left(\frac{d}{d t} y(t-\tau(t))\right) \frac{d}{d t} y(t-\tau(t)) \tag{4.1}
\end{equation*}
$$

where $\tau(t)=0.5 \sin t+1$. Obviously, $\tau(t)$ satisfies 1.2 with $\tau_{1}=0.5, \tau_{2}=1.5$, $\tau_{3}=-0.5$, and $\tau_{4}=0.5$. The function $F(t, u, v, w)=q \cos (w) w$ satisfies 1.3 with $q_{1}=q_{2}=0, q_{3}=q$.

At first we consider the linear case $(F(t, u, v, w) \equiv 0)$; i.e. $q=0$. We choose the functions $H(t), K(s)$, and $L(s)$ as follows

$$
H(t)=0.5-0.1 \sin t, \quad K(s)=0.27 e^{-1.65 s}, \quad L(s)=0.001 e^{-1.65 s}
$$

Obviously, these functions satisfy $2.2-(2.4$, and 2.12 with $k=l=1.65$. In this case the matrix $Q(t)$ has entires

$$
\begin{gathered}
Q_{11}(t)=1.73-0.4 \sin t+0.02 \sin t \cos t-0.001(2-0.1 \cos t)^{2} \\
Q_{12}(t)=0.0498-0.01 \sin t+0.00001 \cos t, \quad Q_{13}(t)=0 \\
Q_{22}(t)=0.135 e^{-2.475}-0.00001, \quad Q_{23}(t)=0, \quad Q_{33}(t)=\frac{0.002}{3} e^{-2.475}
\end{gathered}
$$

It is not difficult to verify that $Q(t)$ is positive definite for $t \in[0,2 \pi]$. Then, by Theorem 2.1, the zero solution to 4.1 with $q=0$ is exponentially stable. By Theorem 2.3, to estimate the decay rate of solutions to 4.1), we need to calculate (for $q=0$ ) the functions $P(t)$ and $\gamma(t)=\min \{P(t) /\|H(t)\|, 1.65\}$. In our case

$$
P(t)=Q_{11}(t)-Q_{12}^{2}(t)\left(Q_{22}(t)\right)^{-1}, \quad\|H(t)\|=|0.5-0.1 \sin t|
$$

It is not difficult to show that $P(t) \geq 0.99047$ and that $\|H(t)\| \leq 0.6$. Therefore, $P(t) /\|H(t)\| \geq 1.65078$ and $\gamma(t)=1.65$. By 2.13), we have the estimate

$$
\|y(t)\| \leq c e^{-0.825 t}, \quad c>0
$$

for the solutions to 4.1) with $q=0$.
We now consider (4.1) with $q=0.1$. We choose the functions $H(t), K(s)$, and $L(s)$ as follows

$$
H(t)=0.5-0.1 \sin t, \quad K(s)=0.06 e^{-0.27 s}, \quad L(s)=0.28 e^{-0.27 s}
$$

Obviously, these functions satisfy $2.2-2.4$, and 2.12 with $k=l=0.27$. In this case the entries of the matrix $Q(t)$ has entries

$$
\begin{gathered}
Q_{11}(t)=1.94-0.4 \sin t+0.02 \sin t \cos t-0.28(2-0.1 \cos t)^{2} \\
Q_{12}(t)=-0.006-0.01 \sin t+0.0028 \cos t, \quad Q_{13}(t)=0 \\
Q_{22}(t)=0.03 e^{-0.405}-0.0028, \quad Q_{23}(t)=0, \quad Q_{33}(t)=\frac{0.56}{3} e^{-0.405}
\end{gathered}
$$

and

$$
\begin{gathered}
\beta_{1}(t)=|1-0.2 \sin t|+|1.12-0.056 \cos t|, \quad \beta_{2}(t)=0.056, \quad \beta_{3}(t)=0.028 \\
\alpha_{1}(t)=|0.05-0.01 \sin t|+|0.056-0.0028 \cos t|, \quad \alpha_{2}(t)=0.0028 \\
\alpha_{3}(t)=|0.05-0.01 \sin t|+|0.056-0.0028 \cos t|+0.0056
\end{gathered}
$$

It is not difficult to verify that $Q^{\alpha}(t)$ defined by 2.9 is positive definite for $t \in[0,2 \pi]$. Then, by Theorem 2.2, the zero solution to 4.1) with $q=0.1$
is exponentially stable. By Theorem 2.3 , to estimate the decay rate of solutions to 4.1), we need to calculate (for $q=0.1$ ) the functions $P(t)$ and $\gamma(t)=$ $\min \{P(t) /\|H(t)\|, 0.27\}$. In our case

$$
P(t)=Q_{11}(t)-\alpha_{1}(t)-Q_{12}^{2}(t)\left(Q_{22}(t)-\alpha_{2}(t)\right)^{-1}
$$

It is not difficult to show that $P(t) \geq 0.16319$. Consequently, $P(t) /\|H(t)\| \geq$ 0.27198 and $\gamma(t)=0.27$. Taking into account 2.13 ), we have the estimate

$$
\|y(t)\| \leq c e^{-0.135 t}, \quad c>0
$$

for the solutions to 4.1 with $q=0.1$.
Acknowledgments. The author is grateful to Professor G.V. Demidenko for helpful discussions. The author is grateful to the anonymous referee for the helpful comments and suggestions. The author was supported by the Russian Foundation for Basic Research (project no. 18-29-10086).

## References

[1] R. P. Agarwal, L. Berezansky, E. Braverman, A. Domoshnitsky; Nonoscillation Theory of Functional Differential Equations with Applications, Springer, New York, 2012.
[2] S. Sh. Alaviani; A necessary and sufficient condition for delay-independent stability of linear time-varying neutral delay systems, J. Frankl. Inst., 351 (2014), 2574-2581.
[3] A. S. Andreev; The method of Lyapunov functionals in the problem of the stability of functional-differential equations, Autom. Remote Control, 70 (2009), 1438-1486.
[4] N. V. Azbelev, V. P. Maksimov, L. F. Rakhmatullina; Introduction to the Theory of Functional Differential Equations: Methods and Applications, Contemporary Mathematics and Its Applications, 3, Hindawi Publishing Corporation, Cairo, 2007.
[5] D. Bainov, A. Domoshnitsky; Nonnegativity of the Cauchy matrix and exponential stability of a neutral type system of functional-differential equations, Extracta Math., 8 (1993), 75-82.
[6] G. V. Demidenko, I. I. Matveeva; On stability of solutions to linear systems with periodic coefficients, Siberian Math. J., 42 (2001), 282-296.
[7] G. V. Demidenko, I. I. Matveeva; Asymptotic properties of solutions to delay differential equations, Vestnik Novosib. Gos. Univ. Ser. Mat. Mekh. Inform., 5 (2005), 20-28 (Russian).
[8] G. V. Demidenko, I. I. Matveeva; Stability of solutions to delay differential equations with periodic coefficients of linear terms, Siberian Math. J., 48 (2007), 824-836.
[9] G. V. Demidenko, I. I. Matveeva; On estimates of solutions to systems of differential equations of neutral type with periodic coefficients, Siberian Math. J., 55 (2014), 866-881.
[10] G. V. Demidenko, I. I. Matveeva; Estimates for solutions to a class of nonlinear time-delay systems of neutral type, Electron. J. Diff. Equ., 2015 (2015), No. 34, 1-14.
[11] G. V. Demidenko, I. I. Matveeva; Estimates for solutions to a class of time-delay systems of neutral type with periodic coefficients and several delays, Electron. J. Qual. Theory Differ. Equ., 2015 (2015), No. 83, 1-22.
[12] G. V. Demidenko, I. I. Matveeva; Exponential stability of solutions to nonlinear time-delay systems of neutral type, Electron. J. Diff. Equ., 2016 (2016), No. 19, 1-20.
[13] Domoshnitsky A., Gitman M., Shklyar R.; Stability and estimate of solution to uncertain neutral delay systems, Boundary Value Problems. 2014. V. 2014, No. 55. P. 1-14.
[14] L. E. El'sgol'ts, S. B. Norkin; Introduction to the Theory and Application of Differential Equations with Deviating Arguments, Academic Press, New York, London, 1973.
[15] T. Erneux; Applied Delay Differential Equations, Surveys and Tutorials in the Applied Mathematical Sciences, 3, Springer, New York, 2009.
[16] E. Fridman; Tutorial on Lyapunov-based methods for time-delay systems, European J. Control., 20 (2014), 271-283.
[17] M. I. Gil'; Stability of Neutral Functional Differential Equations, Atlantis Studies in Differential Equations, 3, Atlantis Press, Paris, 2014.
[18] K. Gu, V. L. Kharitonov, J. Chen; Stability of Time-Delay Systems, Control Engineering, Boston, Birkhäuser, 2003.
[19] I. Györi, G. Ladas; Oscillation Theory of Delay Differential Equations. With Applications, Oxford Mathematical Monographs. Oxford Science Publications. The Clarendon Press, Oxford University Press, New York, 1991.
[20] J. K. Hale; Theory of Functional Differential Equations, Springer-Verlag, New York, Heidelberg, Berlin, 1977.
[21] V. L. Kharitonov; Time-Delay Systems. Lyapunov Functionals and Matrices, Control Engineering, Birkhauser, Springer, New York, 2013.
[22] D. Ya. Khusainov, A. T. Kozhametov, Convergence of solutions of the neutral type nonautonomous systems, Russian Math., 50 (2006), 65-69.
[23] V. B. Kolmanovskii, A. D. Myshkis; Introduction to the Theory and Applications of Functional Differential Equations, Mathematics and its Applications, 463, Kluwer Academic Publishers, Dordrecht, 1999.
[24] D. G. Korenevskii; Stability of Dynamical Systems under Random Perturbations of Parameters. Algebraic Criteria, Naukova Dumka, Kiev, 1989 (Russian).
[25] Y. Kuang; Delay Differential Equations with Applications in Population Dynamics, Mathematics in Science and Engineering, 191, Academic Press, Boston, 1993.
[26] I. I. Matveeva; Estimates of solutions to a class of systems of nonlinear delay differential equations, J. Appl. Indust. Math., 7 (2013), 557-566.
[27] I. I. Matveeva; On exponential stability of solutions to periodic neutral-type systems, Siberian Math. J., 58 (2017), 264-270.
[28] I. I. Matveeva; On exponential stability of solutions to linear periodic systems of neutral type with time-varying delay, Siberian Electron. Math. Reports, 16 (2019), 748-756.
[29] W. Michiels, S.-I. Niculescu; Stability, Control, and Computation for Time-Delay Systems. An Eigenvalue-Based Approach, Advances in Design and Control, 27, Philadelphia, Society for Industrial and Applied Mathematics, 2014.
[30] R. K. Romanovskii, L. V. Bellgart, S. M. Dobrovolskii, A. V. Rogozin, G. A. Trotsenko; Method of Lyapunov Functions for Almost Periodic Systems, Publishing House SB RAS, Novosibirsk, 2015.

Inessa I. Matveeva
Laboratory of Differential and Difference Equations, Sobolev Institute of Mathematics, 4, Acad. Koptyug avenue, Novosibirsk 630090, Russia.
Department of Mechanics and Mathematics, Novosibirsk State University, 2, Pirogov street, Novosibirsk 630090, Russia

Email address: matveeva@math.nsc.ru


[^0]:    2010 Mathematics Subject Classification. 34K20.
    Key words and phrases. Time-varying delay equation; neutral equation; periodic coefficient; exponential stability.
    (C) 2020 Texas State University.

    Submitted April 30, 2019. Published February 14, 2020.

